Comparisons of Modeling and State of Charge Estimation for Lithium-Ion Battery Based on Fractional Order and Integral Order Methods
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Abstract: In order to properly manage lithium-ion batteries of electric vehicles (EVs), it is essential to build the battery model and estimate the state of charge (SOC). In this paper, the fractional order forms of Thevenin and partnership for a new generation of vehicles (PNGV) models are built, of which the model parameters including the fractional orders and the corresponding resistance and capacitance values are simultaneously identified based on genetic algorithm (GA). The relationships between different model parameters and SOC are established and analyzed. The calculation precisions of the fractional order model (FOM) and integral order model (IOM) are validated and compared under hybrid test cycles. Finally, extended Kalman filter (EKF) is employed to estimate the SOC based on different models. The results prove that the FOMs can simulate the output voltage more accurately and the fractional order EKF (FOEKF) can estimate the SOC more precisely under dynamic conditions.
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1. Introduction

Currently, lithium-ion batteries have attained substantial attention due to their high safety, long life, and high energy density [1,2]. It now becomes the main energy storage medium in electric vehicles (EVs), power grid and consumer electronic devices. In order to safely and effectively utilize lithium-ion batteries, it is necessary to build a precise model to capture the battery inner dynamic and static performance, thereby precisely estimating battery statuses including state of charge (SOC) and state of health (SOH).

The lithium-ion battery can be regarded as a highly nonlinear, time-variant system, which brings certain difficulty to model and simulate the battery performance. The commonly accepted modeling methods include electrochemical model method [3–6], black box model method [7,8], and equivalent circuit model (ECM) method [9–11]. Among all the candidates, the electrochemical model can precisely describe the inner chemical reaction process based on the measured values of battery current, voltage and surface temperature. The black box model usually adopts artificial neural network (ANN) and supported vector machine (SVM) to generate the nonlinear relationship with respect to the measurements. This kind of method relies on huge experimental data to train the model sufficiently thus ensuring its precision and adaption. Therefore, it needs considerable experiment and computation labor, which is not applicable in real implementation. Compared with these two model methods, the ECM method is usually composed of an open circuit voltage (OCV) source, one or two resistor-capacitor networks, as well as a resistor connected in series topology. This kind of model can be easily adapted for different driving cycles, and has been widely adopted in battery management system (BMS) of EVs.
The order of ECM may vary due to the different chemical characteristics of battery materials. In [9,12], different structures of ECM are compared, which state that the one order Thevenin model is relatively simple and has high precision, and two and higher order models are more precise while inducing costs of more parameters and more dimensional matrix calculations. By contrast, a partnership for a new generation of vehicles (PNGV) model [13], which is based on the Thevenin model, connects in series with a capacitor to express the variation of OCV induced by accumulation of load current, thereby improving the model precision. Based on the above merits, these two kinds of methods, i.e., Thevenin and PNGV models, have been widely employed in the BMS.

Traditionally, the widely adopted modeling method of lithium-ion battery is based on the centralized integral order calculus (IOC). This method is relatively simple, however, the battery inner parameters including capacitance, resistance, which are with diffused and decentralized characteristics [6,14,15], may vary during battery operation. In addition, the variation of current and voltage not only relates to the current status, but also can be influenced by the past statuses. This is the so-called memory effect [16]. Therefore, it is quite difficult to adopt the traditional IOC model to accurately depict the battery inner distributed performance and memory effect. The fractional order model (FOM) can extend the application of integral order model (IOM), and can more precisely describe the gradually varied quantity and distributed parameters. Hence, the FOMs have been more and more widely applied in modeling [15,16] and controlling nonlinear systems [17–19], including the lithium-ion battery system.

According to the electrochemical impedance spectroscopy (EIS) of the lithium-ion battery, the low frequency section can be described by a constant phase element (CPE), and a parallel connection of a CPE and a resistor [20] can be employed to describe spectroscopy of the medium frequency section, which is usually a half compressed circle. In [21], the CPE has been accurately presented by the fractional order calculus (FOC) method. Based on the FOC method, many researchers have made efforts to build electrochemical models and ECM models, and have gained certain achievements. In [5,6], the electrochemical model of the lithium-ion battery has been built based on FOC. In [20,22,23], the fractional order ECM of different structures for the lithium-ion battery is built considering the CPE, and the experiments show acceptable precision. Moreover, in [5], the fractional differential equation is employed to partially describe the electrochemical characteristics of the lithium-ion battery, and thus reduces the quantity of model parameters. Furthermore, only three parameters are adopted to build the FOM for lithium-ion battery in [6], of which the error is declared within 0.5%. By this way, this model can greatly simplify the electrochemical model complexity.

In order to determine the structure and composition of FOM for lithium-ion battery, it is imperative to accurately identify model parameters. In [6], the voltage response curve when the battery is discharged with a step current has been classified into three sections, and the voltage drop, curvature and gradient are respectively introduced to fit three parameters of the fractional order electrochemical model. This method relies on appropriate section partition of voltage response curve and high fitting precision. For ECM based on the FOC method, the model orders as well as the resistor and capacitor parameters need to be identified step by step [20,22]. First, the angular of CPE is analyzed based on the impedance spectroscopy to determine the order. There exists a defect that the measurement of impedance scope needs particular equipment with appreciable cost [22,23]. In [20], a least square identification method is introduced to solve the gradient. In [22], a Levenberg–Marquardt optimal algorithm is adopted to identify the ohm resistance and resistance-capacitance parameters, while this method can only be feasible in premise of commensurate orders [24]. In [22], a Levenberg–Marquardt optimal algorithm is introduced to solve the gradient. In [23], the FOM of the lithium-ion battery is proposed, however, the parameter identification of FOC model is not yet finished.

The main purpose of modeling the battery is to estimate the battery inner statuses, including SOC and SOH. The SOC estimation is an essential task of the BMS, which represents the available battery capacity ratio, compared with the current rated capacity. The widely accepted estimation method is the coulomb counting method, which is also called ampere-hour counting method [8,25]. This method is easy to implement, however, this method can be easily affected by the current measurement and system
noise, and also needs to know the initial SOC value. The accumulation of these issues can deteriorate
the SOC estimation. A simple method based on the relationship between OCV and SOC is direct
and easy to implement; however, it needs a highly precise OCV estimation or measurement [26,27].
Essentially, the coulomb counting method and the interpolation method based on OCV are both
open-loop methods [28], and cannot be regulated with the help of output measurement. Extended
Kalman filter (EKF) is an optimal state estimation for nonlinear systems, and has been widely applied
to estimate the battery SOC [29–33]. In [29,30], EKF together with an optimization algorithm for
identifying model parameters is applied to estimate the SOC on board. In [31–33], a double EKF
based algorithm is proposed to realize parameters identification and status estimation simultaneously.
Actually, its internal principle is that it can filter the system state noise and measurement noise, and
simultaneously utilize the feedback of output voltage to regulate the SOC estimation obtained by
the coulomb counting method [28,34–36]. Thus, the SOC estimation precision can be improved to
some extent. In addition, this estimation method is independent of initial SOC value, which is an
essential and difficult task for the coulomb counting method. Another merit is that the recursive
formulations can be easily applied in the embedded computer system, and therefore have been
substantially employed in real application [35,36].
In this paper, based on the widely adopted Thevenin and PNGV models, the fractional order
Thevenin (FOThevenin) and fractional order PNGV (FOPNGV) models have been built and compared.
Genetic algorithm (GA) is applied to simultaneously identify the orders of FOM and resistor and
capacitor parameters for the lithium-ion battery. The precisions of these two models are compared and
analyzed. Finally, EKF is applied to estimate the SOC, and the results based on different FOM and
IOM are compared and summarized.
2. Fractional Order Model of Lithium-Ion Battery
2.1. FOC Definition
Actually, there are a variety of definitions for FOC [37]. Among all of them, Grünwald–Letnikov
defined it with a discrete form, which is widely applied in numerical solution for FOC. Here, the α-order
FOC for state \( x \) at time step \( k \) can be defined

\[
\Delta^\alpha x_k = \frac{1}{T_s^\alpha} \sum_{j=0}^{k} (-1)^j \binom{\alpha}{j} x_{k-j},
\]

(1)

\[
\binom{\alpha}{j} = \begin{cases} 
\frac{1}{\alpha(\alpha-1)\ldots(\alpha-(j-1))} & j = 0 \\
\frac{1}{j!} & j > 0
\end{cases}
\]

(2)

where \( \Delta \) is the differential operator, \( N - 1 < \alpha < N \), \( T_s \) is the sample time, \( k \in N^+ \). According
to the definition, the \( \alpha \)-order FOC of \( x \) during sample \( k \) is the weighed sum of initial state till end state,
and the weighed coefficient is related with sample time \( T_s \), the calculus order and the distance \( j \).
When the distance is closer, the absolute value of weighed coefficient is larger, and vice versa. In real
applications, when the distance from state \( x \) is longer, the absolute value of weighed coefficient is
smaller. To decrease memory storage size and computation burden, the sum of the items can be
reduced under the premise of meeting the calculation precision. Therefore, a recursive sum window,
of which the length is \( L \), can be considered, and thus

\[
\Delta^\alpha x_k = \begin{cases} 
\frac{1}{T_s^\alpha} \sum_{j=0}^{k} (-1)^j \binom{\alpha}{j} x_{k-j} & k < L \\
\frac{1}{T_s^\alpha} \sum_{j=0}^{L} (-1)^j \binom{\alpha}{j} x_{k-j} & k \geq L
\end{cases}
\]

(3)
Based on Equation (3), it can be observed that by using a recursive window of length \( L \), the weighed sum of states, which are near the current state, is selected to determine the FOC. In order to determine the recursive length \( L \), the weighed coefficient in Equation (1) can be defined,

\[
\omega_j^\alpha = (-1)^j \left( \frac{\alpha}{j} \right),
\]

where the recursive calculation can be expressed as

\[
\left\{ \begin{array}{ll}
\omega_0^\alpha = 1 \\
\omega_j^\alpha = \left(1 - \frac{\alpha + 1}{j}\right) \omega_{j-1}^\alpha & j > 0 \\
\end{array} \right.
\]

As shown in Figure 1, it can be observed that when \( \alpha \) is selected at 0.5 and 0.99 respectively, which are near the mean and maximum values of the fractional order of the FOMs, the amount of calculation decreases rapidly. When the fractional order becomes larger, the calculation declines faster. Moreover, when \( j \) is larger than 70, the calculation is less than 0.001, and the corresponding voltage is 1 mV, thereby being enough to ensure the precision. Considering the voltage sample precision and amount of calculation, \( L \) is set to be 70, thus it can improve the calculation speed and decrease the demand of memory capacity without compromising the precision.

![Figure 1. Recursive calculation of weighed coefficient.](image)

### 2.2. Fractional Order Models of Thevenin and PNGV

During the SOC calculation of lithium-ion battery, Thevenin and PNGV models have been widely adopted due to the limited parameters quantity and high precision. Their ECM schematics are shown in Figure 2, where \( V_{oc} \) is open circuit voltage source, \( R_p \) is an equivalent polarization resistor, \( C_p \) denotes the equivalent polarization capacitor, \( R_0 \) represents the equivalent immediate resistor, \( C_h \) is the capacitor which represents the variation of \( V_{oc} \) induced by load current \( I \), and \( U_p, U_0, U_h \) and \( U_t \) are the voltage drop of \( R_p, R_0, C_h \) and terminal voltage of the battery, respectively.

![Figure 2. Schematic diagram of equivalent circuit models: (a) Thevenin model; (b) PNGV model.](image)
For Thevenin model, the voltage equations can be formulated,
\[
\begin{align*}
U_t &= V_{oc} - U_p - U_0 \\
\Delta^\alpha U_p &= - \frac{U_p}{R_p C_p} + \frac{i}{C_p},
\end{align*}
\]
(6)
where $\alpha$ is the fractional derivation order of the medium frequency section for the EIS of the battery, $0 < \alpha \leq 1$. When $\alpha$ is equal to 1, Equation (6) turns into integral order of Thevenin (IOThevenin) model. Here, we suppose $x = [U_p]$, and $y = V_{oc} - U_t$, the FOThevenin model can be expressed,
\[
\begin{align*}
\Delta^\alpha x &= Ax + Bu \\
y &= Cx + Du,
\end{align*}
\]
(7)
where $A = -1/(R_p C_p)$, $B = 1/C_p$, $C = -1$, $D = -R_0$. According to Equation (1), its discrete form can be written as
\[
\Delta^\alpha x_k = \sum_{j=0}^{k} (-1)^j \binom{\alpha}{j} x_{k-j}.
\]
(8)
Thus, Equation (7) can be further formulated,
\[
A x_{k-1} + B u_{k-1} = \sum_{j=0}^{k} (-1)^j \binom{\alpha}{j} x_{k-j}.
\]
(9)
Now, $x_k$ can be solved,
\[
x_k = (T_s^\alpha A + \alpha I) x_{k-1} + \sum_{j=2}^{k} (-1)^j \binom{\alpha}{j} x_{k-j},
\]
(10)
where $I$ is identity matrix of $1 \times 1$, and correspondingly, the output equation can also be discretized as
\[
y_k = C x_k + D u_k.
\]
(11)
Hence, Equations (10) and (11) together determine the FOC discrete state equation and output equation of Thevenin model.

Similarly, the voltage equations of PNGV model can be written
\[
\begin{align*}
U_t &= V_{oc} - U_p - U_0 - U_b \\
\Delta^\alpha U_p &= - \frac{U_p}{R_p C_p} + \frac{i}{C_p} \\
\Delta^\beta U_b &= \frac{i}{C_b},
\end{align*}
\]
(12)
where $\alpha$ and $\beta$ are the fractional derivation orders of low frequency section and medium frequency section for the EIS of the battery respectively. When $\alpha$ and $\beta$ both equal 1, the model is transferred into the integral order PNGV (IOPNGV) model. Like the above process, the PNGV FOC discrete state space function can be formulated with $U_p$ and $U_b$ as state variants, and output variant $y$ of $V_{oc} - U_t$.
\[
x_k = \left(\begin{array}{cc}
T_s^\alpha & 0 \\
0 & T_s^\beta
\end{array}\right) A + \left(\begin{array}{cc}
\alpha & 0 \\
0 & \beta
\end{array}\right) I + \sum_{j=2}^{k} (-1)^j \binom{\alpha}{j} x_{k-j},
\]
(13)
where $I$ are $2 \times 2$ identity matrices, and $A = \begin{bmatrix} -\frac{1}{R_pC_p} & 0 \\ 0 & 0 \end{bmatrix}$, $B = \begin{bmatrix} \frac{1}{C_p} & 0 \\ 0 & \frac{1}{C_b} \end{bmatrix}$.

The output equation of FOPNGV is mostly same as that of IOThevenin model, and the only difference is that $C = \begin{bmatrix} -1 & -1 \end{bmatrix}$. After building these two kinds of FOMs, parameters identification is carried out to estimate the model parameters and validate the model precision.

### 3. Parameter Identification

GA is an intelligent optimization algorithm that simulates the evolution process. It can be applied to identify the orders and values of resistance and capacitance simultaneously. GA has been successfully applied in parameters identification [38,39] and optimal control [40,41] by means of a series of actions including crossover, elitism selection and mutation. In this paper, GA is employed to identify the model parameters offline with global optimal solution during the whole SOC range.

In order to identify the model parameters, the hybrid pulse power characterization (HPPC) experiment is usually carried out to provide the extreme characterization of battery. The research object in this paper is a lithium-ion polymer battery, consisting of Li (NiCoMn) O₂-based cathode and graphite-based anode. The energy density is 174 Wh/kg and the nominal voltage and maximum charging voltage are, respectively, 3.65 V and 4.15 V. Meanwhile, the OCV curve can be determined based on the voltage measurement after the recommended standstill release. In this paper, the calibrated battery capacity is 20 Ampere-hour (Ah) for the research. After fully charged, the battery is left to be standstill to measure the OCV, followed by discharging the battery of 10% capacity. Then, the battery is set to be standstill after the battery inner electrochemical reaction reach balanced. Now, the OCV value with respect to 90% SOC can be quantified. The steps can be repeated until the battery is fully discharged. During the experiment, a combined current pulse test, which includes 5C current charge and 5C current discharge, is followed after measuring the OCV, where $C$ denotes the battery rated capacity value with unit Ah. The main purpose of this pulse test is to excite the battery dynamic performance. In this paper, both the pulse durations are 10 s, respectively, and there exist an interval of 40 s between them. The current and voltage response curves are shown in Figure 3. It can be clearly observed that the voltage ranges from around 4.13 V to 2.98 V when the battery is discharged from 100% to 0% SOC. Finally, the voltage returns back to 3.50 V after fully discharged.

![HPPC Voltage Profile](image)

**Figure 3.** HPPC test (a) Current profile; (b) Voltage response.

Based on the measured OCV curve, shown in Figure 4, a six-order polynomial equation is employed to simulate the voltage variation,

$$V_{oc}(z) = k_0z^6 + k_1z^5 + k_2z^4 + k_3z^3 + k_4z^2 + k_5z + k_6.$$  

(14)
This parameter identification method based on GA can be both applied in the lithium-ion battery FOM precision based on the root mean square error of output voltage, $E_{\text{OM}}$. The variation of $R_p$ is shown in Figure 6b, and it can be summarized that $R_p$ is always less than 1 ohm, and is less than 0.2 ohm during 20% to 50% SOC, while it varies obviously during 50% to 70% SOC and can reach 0.4 ohm. The changing characteristics of $C_p$ and $C_b$ are shown in Figure 6c, d respectively. When the SOC is more than 20%, $C_p$ maintains at around 80 kF, and is almost same for these four models. $C_b$ ranges from 20 kF to 100 kF within the SOC of 10% to 90%, and shows varying consistency between the FOPNGV and IOPNGV models.
It is relatively steady with a higher capacitance value when the SOC is above 20%, and there is an obvious decline when the SOC is below 20%. The order $\alpha$ of the fractional-order is shown in Figure 6e. For the FOPNGV model, $\alpha$ is steady and its mean value is around 0.56, while for the FOThevenin model, $\alpha$ fluctuates largely and its mean value is 0.61. For the FOPNGV model, $\beta$ is shown in Figure 6f. Its steady value is 0.56 when the SOC is above 20%, and there is a considerable increment when the SOC is below 20%. Therefore, $\alpha$ and $\beta$ can be seen as the commensurate order when the SOC is above 20% for the FOPNGV model, while $\beta$ of the FOPGNV model fluctuates obviously when the SOC is below 20% and $\alpha$ of the FOThevenin model fluctuates from 0.95 to 0 during 0% to 100% SOC. Thus, $\alpha$ and $\beta$ cannot be treated as the commensurate orders.

![Figure 6](image)

**Figure 6.** The relationship between the parameters and SOC (a) $R_0$; (b) $R_p$; (c) $C_p$; (d) $C_b$; (e) $\alpha$; (f) $\beta$.

The current profile of a hybrid cycle is shown in Figure 7, which can be supplied to justify the model parameters. The hybrid cycle can be used to simulate the step-pulse current charge, constant current discharge, standstill test and Urban Dynamometer Driving Schedule (UDDS) dynamic condition. Firstly, a multi-step pulse current inspiration is used to charge the battery from 60% SOC until full and thus the SOC calibration can be finished. Then, the battery discharges to 83.5%
with 1C current, followed by a standstill interval, until the battery reaches inner balanced. Finally, two UDDS cycle experiments are subsequently conducted to verify the model dynamic performance. From Figure 7, it can be observed that, under static test conditions, the output voltage errors including mean absolute error (MAE) and standard deviation (SD) of the IOMs are 0.063, 0.064, 0.397, and 0.610 respectively, which are obviously less than those of the FOMs, as listed in Table 1. Under dynamic conditions, as shown in Table 2, the output voltage MAE and SD of the FOMs are, respectively, 0.019, 0.091, 2.311 and 3.758, which are less than those of the IOMs. Under the same driving conditions, the voltage output errors of the PNGV models, independent of FOM or IOM, are less than those of Thevenin models, as shown in Tables 1 and 2 respectively. The reason why the PNGV models are with less voltage error is that the capacitor $C_b$ of the PNGV model can describe the OCV variation induced by the accumulation of the load current and the characterization of low frequency variation for the battery, thereby bringing higher precision. The experiments state that under dynamic driving condition test, the variation of the orders of the FOM reflects the tracking performance for the historical voltage of the capacitor. Therefore, it can describe the memory effect of the voltage of the capacitor and can improve the precision of the voltage variation for the capacitor, thereby bringing the improvement of tracking the battery terminal voltage. To sum up, the FOMs can better capture the dynamic performance, compared with the IOMs. It is necessary to note that from Tables 1 and 2 the MAEs of the terminal voltage for the FOPNGV and FOThevenin models are less than 1.5 mV, and even less than 0.1 mV under dynamic conditions, proving that the accuracies of the FOMs calculated with recursive length $L = 70$ can satisfy the modeling demand.

![Figure 7](image-url) **Figure 7.** The current profile of the hybrid cycle test.

Figure 8 shows the voltage estimation errors of these four types of models. It can be observed that, under static test conditions, the output voltage errors including mean absolute error (MAE) and standard deviation (SD) of the IOMs are 0.063, 0.064, 0.397, and 0.610 respectively, which are obviously less than those of the FOMs, as listed in Table 1. Under dynamic conditions, as shown in Table 2, the output voltage MAE and SD of the FOMs are, respectively, 0.019, 0.091, 2.311 and 3.758, which are less than those of the IOMs. Under the same driving conditions, the voltage output errors of the PNGV models, independent of FOM or IOM, are less than those of Thevenin models, as shown in Tables 1 and 2 respectively. The reason why the PNGV models are with less voltage error is that the capacitor $C_b$ of the PNGV model can describe the OCV variation induced by the accumulation of the load current and the characterization of low frequency variation for the battery, thereby bringing higher precision. The experiments state that under dynamic driving condition test, the variation of the orders of the FOM reflects the tracking performance for the historical voltage of the capacitor. Therefore, it can describe the memory effect of the voltage of the capacitor and can improve the precision of the voltage variation for the capacitor, thereby bringing the improvement of tracking the battery terminal voltage. To sum up, the FOMs can better capture the dynamic performance, compared with the IOMs. It is necessary to note that from Tables 1 and 2 the MAEs of the terminal voltage for the FOPNGV and FOThevenin models are less than 1.5 mV, and even less than 0.1 mV under dynamic conditions, proving that the accuracies of the FOMs calculated with recursive length $L = 70$ can satisfy the modeling demand.

![Figure 8](image-url) **Figure 8.** Terminal voltage estimation error under hybrid cycle.
Table 1. Terminal output errors under static conditions (Unit: mV).

<table>
<thead>
<tr>
<th>Models</th>
<th>FOPNGV</th>
<th>FOThevenin</th>
<th>IOPNGV</th>
<th>IOThevenin</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>1.302</td>
<td>1.448</td>
<td>0.063</td>
<td>0.064</td>
</tr>
<tr>
<td>SD</td>
<td>1.300</td>
<td>1.391</td>
<td>0.397</td>
<td>0.610</td>
</tr>
</tbody>
</table>

Table 2. Terminal output errors under dynamic conditions (Unit: mV).

<table>
<thead>
<tr>
<th>Models</th>
<th>FOPNGV</th>
<th>FOThevenin</th>
<th>IOPNGV</th>
<th>IOThevenin</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>0.019</td>
<td>0.091</td>
<td>0.050</td>
<td>0.206</td>
</tr>
<tr>
<td>SD</td>
<td>2.311</td>
<td>3.758</td>
<td>2.540</td>
<td>3.001</td>
</tr>
</tbody>
</table>

4. SOC Estimation

4.1. FOC EKF Application

The calculation process of FOC EKF can be formulated based on the following seven equations, including FOC state space equation, output equation, time-variant update of state, time domain estimation of estimation error covariance, calculation of Kalman gain, the state update of measurement, and the measurement update of estimated error covariance [30–33].

Fractional-order state equation,

\[ \Delta^\gamma x_k^- = f(\hat{x}_{k-1}, u_{k-1}) + w_k \]  (16)

Output equation,

\[ \hat{y}_k = h(x_k^-, u_k) + v_k \]  (17)

Time domain update of the state,

\[ x_k^- = (T_s)^\gamma \Delta^\gamma x_k^- + y_1 \hat{x}_{k-1} - \sum_{j=2}^{k} (-1)^j \gamma_j \hat{x}_{k-j} \]  (18)

Time domain update of the estimation error variance,

\[ P_k^- = (A_{k-1} + y_1) P_{k-1} (A_{k-1} + y_1)^T + Q_{k-1} + \sum_{j=2}^{k} y_j P_{k-j} y_j^T \]  (19)

Kalman gain matrix calculation,

\[ K_k = P_k^- C_k \left( C_k P_k^- C_k^T + R_k \right)^{-1} \]  (20)

Measurement update of the state,

\[ \hat{x}_k = x_k^- + K_k (y_k - \hat{y}_k) \]  (21)

Measurement update of the estimation error variance,

\[ P_k = (I - K_k C_k) P_k^- \]  (22)

where (\( \cdot \)) and (\( \cdot \)) are, respectively, a priori and a posteriori estimations of the state \( x \), (\( \cdot \))^T indicates the matrix transpose, (\( \cdot \))^{-1} denotes the inverse matrix, \( w_k \) represents the noise of the system state,
\( v_k \) expresses the measurement noise, \( w_k \) and \( v_k \) are white noise which is independent of each other and their mean value is 0, \( Q_b \) and \( R_k \) are the variance of \( w_k \) and \( v_k \), and

\[
\begin{pmatrix}
\Delta^T x_k \\
A_{k-1}
\end{pmatrix} =
\begin{bmatrix}
\Lambda^1 x_{1,k} \\
\vdots \\
\Lambda^N x_{N,k}
\end{bmatrix},
\gamma_k = \text{diag}
\begin{bmatrix}
(\gamma_1) \\
\vdots \\
(\gamma_N)
\end{bmatrix},
\quad C_k = \begin{bmatrix}
d\hat{h}(x,u_k) \\
\hat{h}(x,u_k)
\end{bmatrix}
\]

(23)

Especially, the discrete equation of SOC estimation based on the coulomb counting method can be shown as

\[
z_k = z_{k-1} - \frac{i_k T_s}{3600 \times C_n},
\]

(24)

where \( C_n \) is the battery rated capacity. According to Equations (10) and (13), the SOC estimation based on FOTHevenin and FOPNGV models can be determined. In the FOTHevenin model, the state \( x \) is set as \( x = [U_p \ z]^T \), of which the corresponding order is \([\alpha, 0] \), \( 0 < \alpha \leq 1 \). In addition,

\[
\begin{pmatrix}
A_{k-1} + \gamma = \begin{bmatrix}
d\hat{f}(x,u_{k-1}) \\
\hat{f}(x,u_{k-1})
\end{bmatrix}
\end{pmatrix}
\]

(25)

In the FOPNGV model, the state \( x \) is \([U_p \ U_b \ z]^T \), of which the corresponding order is \([\alpha, \beta, 1] \), \( 0 < \alpha \leq 1, 0 < \beta \leq 1 \).

\[
\begin{pmatrix}
A_{k-1} + \gamma = \begin{bmatrix}
d\hat{f}(x,u_{k-1}) \\
\hat{f}(x,u_{k-1})
\end{bmatrix}
\end{pmatrix}
\]

(26)

In the next step, these algorithms are implemented to verify their performance by experiments.

4.2. Experiment Validation

Under hybrid cycle tests presented in Figure 7, the SOC estimation based on EKF is shown in Figure 9a. Since the initial SOC has been calibrated in advance, the SOC estimation based on
the coulomb counting method can be regarded as the reference value in view of the highly precise measurement. It can be observed that compared with IOPNGV and IOThevenin estimation, the SOC estimation based on FOPNGV and FOThevenin can have larger oscillation during convergence phase due to the error accumulation, as shown in Figure 9b. During the beginning period of pulse current, i.e., when \( t \) is less than 4000 s, the estimation error of FOC Kalman filter is within 6%, of which largest error occurs during the first pulse current excitation, and the estimation error of IOC Kalman filter is less than 1%. After tracking the referred SOC value \( (t > 4000 \text{ s}) \), the estimation MAEs on the FOPNGV and FOThevenin models reduces by 36.9% and 92.0%, compared with those based on the IOPNGV and IOThevenin models. The enlarged SOC estimation curve under UDDS cycle test \( (t > 7000 \text{ s}) \) is shown in Figure 9c. The estimation error of FOC extended Kalman filter is less than 0.5%, and the IOC extended Kalman filter for SOC estimation error is less than 2% \( (t > 4000 \text{ s}) \). It can be concluded that under the same driving conditions, the SOC estimation error based on FOPNGV and IOPNGV models is less than the corresponding Thevenin model \( (t > 4000 \text{ s}) \).

![Figure 9. EKF for SOC estimation of the lithium-ion battery: (a) estimation under hybrid driving cycles; (b) estimation error of (a); (c) estimation under UDDS driving cycles; (d) convergence of EKF.](image)

In order to examine the convergence performance with different initial values, the initial SOC values are set to be 30% when four EKF are taken into effect. The SOC estimation curves are shown in Figure 9d. It can be found that the FOMs have faster convergence speed than the IOMs. After 53 and 158 samples, the SOC estimation based on FOPNGV model and FOThevenin model can converge to the real value. The convergence samples amount for IOPNGV and IOThevenin models are 200 and 204, respectively. However, there exist obvious oscillations for IOC model estimation in the initial period due to the accumulated error.
5. Conclusions

In this paper, the FOThevenin and FOPNGV models of lithium-ion batteries are built based on conventional IOMs, and GA is employed to identify the model parameters and fractional order simultaneously. Based on four FOMs and IOMs, EKF is applied to estimate the SOC and experiments are performed to verify the model precision by hybrid cycle test. The results prove that the PNGV model, independent of FOC method and IOC method, is with higher precision compared with the Thevenin model. Correspondingly, the SOC estimation is also more accurate. The order of FOM varies with the SOC, and FOMs can therefore simulate the battery terminal voltage variation more precisely. The SOC estimation based on FOMs can converge to real value with faster speed and has with less errors under dynamic cycles.

To sum up, the findings in this paper supply a new way to dynamic modeling and SOC estimation for the lithium-ion battery in the BMS. As our next step for this work, the research will focus on the influence of temperature and aging to FOMs of the battery and the corresponding fractional order EKF application for SOC estimation. In addition, hardware implementation of the proposed algorithms in EVs will be taken into account.
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