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Abstract

:

This paper considers the contribution of independent owners (IOs) operating within microgrids (MGs) toward green power generation in deregulated energy markets. An optimization scheme is introduced for sizing distributed renewable generation (DRG) and a distributed energy storage system (DESS) based on a novel energy management system (EMS) that accounts for demand response (DR), DESS dispatch and performance degradation, dynamic pricing environments, power distribution loss and irregular renewable generation. The proposed EMS utilizes an iterative Newton-Raphson linear programming algorithm that schedules resources in order to minimize the objective function, to deal with the complicated nonlinear nature of the problem and to enable efficient long-term assessments. The EMS is used to evaluate candidate solutions that are generated by a genetic algorithm (GA) to determine the optimal combination of DRG and DESS. A case study for IEEE 34-bus distribution MG in Okinawa, Japan, is used for testing the algorithm and analyzing the potential for IO/MG investments and their strategies.
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1. Introduction


Meeting electricity demand, with its accelerated growth, is one of the biggest economic and environmental challenges facing developing nations. For this reason, distributed generation (DG) has been introduced to supply power at the distribution level, reducing the dependence on centralized power generation and improving the transmission and distribution efficiency. DG uses fossil fuels, such as diesel and gas gensets, or renewable sources, such as photovoltaics (PVs) and wind turbines (WTs).



The problem of planning a DG-integrated power system has attracted significant attention, and a large amount of literature exists [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22]. For example, a model for allocating and sizing DG that intends to minimize the total investment, operating and substation and feeder upgrade costs was proposed in [14]. The work in [1] proposed allocating DG in deregulated energy markets based on the locational marginal price of the network nodes. The work in [8] introduced a novel model for maximizing utility profits while guaranteeing payback to the DG owner within a certain period to boost private sector participation in deregulated electricity markets, which are more efficient and competitive than regulated markets. Although the majority of the aforementioned studies considered power supply security constraints, the main objectives of some studies were to maximize power reliability and supply adequacy, as in [13], which proposed the integration of a mix of DG, reactive resources and distributed energy storage systems (DESSs) into a modern power system within the microgrid (MG) operation framework. The ability to partly curtail and shift heat, air ventilation, and cooling (HAVC) load was highlighted during the planning stage in [23]. Some studies discussed the problem by considering uncertain consumption patterns due to the stochastic control of electric vehicles (EVs) and uncertain distributed renewable generation (DRG) due to weather conditions [10]. As the smart grid concept rapidly evolves and finds increased acceptance while reshaping the conventional power system, attention should be paid to account for the electric consumption flexibility offered by demand response (DR) programs. However, the impact of DR and smart storage dispatch on the problem has not been properly addressed in the literature. Thus, more extensive studies are required in this area.



Optimization methods vary based on the objective and nature of the problem. In fossil-fuel-based DG, a nonlinear programming optimization can be used; it is usually performed over a short time horizon [7]. However, in the case of DRG and DESSs, because of daily and seasonal variability, a much longer time horizon must be considered. Because nonlinear programming methods are not computationally efficient on a longer time scale, generally, heuristic optimization methods are used. For example, in [12], a fuzzy particle swarm optimization method was introduced for DESS sizing in order to mitigate the bid risk of wind generator owners. A method that utilizes tribal particle swarm optimization and ordinal optimization coupled with non-linear programming for effectively obtaining optimal and near-optimal solutions was proposed in [24]. A procedure for utilizing the strength of parallel computing in power system planning was presented in [6]. A good review of this problem can be found in [25].



As Japan plans to deregulate its electricity market and significantly boost its share of renewable generation, in-depth studies are required to estimate the potential contribution of small- to mid-scale independent owners (IOs) toward the green electricity market for determining encouraging pricing strategies. These systems can also be installed by the MG community by using long-term loans; however, their design and operation are different for each case; a system owned by an MG will be operated in order to reduce the power supply cost. In contrast, IOs always seek to maximize their own profit. This study proposes a model for sizing DRG and DESSs based on these two goals and fulfilling the following targets:

	
An integrated and comprehensive model that accounts for DR, DESS dispatch and performance degradation, dynamic pricing environments, power distribution loss and irregular renewable generation.



	
Intelligent energy management that coincides with a smart grid framework.



	
A computationally-efficient optimization method that can be practically used for long-term planning.








The energy management in MGs can be complicated and challenging, and therefore, many studies proposed suitable solutions that utilize various optimization methods, such as mathematical optimization [26,27], dynamic programming [28] and heuristic-based algorithms [29,30]. Although these methods proved to be accurate and efficient for short-term scheduling and real-time applications, applying them to our problem for long-term assessments in which hundreds or thousands of different combinations of DRG and DESS must be evaluated is not computationally efficient. For this reason, the current study proposes a novel and efficient energy management system (EMS) to tackle the aforementioned challenges when simulating optimal off-line control of an MG in real-world daily operation scenarios on a long-term basis (one year or more). The proposed EMS utilizes an iterative Newton-Raphson linear programming (NRLP) algorithm that iteratively schedules resources in order to minimize the objective function while compensating for the complicated nature of the problem and efficiently performing long-term assessments. The main merit of the proposed EMS is that it enables the usage of efficient linear programming (LP) solvers rather than non-linear programming solvers. At the same time, the algorithm can address distribution power flow and loss, which requires non-linear formulation, through the dispatching process. The EMS is used to evaluate candidate solutions that are generated by a genetic algorithm (GA) to obtain an optimal combination of DRG and DESSs. A case study for IEEE 34-bus distribution MG in Okinawa, Japan, is used for testing the algorithm and analyzing the potential investments of IOs/MG and their strategies.




2. System Structure


In deregulated energy markets, the price of energy depends on supply and demand, as in any other market. A wholesale spot market is widely used to trade electricity; in this market, a wide variety of competitive generators and retailers bid to sell and buy a certain amount of power at certain prices. Then, the retailers re-price the electricity and sell it to consumers. In this study, as shown in Figure 1, it is assumed that each MG acts as one entity, establishing a contract with retailers to buy electricity through the substation at quadratically increasing rates. This function is commonly used because it coincides with the quadratic fuel-consumption function of thermal generation units [31,32] and the increased cost of power generation under high demand met by other fast-response (but less efficient) peaking power plants. This pricing model is also used to stimulate DR programs to shift controllable loads from on-peak to off-peak times [33,34]. Additionally, it is assumed that the MG buys electricity from independent DRG and DESS owners operating within the MG distribution system at the same real-time rates offered by retailers (i.e., the grid). The participation of IOs will reduce the power demanded at the substation and, accordingly, the energy cost. Typically, in such a free market, a decentralized EMS is used, i.e., dynamic pricing is used to stimulate the responses of consumers and IOs. Therefore, several levels of coordinated control are required. In this study (for simplicity), an aggregated EMS to manage and dispatch all available resources to maximize the profit of IOs is considered. At the same time, this EMS considers the consumers’ tendency to reduce their energy consumption bills by using DR control.




3. Energy Management System


The proposed optimization framework, shown in Figure 2, employs a GA that is dedicated to optimizing the physical structure of the system, i.e., the size of DRG and DESS. In such an algorithm, different potential solutions (DRG and DESS combinations) are evaluated using an EMS and ranked based on their fitness. Therefore, an efficient EMS is required to simulate the daily power dispatching strategies of such solutions over a period of one year to predict the associated annual profits.



The proposed EMS utilizes an iterative NRLP dispatch algorithm. The first step of the algorithm is initializing a dispatch control vector by setting DESS charge/discharge to zero for all hours and randomly distributing the controllable load or scaling it to the expected non-controllable load. Then, a Newton-Raphson load flow (NRLF) procedure is used to evaluate the associated distributed power flow and loss in the MG and the purchased power from the main grid (through the substation) at each hour. Using this procedure, the dynamic prices are calculated. Then, the power dispatch quantities, i.e., the storage charge/discharge power and the shiftable load at each bus of the MG, are aggregated and fed into an LP power dispatch model that is performed for a five-day time window at once in order to adjust the aggregated control vector to a more profitable position. In the final step, the objective function of the operation performance is evaluated; in this step, the algorithm terminates the loop if the objective peak is reached. Otherwise, the algorithm returns to the NRLF step after decomposing the aggregated dispatch vector. After planning the first five-day time window, the algorithm moves to the next time window, and the process continues until the data for one year are simulated. Thus, the annual profit of the system can be predicted. It can be seen clearly that the EMS takes into account the effect of power distribution loss without using general non-linear programming solvers to model the power flow in the feeder to avoid complicating the optimization process.



3.1. Newton-Raphson Load Flow Model


The real and reactive power injected at each bus are expressed as:


    P  in   t , i   =   ∑   j = 1  n   V  t , i    V  t , j    Y  i j   c o s  (   θ  t , i   −  θ  t , j   −  α  i j    )  ⋅   10   − 3     



(1)






    Q  in   t , i   =   ∑   j = 1  n   V  t , i    V  t , j    Y  i j   s i n  (   θ  t , i   −  θ  t , j   −  α  i j    )  ⋅   10   − 3     



(2)




where   i   and   j   are indices of buses;   t   is the time interval index;   n   is the total number of nodes in the MG;     P  in   t , i      and     Q  in   t , i      are the active and reactive power injected into bus   i   at time interval   t   (kW);     V  t , i     . is the voltage of bus   i   at   t   (kV);     θ  t , i      is the voltage angle of bus   i   at   t   (rad);     Y  i j      is the    i j    branch admittance (S);     α  i j      is the angle of the    i j    branch admittance.



Assuming a flat start, all bus voltage magnitudes are set to their nominal values, and the bus voltage angles are set to 0°. Then, using a Taylor series expansion, the iterative correction vector can be calculated as:


    [      Δ θ       Δ V      ]  =  J  − 1    [       P s  −  P  in          Q s  −  Q  in        ]    



(3)






   J =  [        ∂  P  in     ∂ θ         ∂  P  in     ∂ V           ∂  Q  in     ∂ θ         ∂  Q  in     ∂ V        ]    



(4)




where   J   is the Jacobian matrix, and it can be calculated at every iteration, as in Equation (4); fixed at its initial value; or updated during every iteration by using an appropriate formula (such as Broyden’s method) without requiring a recursive elaborative calculation;     P  in      and     Q  in      are the injected real and reactive power vectors and are calculated from Equations (1) and (2).     P s     and     Q s     are the specified real and reactive power vectors and are calculated as:


    P s  t , i   =  P  re   t , i   +  P  dch   t , i   −  P  ch   t , i   −  p L  t , i     



(5)






    Q s  t , i   =  Q c  t , i   −  Q L  t , i     



(6)




where     P  re   t , i      is the dispatched renewable generation on bus   i   at   t   (kW);     P  ch   t , i      and     P  dch   t , i      are the battery charge and discharge power (kW);     p L  t , i      is the power of total electric load (kW);     Q c  t , i      is the reactive power compensation (kvar);     Q L  t , i      is the reactive power of load at   t   (kvar). The correction vector is used to update the bus voltage vector at every iteration until the problem converges.



The losses in the branches are calculated as:


    P  loss   t , i j   =    |   V  t , i   −  V  t , j    |   2   |   Y  i j    |  c o s    α  i j   ⋅   10   − 3     



(7)




where     P  loss   t , i j      is the power loss in branch    i j    at time   t   (kW). The energy unit price is calculated as a function of the grid purchased power as follows:


    C p t  =  p 1     P g t   2  +  p 2   P g t  +  p 3    



(8)




where     C p t     is the energy price at   t   ($/kWh);     P g t     is the power purchased from the main grid at   t   (kW);     p 1  ,  p 2  ,  p 3     are the terms of the dynamic pricing function.




3.2. Linear Programming Dispatch Model


An LP optimization procedure that manages power dispatching in an aggregated manner (rather than considering the distribution form, as in NRLF) starts from the initial solution and adjusts the dispatched power in limited steps (   δ  P g t    ,    δ  P  re  t    ,    δ  P  dch  t    ,    δ  P  ch  t    ,    δ  P L t    ) with the goal of improving the objective function. The reason for limiting the dispatched power at every iteration is that the power prices are dependent on both the demand and power loss, which are calculated from NRLF. To linearize the problem, we consider that the prices are negligibly affected by the limited changes made to the dispatching strategy in one iteration. LP dispatch is formulated below, where the considered time step is 1 h (for the ease of presentation, time step will be dropped from all formulae). Additionally, all of the terms indexed by time and bus number indices (   t , i   ) represent distributed quantities, whereas similar terms indexed only by the time step (  t  ) represent the aggregated quantity of the MG.



3.2.1. Energy Balance and Power Limits


The total energy balance between generation and consumption at every hour    t   ϵ   T H    is ensured using the following relationship:


    P g t  + δ  P g t  +  P  re  t  + δ  P  re  t  +  P  dch  t  + δ  P  dch  t  =  P L t  + δ  P L t  +  P  ch  t  + δ  P  ch  t  +  P  loss  t    



(9)




where    T H    is the optimization time horizon in linear programming dispatch;     P  loss  t     is the total power loss in the MG (kW). The left-hand side represents the energy supply from the main grid, DRGs and battery discharging, and the right-hand side represents the energy consumption by the MG load, battery charging and power loss. The variables to be optimized are only those preceded by   δ  , whereas the other terms are constants calculated from previous iterations (or defined by the initial solution in case of the first iteration). The change in storage energy over one time step is given by:


    E b  t + 1   =  E b t  +  μ r   (   P  ch  t  + δ  P  ch  t   )  −  (   P  dch  t  + δ  P  dch  t   )    



(10)




where     E b t     is the energy stored in DESS at the beginning of   t   (kWh);     μ r     is the battery round-trip efficiency. The minimum and maximum energy that can be stored are restricted by critical values as follows:


     SOC  _  ⋅   ∑  1 n   N B i  ≤  E b t  ≤   SOC  ¯  ⋅   ∑  1 n   N B i    



(11)




where      S O C  _     and      S O C  ¯     are the minimum and maximum allowed state of charge;     N B i     is the nominal capacity of battery at bus   i   (kWh). The minimum and maximum amounts of power that can be charged/discharged are also limited, as shown in the following equations:


   0 ≤  P  ch  t  + δ  P  ch  t  ≤    P  ch    ¯    ∑  1 n   N B i    



(12)






   0 ≤  P  dch  t  + δ  P  dch  t  ≤    P  dch    ¯    ∑  1 n   N B i    



(13)




where       P  ch    ¯     and       P  dch    ¯     are the maximum charge and discharge power per kWh (kW). The maximum grid power is limited by the substation capacity, and the minimum grid power is set to zero (no reverse power flow or power selling to the grid is allowed) as follows:


   0 ≤  P g t  + δ  P g t  ≤    P g   ¯    



(14)




where       P g   ¯     is the maximum power that can be purchased from the grid (kW). Dispatched renewable energy is limited by the maximum installed mix of PV and WT as follows:


    P  re  t  + δ  P  re  t  ≤   ∑   i = 1  n   N  PV  i   P    PV  1   t  +  N  WT  i   P    WT  1   t    



(15)




where     N  PV  i     and     N  WT  i     are the installed PV and WT capacities at bus   i   (kW);     P    PV  1   t     and     P    WT  1   t     are the PV and WT generation from the equivalent 1 kW scale (kW) and can be calculated by feeding the yearly historical weather data of the objective location into proper PV and WT models. Although the focus of DRG will be limited to WTs in the current research, the proposed method can be extended to incorporate PVs, and thus, it is included in the formulation. As previously described, the power dispatch adjustment should be limited as follows:


   −   δ  P  ch    ¯  ≤ δ  P  ch  t  ≤   δ  P  ch    ¯    



(16)






   −   δ  P  dch    ¯  ≤ δ  P  dch  t  ≤   δ  P  dch    ¯    



(17)






   −   δ  P L   ¯  ≤ δ  P L t  ≤   δ  P L   ¯    



(18)








3.2.2. Demand Response Limits


Residential MGs have several types of high consumption controllable appliances, such as dishwashers, washing and drying machines, domestic water heaters and, more importantly, EVs. These appliances can be operated within a flexible schedule, allowing owners to allocate their operation to off-peak periods and, therefore, reducing their energy consumption bill. When planning power dispatch with a high share of renewable generation, because of its stochastic nature, it is undesirable to schedule controllable loads to a fixed time (off-peak), and therefore, such loads are scheduled using algorithms that depend on the nature of the problem [35,36,37,38]. In this work, we propose an aggregated model for integrating the controllable load of appliances (which might be scheduled within many different time windows) with the dispatch problem, resulting in a reduced computational burden, as follows:



For each appliance type    k ∈ A   , the total electric load during its shifting time window    H k     should be larger than the minimum electricity consumption because of the mandatory occurrence of some tasks and non-controllable loads within     H k    . This relation is applied every    D = 24    h during    T H   :


     ∑   t ∈  H k     P L t  + δ  P L t  ≥   ∑   m ∈ A    N  App  m     P  App  m     D  App  m     F  k , m   +   ∑   t ∈  H k     P  NCL  t    



(19)




where   A   is the set of all shiftable appliances in the MG;   D   is the duty cycle, or the period of time that all shiftable appliances are committed once within (h);   k   and   m   are indices of shiftable appliance types;     N  App  m     is the number of appliances of type   m  ;     P  App  m     is the average power consumed by an online appliance   m   (kW);     D  App  m     is the task commitment duration of an appliance type   m   (h);     P  NCL  t     is the non-controllable load power (kW);     F  k , m      is the ratio of the minimum operation time for an appliance of type   m   during     H k     to the task duration     D  App  m    ; it can be calculated as:


    F  k , m   = 1 − m i n  {     K  k , m      D  App  m    , 1  }    



(20)




where     K  k , m      represents the maximum number of consecutive hours of     H m  \  H k     for an appliance of type   m   that must be operated continually (such as the operation of washing machines); it could also represent the total number of hours of     H m  \  H k     for an appliance of type   m   that can be operated discretely (such as the charging of an EV).



The second constraint limits the minimum consumption at each    t ∈ T H    to the non-controllable load at each step:


    P L t  + δ  P L t  ≥  P  NCL  t    



(21)







The following constraint guarantees that the total consumption every   D   h during    T H    equals the expected total load:


     ∑   t = 1  D   P L t  + δ  P L t  =   ∑   m ∈ A    N  App  m   P  App  m   D  App  m  +   ∑   t = 1  D   P  NCL  t    



(22)







Finally, to prevent solutions that reduce the energy required for a task that extends beyond a time slot into an equivalent amount of energy accumulated in one time slot, the following constraint is added:


    P L t  + δ  P L t  ≤   ∑   m ∈ A    N  App  m   P  App  m   Z  t , m   +  P  NCL  t    



(23)




where     Z  t , m      is a binary factor expressing the occurrence possibility of task   m   at time   t   (one if possible and zero if not).




3.2.3. Objective Function


Realizing that IOs seek to maximize their profits when dispatching DESS and DRG and that consumers seek to minimize their energy consumption bill when participating in DR programs, we formulate the objective function of LP procedure as follows:


   Min  δ  f 1  =     ∑   t = 1   T H    C p t  ( δ  P  ch  t  + δ  P L t  − δ  P  re  t  −   δ  P  dch  t  ) + B V L   



(24)




where    B V L    is the battery value loss ($), and it is assumed to be linear with cycling for a lead-acid type battery [39], as follows:


   B V L =   ∑   t ϵ T H    Z B    δ  P  dch  t   B  Rep     



(25)




where     Z B     is the linear degradation factor of the battery;     B  Rep      is the battery replacement cost ($/kWh), and it is assumed the same as the battery purchase cost. In the case of using a more expensive technology, such as a lithium-ion battery, a more accurate battery wear model is required. A mixed integer LP practical model that was used in a previous work [40] is suitable in this case. In the case of conducting the optimization from the MG’s point of view (i.e., the system is owned by the MG), the objective function is formulated to minimize the power supply cost and the battery value loss as follows:


   Min  δ  f 1  =     ∑   t = 1   T H    C p t  δ  P g t  + B V L   



(26)









3.3. Variables Update and Decomposition


After LP power dispatch is performed, the reference power dispatch quantities are updated in order to use them in the next iteration as follows:


    P  re  t  =  P  re  t  + δ  P  re  t    



(27)






    P  dch  t  =  P  dch  t  + δ  P  dch  t    



(28)






    P  ch  t  =  P  ch  t  + δ  P  ch  t    



(29)






    P L t  =  P L t  + δ  P L t    



(30)







The aggregated values of the power dispatch quantities are then decomposed to the distribution level based on their nominal capacities by using the following relationships:


    P  re   t , i   =  P  re  t     N  PV  i   P    PV  1   t  +  N  WT  i   P    WT  1   t     ∑  i = 1  n   N  PV  i   P    PV  1   t  +  N  WT  i   P    WT  1   t      



(31)






    P  dch   t , i   =  P  dch  t     N B i     ∑ 1 n   N B i      



(32)






    P  ch   t , i   =  P  ch  t     N B i     ∑ 1 n   N B i      



(33)






    P L  t , i   =  P  NCL   t , i   +  P  CL  t     E  DCL  i     ∑ 1 n   E  DCL  i      



(34)






    P  CL  t  =  P L t  −  P  NCL  t    



(35)




where     P  CL  t     is the controllable load power (kW);     E  DCL  i     is the controllable energy available at bus   i   during   D   (kWh). The reactive load change due to DR is distributed based on the controllable load     P  CL  t    .





4. Genetic Algorithm Optimization


GAs are search algorithms inspired by the natural evolution process of biological populations. GAs combine the principle of survival of the fittest individuals with a structured (yet randomized) information exchange in order to create a new superior generation. In this work, a typical GA, as shown in Figure 2, was used to size DRG and DESS in the MG, where an initial population of these combinations is randomly generated and then separately evaluated using the aforementioned EMS.



In the case of either IO or MG sizing, the GA fitness function is formulated in order to minimize the annual operating cost     f 1    , the system acquisition cost, operation and maintenance costs and the penalty due to overpower flow in the branches of the MG as follows:


   Min   f 2  =  f 1  +   ∑   i = 1  n   N  PV  i   (  P  V  Aq   + P  V  O & M    )  +  N  WT  i   (  W  T  Aq   + W  T  O & M    )  +  N B i   (   B  Aq   +  B  O & M    )  + λ   



(36)




where     f 1     is expressed by the same relation as in Equations (24) and (26) after dropping   δ   from all terms.    P  V  Aq      and    P  V  O & M      are the annualized acquisition and operation costs of PV ($/kW);    W  T  Aq      and    W  T  O & M      are the annualized acquisition and operation costs of WT ($/kW);     B  A q      and     B  O & M      are the battery acquisition and operation costs ($/kWh);   λ   is the overpower flow penalty, and it is expressed as follows:


   λ =   ∑   t = 1   8760     ∑   j = 1  n    ∑   i = 1  n  τ ⋅ max  (   S  flow   t , i j   −  S  cap   i j   , 0  )    



(37)




where   τ   is the penalty factor, and it is chosen to be higher than electricity prices;     S  flow   t , i j      is the apparent power flow in branch    i j    at   t   (kVA);     S  cap   i j      is the nominal capacity of branch    i j    (kVA).



Based on their fitness, only the population ranked in the top half survive (passed to the next generation), whereas the bottom half population (less fitness) is suspended through a process known as natural selection. In the mating stage, the surviving individuals are given different probabilities based on their rank as follows [41]:


   P r  ( R )  =    N  sur   − R + 1    ∑  R = 1    N  sur     R     



(38)




where    P r  ( R )     is the probability of the R-th ranked individual.     N  sur      is the number of surviving individuals. The roulette wheel method is used to randomly pair two individuals based on their rank probability, and then a random number of facing variables in each pair are combined to produce new variables as follows:


   V a  r  new   = β ⋅ V a  r  P 1   +  (  1 − β  )  ⋅ V a  r  P 2     



(39)




where    V a  r  new      is the new variable.    V a  r  P 1    and  V a  r  P 2      are the corresponding parent variables.   β   is a random number between zero and one. This process produces new individuals to replace the suspended ones. In the mutation stage, a certain percentage of population variables (10% in this study) is randomly replaced by new ones in order to prevent the fast convergence of the algorithm into solutions that might not be globally optimal. The aforementioned steps are repeated to bring generations of higher fitness until the algorithm converges to the optimal solution.




5. Case Study


The IEEE 34-node distribution feeder was chosen as the MG for the numerical analysis in this study. A time-varying electric load in Okinawa, Japan, with an average daily energy consumption of 31 MWh and a peak power of 1750 kWh is assumed. A one year profile of the hourly wind speed data is shown in Figure 3. The energy price is shown in Figure 4 as a function of the purchased power, where the minimum and maximum rates are 0.1 $/kWh and 0.3 $/kWh, respectively, which is similar to the current rates applied by Tokyo electric power company [42].



As the current penetration of EV is still low, only the DR of dishwashers, washing and drying machines is considered, where these appliances can be controlled within a time window of 24 h using smart controllers, and the task duration of each is one hour. Controlling these appliance can account for more than 10% of the total consumption in the residential sector if the heating/cooling load is not high. Table 1 reports the economic and technical data that are used in the analyses. Based on practical considerations, only five locations are considered as candidates for the installation of WTs and DESSs, whereas the PV system is assumed to be installed on residential houses throughout the MG because of the large area required for installation. In the current study, we consider the case in which there is no PV system installed in the MG. Three main cases are considered for the numerical analysis. Case 1 is proposed to validate the performance of the EMS when employed to dispatch a MG. In Case 2, the EMS and GA are devised to optimize DRG and DESS from the perspective of IOs. In Case 3, the system is optimized from the perspective of MG. These cases are explained in the following sections.



5.1. Case 1


To demonstrate the operation of EMS, a DESS having a capacity of 800 kWh and maximum power of 400 kW, and a WT capacity of 250 kW are assumed to be integrated with the MG. Figure 5 shows how the recursive EMS evolves over iterations for maximizing the profit (   −  f 1    ) for one day, without using any DR program and where the cost of the load supply is not considered in the objective function.



As indicated in Section 3.2, the dispatch adjustments are limited during every iteration. Accordingly, several thresholds for DESS charge and discharge (     δ  P  ch    ¯  ,     δ  P  dch    ¯    ), namely 0.5%, 1% and 2% of the installed DESS capacity, were analyzed. When the step size (threshold) increases, the profit peak can be obtained earlier (with a fewer number of iterations), but large steps can compromise the solution accuracy. However, all of the shown steps led to very similar profit peaks, indicating good accuracy for all cases. The algorithm should be halted when the peak is reached; after the peak, the profit starts to degrade, as shown in the case of a 2% step size after the 12th iteration, because of the increased battery degradation and decreased profit under smaller on/off peak margins. For a higher conversion rate, larger steps can be used in early iterations and smaller steps in later iterations. However, even when considering a 0.5% step size, the total number of iterations taken for conversion is much less than the number of iterations required in the case of using a dynamic programming scheduling algorithm [28]. Considering a 5% controllable load of the daily demand, Figure 6 shows how     f 1     (including the power supply cost) is minimized using the iterative procedure for a 1% load step size (relative to the daily controllable load). It was observed that the net profit of IOs was reduced from 141 $ to 103 $ (a 27% reduction) in this case because of the impact of DR on achievable profit of the DESS using peak shaving applications. Therefore, these considerations should be highlighted during system planning.




5.2. Case 2


First, the proposed EMS and GA optimization methods were used for sizing WTs and DESSs in the predefined locations from the IO perspective without DR. Table 2 reports the optimization results. The total sizes of the DESS and WT were 260 kWh and 825 kW, respectively, where a high wind generation system that can return a yearly net profit of 54,000 $ was observed. The size of the DESS was small, considering the assumed MG scale, and its function was mainly to support and absorb surplus wind generation, rather than using it for peak shaving applications that would compromise the profitability of power selling. Next, the system was sized considering a 10% controllable load. Table 3 reports the result showing total DESS and WT sizes of 140 kWh and 900 kW, respectively. The increased load flexibility led to a higher WT size and less storage capacity, as consumers respond to low prices during surplus generation by operating their flexible appliances, thus leading to a better utilization of wind generation and less storage to accommodate it. Figure 7 shows a five-day simulation for this case; the daily variation of optimal electric load according to wind generation patterns can be clearly seen. For example, when there is little wind generation, the controllable load is shifted to fill the valleys, as can be seen on the first and last days; however, during high wind generation, the load is shifted to the wind generation period, even though this may coincide with consumption peaks, as can be seen on the third and fourth days. The dynamic prices of energy, shown in the same figure, confirm that the introduced algorithm successfully modeled the consumers’ tendency to shift their controllable load to lower-rate periods, rather than using fixed patterns. The annual profit of IOs was $50,000, which is a 7% decrease compared to the case without a controllable load. However, the impact of the DR program on IO profits was smaller than in Case 1 (which had a smaller WT and a larger storage capacity), indicating less uncertainty regarding future profitability under increased DR due to higher EV integration. To estimate the consumer benefits from the installed system, the levelized cost of energy (LCE) was calculated for each case and compared to the base case, in which no DRG nor DESS is installed. For the base case, the LCE was 25.4 ¢/kWh. When the system was sized from the perspective of IOs, without and with DR, the LCE values were 22 and 20.3 ¢/kWh, respectively, indicating significant savings for consumers.



Figure 8 shows how GA evolves over generations in the case of IO optimization without DR, where a population of 60 was able to converge in 15 generations, taking roughly 15 h. The algorithm was implemented in MATLAB utilizing the parallel computing toolbox, which enabled using the full capacity of the CPU and yielded high computing efficiency; it took roughly 1 min to produce one year of scheduling for a given DRG and DESS combination. IBM ILOG CPLEX optimization software was used for performing the LP dispatch for a five-day time window every time, enabling better long-term planning.




5.3. Case 3


The system was sized again, but from the perspective of the MG, rather than that of IOs. Table 4 and Table 5 show the results for a system without and with 10% controllable load, respectively. The total DESS and WT sizes were 1480 kWh and 2225 kW, respectively, without a controllable load, and 850 kWh and 2400 kW, respectively, with a 10% controllable load. Similar to the effects seen in the previous case, the WT and DESS capacities increased and decreased, respectively, when the load flexibility increased. However, in the case of sizing the system based on the MG objective, much larger systems (compared to IO cases) were observed. Furthermore, DESS significantly contributes to the peak shaving application. LCE was further reduced to 19.7 and 18.6 ¢/kWh without and with DR, respectively.





6. Conclusions


Based on the increased role of small-to mid-scale private investment in DG in deregulated energy markets, this paper introduced an optimization scheme to size DRG and DESSs based on a novel EMS that accounts for DR, DESS dispatch and performance degradation, dynamic pricing environments, power distribution loss and irregular renewable generation. The proposed EMS utilizes an iterative NRLP algorithm that schedules the available resources for maximizing profits, while compensating for the complicated nonlinear nature of the problem. The EMS is used to evaluate candidate solutions that are generated by a GA to locate an optimal combination of DRG and DESSs. A case study for IEEE 34-node distribution MG in Okinawa, Japan, is used to test the algorithm and analyze potential investment by IOs/MG and related strategies. When the system was sized based on the perspective of IOs, which sought to maximize IO profits, high WT and low DESS capacities, which result in better profits for owners and significant bill reduction for consumers, were observed. Sizing the system from the perspective of the MG resulted in much larger WT and DESS capacities, which reflects a lower LCE. The impact of DR on the problem was also investigated; we found that increased flexibility led to a higher WT size and lower DESS capacities for both IO and MG sizing. A significant contribution of DR to LCE reduction was also observed. In the case of IOs, where a majority of their profit is obtained from selling wind generation (unlike DESS, which is used only to support the irregular generation), the impact of DR on IO profits was acceptable, suggesting less uncertainty regarding the future profitability of the system. The proposed algorithm exhibited high computing efficiency, implying that it can be a powerful tool for long-term assessment and optimization of complex power systems in the future.
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The following abbreviations are used in this manuscript:





	EMS
	Energy management system



	EV
	Electric vehicle



	DG
	Distributed generation



	DR
	Demand response



	DRG
	Distributed renewable generation



	DESS
	Distributed energy storage system



	GA
	Genetic algorithm



	IO
	Independent owner



	LP
	Linear programming



	LCE
	Levelized cost of energy



	MG
	Microgrid



	NRLF
	Newton-Raphson load flow



	NRLP
	Newton-Raphson linear programming



	PV
	Photovoltaic



	WT
	Wind turbine
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Figure 1. Conceptual image of a smart microgrid (MG) with distributed renewable generation (DRG) and distributed energy storage systems (DESSs). 
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Figure 2. Flowchart of the proposed optimization framework. 
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Figure 3. One year profile of hourly wind speed data in Okinawa. 
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Figure 4. Energy unit price versus purchased power. 
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Figure 5. Profit maximization through the iterative Newton-Raphson linear programming (NRLP) dispatch procedure without a demand response (DR) program. 
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Figure 6.     f 1     minimization through the iterative NRLP dispatch procedure assuming 5% controllable load. 
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Figure 7. Five day simulation of MG showing the DR versus wind generation and energy dynamic price. 
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Figure 8. Profit convergence using genetic algorithm (GA) optimization. 
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Table 1. Technical and economic data used in the optimization.
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WT Cost

	
Battery Cost

	
Annual Maintenance

	
      P   c h     ¯  /      P   d c h     ¯    

	
    Z  B     

	
     η   r     






	
($/kW)

	
($/kWh)

	
(%)

	
(kW)

	
-

	
-




	
2500 [43]

	
150 [44]

	
2

	
0.5

	
3 × 10−4

	
0.86
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Table 2. System optimization results without controllable load.
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Bus number

	
820

	
834

	
844

	
848

	
890




	
DESS size (kWh)

	
60

	
40

	
0

	
100

	
60




	
WT size (kW)

	
100

	
150

	
225

	
125

	
225
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Table 3. System optimization results with 10% controllable load.
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Bus number

	
820

	
834

	
844

	
848

	
890




	
DESS size (kWh)

	
30

	
40

	
20

	
30

	
20




	
WT size (kW)

	
75

	
250

	
200

	
150

	
225
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Table 4. System optimization results from the MG perspective without controllable load.
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Bus number

	
820

	
834

	
844

	
848

	
890




	
DESS size (kWh)

	
400

	
380

	
260

	
230

	
210




	
WT size (kW)

	
475

	
475

	
450

	
500

	
325
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Table 5. System optimization results from the MG perspective with a 10% controllable load.
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Bus number

	
820

	
834

	
844

	
848

	
890




	
DESS size (kWh)

	
330

	
180

	
40

	
200

	
100




	
WT size (kW)

	
800

	
300

	
225

	
775

	
300
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