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Abstract: Power system electromagnetic transient (EMT) simulation has been used to study the electromagnetic behavior of power system components. It generally comprises detailed models of the study area and an equivalent circuit which represents an external part of the study area. However, a detailed description of an external system that includes transmission or distribution system models is required to study the interaction among power system components because the number of high power converter based devices in a power grid have been increasing. Since detailed models of the system components are necessary to simulate a series of events such as cascading faults the computational burden of power system simulation has increased. Therefore a more effective and practical framework has been sought to handle this computational challenge. This paper proposes a co-simulation framework including a delay compensation algorithm to compensate the time delayed signals due to network segmentation and a fast and flexible simulation environment composed of non-real time power system EMT simulation on a general purpose computer with a multi core central processing unit (CPU), which is currently very popular owing to its performance. The proposed methods are applied to an AC/DC power system model.
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1. Introduction

Since power electronic systems such as high voltage direct current (HVDC) and flexible alternating current transmission are widely used in power systems, the need for electromagnetic transient (EMT) studies to assess their effect on power systems has increased. Recently, the penetration level of distributed energy resources (DERs) such as photovoltaic, wind, fuel cell, has increased due to environmental issues and fossil fuel prices, which can result in uncertainties on both the supply and demand sides [1]. DERs use power electronics circuits to generate, convert and inject electric power into a distribution system. Therefore, an EMT simulation which includes both DERs and detailed power system component models is required to evaluate the effect of the increased uncertainties on a power grid and to develop appropriate countermeasures. However, to adequately simulate power systems using these detailed models, the integration time-step of the simulation must be sufficiently smaller than the time constant of the fastest EMT phenomena of the system. Because EMT simulation aims to solve both the nodal equations for the substituted network and the differential equations which describe the dynamic behavior of the detailed models [2,3], EMT simulation of a complex power system with a small fixed time-step would result in huge computational burden and would remarkably increase the computation time of the EMT simulation.
A high performance CPU can make the EMT simulation run faster. However, technical and economic constraints currently exist in terms of increasing the operating speed of CPUs. To overcome these constraints much research have been done on the simulation algorithms and techniques [4–7]. Most of these techniques are based on the fact that a power system can be divided into several subsystems and the subsystems can be simulated independently by the transmission line model (TLM) [8] which enables the decoupling of two subsystems by the wave propagation delay. This parallel simulation enables to distribute the computational load among the processing cores to more efficiently utilize the available computing power of a multi-core CPU. It is one of the co-simulation techniques which allows individual components to be simulated using different simulation tools which simultaneously execute and exchange information in a collaborative manner [9,10]. Unlike parallel processing [11,12], which divides a complex system into several subsystems and processes them in a single simulation system, co-simulation consists of several independent simulation programs and offers more simulation flexibility. The wave propagation delay which has been widely used to decouple two subsystems and allow each subsystem to be executed independently is the foundation of the co-simulation. However this time delay can be a bottleneck to enhance the overall accuracy and the stability of the co-simulation in some cases.

This paper proposes a co-simulation framework including a time-delay compensation algorithm which enables processing of time-consuming EMT simulation of complex power systems by two independent EMT simulations in a cooperative manner. The delay compensation method can enhance the accuracy and the stability of the EMT co-simulation and thus can alleviate the hardware and software limitations of the conventional EMT simulation on a general purpose personal computer. Unlike the message passing interface parallel programming, the proposed method can be implemented using commercial power system analysis software without modification of its source code. To evaluate the performance of the proposed method, examples of co-simulation of an AC/DC power system are presented and compared with the conventional simulation results.

2. EMT Co-Simulation Framework

The EMT co-simulation method generally comprises network partitioning, interfacing algorithm which integrates two decoupled subsystems. The network partitioning uses the reactive components, inductor or capacitor as transmission line to decouple two parts at the end of the line using the wave propagation delay. If a transmission line length is 15 km its propagation delay is about 50 µs. Therefore two subsystems which is connected with a 15 km long transmission line cannot see the change of the other side in 50 µs thus can be simulated independently. However the delay will be decreased proportional to the interface line length thus the time-step of the simulation should be decreased. The decreased time-step will increase the number of computation and thus total computation time. The total simulation time depends on both the computation and data communication. The computation time for each subsystem is proportional to the size and complexity of the power systems being simulated. Because each pre-defined simulation sequence may not be completed before the data exchange among computing nodes in a non-real time simulation environment, some of the nodes idly wait for the data exchange, even in a parallel protocol, unless a prediction algorithm is applied [13]. Therefore, the need to reduce the computation time of each subsystem simulation and the total communication time between simulations is necessary to accelerate the co-simulation.

2.1. Network Partitioning

A network can be split into small subsystems by a network partitioning algorithm. The number of subsystems should be determined to minimize both communications between subsystems and the idle time of the simulation process since small subsystems take less time to solve system equations however increases the communication cost [14].

Since a power electronics circuit is generally very complex and has several high frequency switching devices which require high computational power to be simulated a power system which has
power electronics circuits may be split into two subsystems at the interconnection point, as shown in Figure 1. The interconnection point will be the interface of the subsystems. The AC grid can be further partitioned to adjust the balance of the computational load of co-simulation. This characteristic-base partitioning can easily embrace the multi-time-step simulation algorithm and its loosely coupled connection increases reusability of a simulation model. It can also be easily applied in a commercial off-the-shelf graphical user interface (GUI)-based power system simulation program. This approach requires equivalent circuits that can fully simulate the dynamic behavior of each subsystem because the simulation accuracy depends on these equivalent circuits [15,16]. Power frequency based R-L-C networks have been used for the equivalent circuits. However, more sophisticated models are required if waveform distortion or phase imbalance occurs at the interface bus [17]. The circuits are modeled as frequency dependent using vector fitting [18,19].

![Network partitioning](image)

**Figure 1.** Network partitioning.

2.2. Interfacing

Much research on the interfacing method has been carried out for power hardware testing in simulation environments [20–22]. Two major approaches to split a network into subsystems are the travelling wave model [23], and the insertion of time-step delays [24].

The subsystems have been split using travelling wave transmission lines in order to decouple the subsystems and solve them independently. The simulation time-step should be set to an integer fraction of the propagation delay of a travelling wave thus partitioning small power systems which have no long transmission lines such as microgrids, industrial power systems, shipboard power systems with the propagation delay using the travelling wave model requires very short simulation time-step to decouple the subsystems. The short time-step naturally increases the number of computation and communication thus makes EMT simulation very slow.

The time-step delay insertion method adds artificial delay to decouple the subsystems. The artificial delay is usually implemented with a stubline which length has one simulation time-step for the wave propagation delay. This artificial delay is quite useful especially to split the small size power systems, however, it may accumulate phase drifts and make simulation inaccurate and unstable [14].

Interface algorithm defines how two decoupled subsystems are interconnected. In this paper ideal transformer model (ITM) [25] is adopted for interfacing subsystems. It generates accurate result and is easy to set up. The measured voltage and current values at the interface of the subsystems are to be exchanged between the subsystems through their equivalent circuits as in Figure 1.

An ideal communication protocol for subsystem interfacing can make co-simulation continuously run without any idle time between the simulation time-steps. To minimize the idle time of the co-simulation of power systems, the parallel protocol proposed in [26] is adopted. It is reasonable to initiate the interfacing sequence with transferring the voltage values first which is 1 in Figure 2 since all the power electronics systems start to operate after being fed enough voltage from a power grid except black starting.
In a serial protocol, only one simulation time segment runs at each time instance while the other one stays idle. However, using the parallel interface protocol shown in Figure 2, both simulation segments, labeled as 4, can be concurrently run, thus minimizing the idle time. To eliminate the idle time, two distinct simulation sequences, labeled as 4, must be simultaneously executed. However, achieving this simultaneous simulation is very difficult with the network partitioning in a GUI based environment. In practice, in an EMT-to-EMT co-simulation environment, the total idle time can be slightly longer than the ideal case.

The actual data transfers between two subsystems are carried by a pipe which is one of the inter-process communication (IPC) mechanisms as shown in Figure 3. It is an information conduit and allows a process to read and write from its end. It can be used to transfer data between unrelated processes over a network. It can provide simple programming interfaces since the synchronization is built into the pipe mechanism itself.

![Figure 2. Parallel interface protocol.](image)

2.3. Time-Step Delay Error

Network partitioning inherently introduces time delays in the network. The parallel interface protocol shown in Figure 2 introduces a time-step delay to the lower side of the co-simulation, which is usually intended for the grid. The simulation time-step which is conventionally set to 50 to 100 μs requires 15 to 30 km length transmission line. Without a proper interface transmission line the artificial delay which is imposed by the simulation time-step causes the phase error to the sinusoidal signal at the interface and should be compensated to maintain the accuracy of the simulation.
A differential equation, namely Equation (1), which describes the dynamic behavior of the power system components, can be converted into a simple algebraic equation, i.e., Equation (3), by the trapezoidal rule:

\[
\dot{x} = Ax + Bu \\
y = Cx + Du
\]

\[
x(n) = ax(n - 1) + bu(n - 1) \\
y(n) = cx(n) + du(n)
\]

Each side of the co-simulation processes shown in Figure 2 can be described by the following equations. Equations (5) and (6) describe the upper side shown in Figure 2, whereas Equations (7) and (8) represent the lower side. The \( u_{bci}(n) \) term in Equation (9) represents the \( i_{th} \) interface value, which is exchanged between the subsystems. The errors which result from the delay in one subsystem would influence the simulation result of the other subsystem:

\[
x_1(n) = a_1x_1(n - 1) + b_1u_1(n - 1) \\
y_1(n) = c_1x_1(n) + d_1\dot{u}_1(n)
\]

\[
x_2(n) = a_2x_2(n - 1) + b_2\dot{u}_2(n - 1) \\
y_2(n) = c_2x_2(n) + d_2\dot{u}_2(n)
\]

\[
\dot{u}_1(n) = \begin{bmatrix} u_{11}(n) \\ \vdots \\ u_{bc1}(n) \\ u_{11}(n) \end{bmatrix}, \quad \dot{u}_2(n) = \begin{bmatrix} u_{21}(n) \\ \vdots \\ u_{bc2}(n - 1) \\ u_{21}(n) \end{bmatrix}
\]

\[
\epsilon_1 = y(n) - y_1(n), \quad \epsilon_2 = y(n) - y_2(n)
\]

The error due to the delay in the control signals is usually negligible. However, it can have a strong effect on the network solutions because the calculation of the power flow on the interface of the subsystems may be different at both sides of the subsystems due to the delay. In the case of a power flow with large effect on the grid, the errors cannot be neglected. The error in the delay should be properly compensated to enhance the accuracy of the entire EMT co-simulation. The error due to the delay varies with the size of the integration time-step and the frequency of the signals to be exchanged.

### 2.4. Data Prediction by Extrapolation

The delay error can be compensated using two time-step time shifts. The time shift of a signal can be obtained by predicting future data. Extrapolation is the process of estimating new data points outside a discrete set of known data points. Fundamentally, it is the same as the interpolation process, which constructs new points among known points. The interpolation algorithm can be applied as is to the estimation using the extended \( x_i \) range outside the known values. However, the interval should be kept as small as possible to maintain the estimation quality.

The most straightforward extrapolation method is the linear extrapolation, as expressed in Equation (11). It creates a tangent line at the end of the known data and extends it beyond that limit. It assumes that any slopes between two adjacent points are fixed, and the extrapolation interval is sufficiently small to satisfy the assumption because the error of the linear method is proportional to the square of the interval, i.e., \( O(h^2) \). As expressed in Equation (11), linear extrapolation assumes that the future data \( y_{k+1} \) are on the line which passes two adjacent past data \( y_{k-1} \) and \( y_k \). The algorithm is straightforward, and the computational load is minimal. However, the assumption can fail with high frequency signal components in the EMT simulation; thus, the integration time-step should be limited...
to be short enough to maintain the accuracy of the co-simulation. This process results in the increase in the total number of computations and thus the computational load:

$$\hat{y}_{(k+1)} = y_{(k-1)} + \frac{x_{(k+1)} - x_{(k-1)}}{x_{(k)} - x_{(k-1)}} (y_{(k)} - y_{(k-1)})$$  \hspace{1cm} (11)

A polynomial based algorithm shows much better performance than the linear method, as shown in Figure 4. The cubic spline method, whose error is expressed as $O(h^4)$, can reduce the interval to 13% compared with the linear method at the same level of summation of squared error (SSE).

![Figure 4. Prediction error comparison for a chirp signal.](image)

The fundamental principle of the cubic spline method is to find a piecewise function which fits a given data set. The piecewise function consists of $n - 2$ third-degree polynomial, as expressed in Equation (12), with $n$ points. The second derivative of each polynomial may be set to zero at the endpoints to satisfy the natural cubic spline condition. With the natural cubic spline condition $S_k(x)$ can be arranged as a tridiagonal system which is easy to solve to obtain the polynomial coefficients:

$$S_k(x) = \begin{cases} s_1(x) & (x_1 \leq x < x_2) \\ s_2(x) & (x_2 \leq x < x_2) \\ \vdots \\ s_{n-1}(x) & (x_{n-1} \leq x < x_n) \end{cases}$$

$$s_i(x) = a_i(x - x_i)^3 + b_i(x - x_i)^2 + c_i(x - x_i) + d_i$$  \hspace{1cm} (12)

The extrapolation would provide a minimum error using two properly selected parameters such as the number of given data points and the extrapolation interval. The interval should be set to a small value because it is directly related to the error of the cubic spline method. The iterative extrapolation based on a sliding window, as shown in Figure 5, can in effect reduce half of the interval to estimate the two step forward value.

![Figure 5. Iterative extrapolation of a two step forward estimation.](image)
The other factor which affects the accuracy of the cubic spline extrapolation is the length of
the data window because the extrapolation estimates the unknown values using the given data set.
Figure 6 shows the SSEs of the cubic spline method with different numbers of data points to extrapolate
a one-cycle sinusoidal signal. Given five data points, the sliding window method gives a minimum
error in the two step forward estimation of the sinusoidal function.

![Figure 6. Summation of squared error (SSE) variation in the spline extrapolation.](image)

2.5. Discontinuity Detection

Discontinuities such as voltage drops due to a line fault are common phenomena in power systems.
Accurately predicting such discontinuities using a series of discrete data to compensate the delay is
quite difficult. Prediction using a limited number of known points tends to induce numerical spikes or
oscillation. The spline method is more vulnerable to discontinuity, and its effect would appear more
severe than the linear method because it uses derivatives to solve the tridiagonal system equation.
The magnitude of this phenomenon is proportional to that of the derivative at the discontinuity.

Although an oscillation would disappear within a few steps, it may affect the accuracy of the
cosimulation. To avoid this numerical oscillation, the spline extrapolation should be turned off until
the discontinuity moves out of the data window. The spline extrapolation would take effect again as
soon as the discontinuity is out of the data window.

The first derivative of each \( x_i \), which is one of the equations for determining the spline polynomial
coefficients, is compared with the heuristically determined threshold value to detect discontinuities.
Discontinuity detection basically uses the slope of two successive data points thus magnitude,
frequency and size of the computational time-step affect the threshold. \( k_p \) is a heuristically determined
constant which is generally in between 0.05 and 0.1 in 60 Hz system:

\[
V_{threshold} = k_p \cdot \text{Hz} \cdot V_{mag}
\]  

(13)

More frequent and periodic discontinuities, such as power electronic switching noise, are assumed
to be eliminated or attenuated by harmonic filters; thus, a threshold is set to detect large disturbances
such as transmission line faults which cause severe line voltage drop. Figure 7 shows that the spline
extrapolation with discontinuity detection (spline/DD) effectively handles the numerical oscillation,
which is unacceptably high in the normal spline method.
Figure 7. Discontinuity detection effect on the numerical oscillation.

Figure 8 shows the interface node voltage between the capacitor and inductor of a simple R-L-C circuit [27], which demonstrates the time-step delay and the compensation effect on the co-simulation.

Figure 8. Interface node voltage during resistor, inductor and capacitor (R-L-C) energization.

Figure 9. Extrapolation process of the discontinuity detection (DD) algorithm.
Both the dotted and dashed lines represent voltage waveforms, which are simulated with a 10 μs time-step, of the interface buses in each subsystem. The two voltage waveforms must be the same as the interface bus voltage waveform of the conventional simulation, which is represented by the solid line. However, phase and magnitude differences exist among the three voltage waveforms because the phase-shifted currents of subsystem 2, which result from the time-step delayed voltage signal generated by subsystem 1, are transferred back to subsystem 1 and input to the nodal equations. By using the proposed extrapolation method as Figure 9, the delayed voltage signal is successfully compensated and matches the reference signal.

3. Case Study

Two case studies which are an AC/DC system and an AC distribution system are used to verify the proposed framework. The cases are set up using PSCAD™. Each test system of the cases is divided into two subsystems. Each subsystem is run with two PSCAD programs concurrently which communicate each other via IPC.

3.1. AC/DC Power System

The AC/DC power system shown in Figure 10 is a simplified model of an island grid fed by a 300 MW HVDC system [28]. The selected information on the system is summarized in Table 1. A line commutated converter HVDC system continuously absorbs reactive power as part of the conversion process, and two synchronous condensers at the inverter bus supply reactive power to the HVDC system. The test system is partitioned into two subsystems along a fictitious bus at the inverter terminal. A frequency dependent network equivalent (FDNE) model based on vector fitting, which covers up to a 1 kHz frequency range, represents the AC equivalent circuit in the HVDC subsystem.

![Figure 10. AC/DC test system.](image)

Table 1. AC/DC test system parameters.

<table>
<thead>
<tr>
<th>Specifications</th>
<th>HVDC System</th>
<th>AC System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Line commutated converter</td>
<td></td>
</tr>
<tr>
<td>Rate Voltage</td>
<td>DC ±180 kV</td>
<td>154 kV</td>
</tr>
<tr>
<td>Rate Current</td>
<td>849 A</td>
<td></td>
</tr>
<tr>
<td>Rating</td>
<td>300 MW</td>
<td>75 MVA synchronous generator</td>
</tr>
<tr>
<td>Number of circuits</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Converter Transformer</td>
<td>3phase 3winding (YDY)</td>
<td></td>
</tr>
<tr>
<td>Reactive power compensation</td>
<td>70 MVA synchronous condensers</td>
<td></td>
</tr>
<tr>
<td>Harmonic Filter</td>
<td>DTF 27.5 MVA X 2 for 11, 13th harmonics</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>HPF 27.5 MVA X 2 for 23, 25th harmonics</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 11 shows the comparison of three inverter bus AC voltage waveforms and their effect on the AC power injected by HVDC system. To show the delayed voltage signal effect on a simulation result more clearly the time-step is set to 100 μs.
The selected information on the system specifications is summarized in Table 2.

As seen in Figure 11a a delayed voltage signal is well compensated by the proposed algorithm and reduces the error on the injected HVDC power to the AC system. The gap between the conventional simulation result and compensated co-simulation result is mainly due to the errors in the parameters in the FDNE model.

Figure 12 shows the grid frequency response to a bus fault. Each subsystem is simulated with a 10 μs time-step. At 0.1 s, a fault is applied to the inverter bus. The fault is successfully cleared after three cycles. Two real power values calculated at both sides of the interface bus deviate from the reference value from the conventional simulation because of the time delay, thus leading to inaccurate frequency response, as shown in Figure 12. The power deviation is successfully compensated for by the proposed extrapolation algorithm thus the results of the co-simulation match well with those of the conventional simulation.

Figure 12. AC grid frequency during a bus fault at the inverter bus.

3.2. AC Distribution System

The AC distribution system is the IEEE 34 bus test feeder [29] (Figure 13). It is the complete data set of four radial distribution systems for analysis of unbalanced three-phase radial distribution feeders. It has been widely used as a test bench to evaluate the performance of newly developed technologies [30,31]. The selected information on the system specifications is summarized in Table 2.
It is divided into two subsystems at the sending end of the transmission line between the bus 828 and the bus 830. The three phase ground fault is applied at the sending end of the transmission line between the bus 830 and the bus 854. The fault is applied at \( t = 0.2 \) s and cleared after three cycles.

As shown in Figure 14a the simulation result matches well to that of the conventional simulation which is shown in Figure 14b. Since two subsystems share one interface point the voltage and the current at the interface bus of each subsystem should be same as in Figure 15. The dashed line with square and the white circle which represent the interface bus voltage of the subsystem \#1 and subsystem \#2, respectively. The overshoot in the compensated signal appears to last longer than the reference signal due to the DD algorithm and the inaccuracy in the FDNE model parameters during the fault. However, after the overshoot the compensated signal quickly tracks the reference signal.

**Figure 13.** IEEE 34 bus test system.

**Table 2.** IEEE 34 bus test feeder configuration.

<table>
<thead>
<tr>
<th>Type</th>
<th>Radial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Number of Bus</td>
<td>34</td>
</tr>
<tr>
<td>Frequency</td>
<td>60 Hz</td>
</tr>
<tr>
<td>Voltage</td>
<td>24.9 kV</td>
</tr>
<tr>
<td>Number of Loads</td>
<td>Spot: 6, Distributed: 19</td>
</tr>
<tr>
<td>Total Load</td>
<td>Active: 1769 kW, Reactive: 1044 kW</td>
</tr>
<tr>
<td>Transformer</td>
<td>24.9 kV/4.16 kV, D-Y, 500 kVA</td>
</tr>
<tr>
<td>Voltage Regulator</td>
<td>Y-Y with OLTC</td>
</tr>
<tr>
<td>Shunt Capacitor</td>
<td>750 kVA</td>
</tr>
</tbody>
</table>

**Figure 14.** Three-phase ground fault simulation using (a) proposed framework and (b) conventional simulation.
4. Conclusions

The speed of the conventional EMT simulation using both single-core and multi-core CPUs is similar because the conventional EMT simulation can hardly utilize the maximum computing power of a multi-core CPU. Co-simulation requires two concurrent simulations for the different subsystems, and inter-process communications between them. If the processor doesn’t handle this properly the two simulations will be executed in series, resulting in much longer computation time as is shown in Table 3. The proposed compensation algorithm effectively mitigates the negative impact of the time delay on co-operative EMT simulation thus enables to take advantage of the power of a multi-core CPU. It is a practical method as it can be applied to virtually all EMT simulation programs without source code modification.

Table 3. Simulation speed comparison.

<table>
<thead>
<tr>
<th>Type</th>
<th>Conventional</th>
<th>Co-simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reference</td>
<td>Common time-step</td>
</tr>
<tr>
<td>CPU</td>
<td>Single core (3.2 GHz)</td>
<td>Multi core (2.66 GHz)</td>
</tr>
<tr>
<td>Time-step</td>
<td>10 µs</td>
<td>10 µs</td>
</tr>
<tr>
<td>Computation time *</td>
<td>1</td>
<td>1.12</td>
</tr>
</tbody>
</table>

* normalized by the reference case.
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Abbreviations

The following abbreviations are used in this manuscript:

- CPU: Central processing unit
- DD: Discontinuity detection
- EMT: Electromagnetic transient
- FDNE: Frequency dependent network equivalent
- GUI: Graphical user interface
- HVDC: High voltage direct current transmission
- IPC: Interprocess communication

Figure 15. Zoomed view of the phase A voltage comparison at the fault.
R-L-C  Resistor, Inductor and Capacitor  
SSE  Sum squared error
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