Modeling and Experimental Validation of a Low-Cost Radiation Sensor Based on the Photovoltaic Effect for Building Applications
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Abstract: The energy consumed to cool buildings is very elevated and solar gains represent a high percentage of these cooling loads. To minimize the thermal load it is necessary to control external shading systems. This control requires continuous measurement of solar radiation in different locations of the building. However, for such applications the use of conventional irradiance sensors increases the cost and reduces the profitability of the installation. This paper is focused on the development, modeling, and experimental validation of low cost irradiation sensors based on photovoltaic effect in order to reduce the costs of dynamic external shading devices and to improve the profitability of the system. With this proposal, firstly, small commercial photovoltaic cells have been adapted for use as an irradiation measurement device. Subsequently, quasi-stationary and continuous experimental measurements of these silicon cells, facing south and installed horizontally, have been carried out in Jaén (Spain) in 2009 and 2010. Finally, a nonlinear multiparameter function has been developed to evaluate the irradiance using the electric current generated by the cell, cell temperature, ambient temperature, and absolute humidity. A favorable agreement between the model predictions and experimental data has been observed with a coefficient of determination around 0.996 for all cells.
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1. Introduction

The energy consumption required to satisfy the demand for building cooling is very elevated. Globally, the sector’s final energy consumption doubled between 1971 and 2013 [1].

In light of this increased energy demand, the most recent version of the energy performance of buildings directive [2] requires that all new buildings be “nearly zero-energy” by 2020 [3], making energy efficiency optimization at every level an essential component of the construction process. There has been considerable activity over the past few decades investigating the life cycle energy of buildings. To reduce the life cycle energy of buildings, the focus has been on reducing their operational energy through improved design or equipment efficiency [4–6].

There is considerable evidence to suggest that most of the design changes which reduce the operational energy of buildings impact the embodied energy of the building. Ramesh et al. [7] have presented a critical review of life cycle energy analyses of buildings resulting from 73 cases across 13 countries. In this study different structural configurations within the same building are analyzed, for both offices and residences. Results show that operating (80%–90%) and embodied (10%–20%) phases
of energy use are significant contributors to a building’s life cycle energy demand. Sartori et al. [8] have analyzed the life cycle energy of 60 buildings in nine different countries, taking into account the different climatological variables and their effects. Case studies on buildings built according to different design criteria, but holding all other conditions constant, showed that design of low-energy buildings induces both a net benefit in total life cycle energy demand and an increase in the embodied energy. This research concludes that operational energy remains the dominant parameter and, when attempting to reduce the life cycle energy of buildings, the change in embodied energy can be generally ignored [7,8].

Since operational energy is generally larger than embodied energy in life cycle energy analysis, it has been studied widely in the literature. Different passive and active technologies have been suggested to reduce this energy [9–13].

Datta [14] has presented a study on the thermal performance of the building using different window shading systems and TRNSYS software (Version 14.2, Solar Energy Laboratory, University of Wisconsin, Madison, WI, USA) to model the simulations. The study took place in four Italian cities and configurations were optimized in each based on local meteorological conditions. In Milan it was found that optimum shading cut down on solar gains by 70% in summer and 40% in winter, which is desirable. This research suggests that half the demand for building cooling is due to solar gains, which in turn vary based on local meteorological conditions, and therefore shading systems must be specifically adapted to each location [14].

It is increasingly common to find buildings with a large glass area, which implies an increase in heat load that must be supported by air conditioning systems [15]. Palmero-Marrero et al. [15] have presented a general study on the effect of louver shading devices applied to different façades of a building, at different latitudes. Heating and cooling energy consumption was quantified for various types of windows and degrees of shading at different locations throughout the building. Mexico City (Mexico), Cairo (Egypt), Lisbon (Portugal), Madrid (Spain), and London (UK) have been analyzed in this study. The results suggest that shading systems reduce energy consumption significantly, while simultaneously making the internal environment more comfortable. Energy savings were more significant for cities with elevated ambient temperatures and solar radiation, particularly Madrid, Lisbon and Cairo. However, in cities with lesser cooling demands, such as London, overly effective shading systems are not apt, and may in fact increase energy consumption in winter when the buildings require more artificial heating. For these cases, automated dynamic shading systems are recommended.

There are different systems that are able to intercept direct radiation, such as overhangs, venetian blinds, external roller shades, etc., and their effects have been studied [15–21].

External shading systems are the most effective means of reducing cooling demands as they prevent solar radiation for heating the building [22–24].

Gratia et al. [22] have analyzed the influence of the position and the color of the blinds on the cooling consumption of an office building with a double skin façade. The simulations were performed in a medium-sized office building with climatic data from Uccle (Belgium). This research concludes that external solar protections are more effective than internal shading devices. The judicious choice of the location and the size of the blinds makes it possible to save up to 14.1% of the cooling consumption of the entire building on a sunny summer day.

Kim et al. [23] have verified the advantage of the external device in South Korea, various types of shading devices have been analyzed and compared with the experimental configuration proposed in terms of energy savings for heating and cooling by using simulations.

Their results suggest that in the cooling season, conventional blinds with declining slats save cooling energy by 10% and the external shading device is much more effective than any internal device since an internal device absorbs solar heat and radiates it to the interior.

Fenestration products that are fully shaded from the outside reduce solar heat gain by as much as 80% [25,26]. The influence of external solar shading devices on the energy requirements of a typical air-conditioned office building designed for Italian climates has been analyzed by Bellia et al. [26].
In this study, the annual energy demand required for heating, cooling and lighting has been calculated, as well as the influence of shading systems on cooling energy demand reduction as a function of the architectural design. The study concludes that annual energy savings depend on the building’s location, achieving the greatest reduction in energy consumption in warmer climates, 20% in Palermo as opposed to 8% in Milan, with a cooler climate [26].

The solar shading devices also allow a useful reduction in peaks for summer electric energy demand [27].

Solar shading systems reduce levels of natural light in a building and reduce yearly solar gains. Therefore, shadings affect the building energy use for lighting, heating and cooling, and also the occupants’ visual and thermal comfort [28,29].

Automated external shading systems are a fundamental element of the façade, and increase both the energy efficiency of the building as well as improve occupant comfort [30]. An interesting way to decrease energy demands in buildings where domotics is integrated, is by controlling the different external shading devices using instantaneous radiation measurements as the control parameter [31]. Sensors for measuring solar radiation are necessary to control dynamic shading. These are placed on the roof, exterior façade, next to the windows, or inside windows surfaces to measure global solar radiation. Subsequently, shading control algorithms using the value of solar radiation to operate shading systems adjust the tilt angle of the venetian blinds [32,33], opening or closing of shutters and blinds [31,34–36]. Several studies of shading control algorithms based on solar radiation measurements have shown great potential for energy savings [20,30,32,37,38].

There has been previous research into dynamic fenestration technologies to determine their significance in relation to energy consumption and occupant comfort. Results show the potential of dynamic fenestration components, ranging from a decrease in cooling and lighting demand [20,39], reduced overall energy demand [40], and improved daylight utilization [41].

However, dynamic solar shading with its ability to reduce energy consumption and improve occupant comfort may not always be the optimal choice when economics (acquisition and maintenance) or subjective factors, such as aesthetics, are considered [30].

Some previous studies have analyzed the influence of costs on the profitability of this type of installation [42]. They emphasize the importance of reducing costs to increase the viability of these installations. However, few research investigations have been carried out to reduce the costs of this type of installation. Furthermore, reducing the costs of solar radiation sensors has rarely been considered as another way to reduce costs and increase the competitiveness of these installations [43].

Muñoz-García et al. [44] have developed a low-cost sensor that permits the measurement of irradiance inside the tree canopy. For these applications, it is necessary to take measurements at various heights and test points, requiring multiple sensors, thus increasing the cost of the experiment, and making conventional irradiance sensors unsuitable. Experiments were performed in Ademuz (Valencia, Spain). The observed difference between solar irradiation at high and low positions was $18.5\% \pm 2.58\%$ at a 95% confidence interval. The objective of this work was to evaluate the effectiveness of a means to detect solar irradiation using a more cost-effective irradiance sensor with an acceptable error (±5%), adequate for applications where a relative evaluation of irradiance in a distributed area is of high importance.

Plesz et al. [45] have studied the working principle, design, and thermal characterization of a low cost solar irradiation sensor. The sensor is based on a photoelectric cell and thermal tests were performed in a climate chamber in the temperature range of $-20$–$80^\circ C$ in increments of 10 $^\circ C$. They conclude that the self-made solar cell’s thermal dependence was $0.26\% ^\circ C^{-1}$, revealing higher temperature dependence than in the case of an industrial reference cell.

Other research has aimed to develop low cost sensors that can be used in windows with efficiently-controlled dynamic glazing, which offer a high potential for controlling solar heat gain and minimizing heating, cooling and lighting loads. Dussault et al. [46] has presented two designs of a new type of low cost sensor for solar heat flux measurements in buildings. The black and white sensor (BWS) uses the difference in temperature between a white surface and a black surface to estimate
the solar heat flux through building openings. The two designs of BWS have shown mean weighted relative errors under 4% over the sampling periods for the daily integrated solar energy measured.

The profitability of the automated dynamic solar shading system depends largely on the initial cost of installation. Reducing the cost of measurement systems likewise reduces the cost of installation and, thus, helps to make solar shading a better choice. Hence, the main objective of this paper is the development, modeling and experimental validation of low cost irradiation sensors in order to reduce the costs of dynamic external shading devices and to improve the profitability of the system. The most important factor when using photodetectors (solar cells) to estimate solar radiation is temperature dependence [47].

Firstly, to evaluate the influence that the temperature of the cell has on the response of the system, a temperature sensor has been added to a commercial photovoltaic cell. The calibration curve provided by the cell’s supplier is not useful in this case because it is made for a constant 20 °C temperature.

Secondly, the experimental setup and characteristics of the tests performed are described. The cell’s response has been measured and the results have been compared to values of irradiance and other weather conditions obtained from the website of the University of Jaén Research Group of Atmosphere Modeling and Solar Radiation (MATRAS) [48].

Finally, with these data, a procedure for recalibrating the system has been evaluated to use the cell as a radiation measurement device.

The results obtained are presented and discussed in terms of establishing the relationship between the temperature cell, intensity, and ambient conditions, and how it relates to solar radiation.

The main contributions of this paper are: the methodology developed to adapt solar cells for estimating solar radiation; the tests conducted to determine thermal dependence and adjust the model; and the procedure used to set a nonlinear multiparameter function which can determine the solar radiation of any of these cells with a coefficient of determination higher than 0.996 for all cases. Comparable expressions to estimate solar irradiation using photovoltaic sensors have not been previously found in the literature.

2. Background: The Use of Solar Cells for Irradiation Assessment

The solar radiation measurements are taken by instruments, like pyranometers, which measure the global incident solar radiation, usually on horizontal surfaces. Thermoelectric and photoelectric types are the most commonly used sensors to evaluate solar irradiation and mathematical models to describe commercial photovoltaic module have been proposed [49,50]. Photoelectric sensors normally apply silicon solar cells and measure their short circuit current [51]. Such sensors are simple in construction [52] and the light intensity can be converted directly to an electrical signal. Devices based on silicon technology are frequently used for energy applications [53]. Some of these devices, like the Kipp and Zonen SP_LITE2 (Kipp & Zonen USA Inc., Bohemia, NY, USA), are commercially available for around 355 € (3 April 2015) [54], which is prohibitively expensive for the purposes of this study. Nevertheless, it is still possible to construct a precise device for measuring irradiance at a reduced price by using low-cost sensors based on the photovoltaic effect [44].

Small commercial photovoltaic cells have been used in this study. These cells are not very precise and are designed for applications which require an estimated value of solar radiation. The supplier has used a solar simulator to calibrate the original cells. This equipment allows us to establish a similar spectrum and radiation to that of natural sunlight, and to set a desired value. With these experimental devices it is possible to establish the air mass (m), which is the inverse cosine of the sun zenith angle \( \theta_Z \) [55]. The original calibration curve provided by the supplier (Figure 1) is calculated only for \( m = 1.5 \) and a cell temperature of 20 °C. However, these values are not representative of the wide range of possible atmospheric conditions that occur in nature and, therefore, the curve cannot be used if one wants to have a precise measurement of solar radiation. The running of these sensors based on the photovoltaic effect is similar to that of a photodiode, such that the incident solar radiation, as well as the temperature, affects the element’s response. This same technology is currently being used for electricity generation in photovoltaic cells. It is known that when incident solar radiation has a high
incidence angle on the cells, the efficiency is high, because of the low temperature of the cells, near to the calibration temperature of 20 °C. Nevertheless, when the beam component of the irradiance increases, the cell temperature rises while its efficiency decreases [56].

![Figure 1. Device for estimating solar radiation. Cell and original calibration curve.](image1)

In addition, changes in external conditions (solar radiation, ambient temperature, and relative humidity) affect the temperature and in turn, temperature changes influence both the signal processing circuit and solar cell parameters [57] and, thus, reduce the accuracy of the irradiation measurement [58]. The most important factor is temperature dependence [47] and, therefore, the thermal effects must be considered when selecting and testing the components used for the device, due to outdoor use of the sensor. Proper calibration should take into account not only the response of the cell (electric current) but also its temperature for different values of incident radiation and atmospheric conditions. The purpose is to determine a function that is able to evaluate the irradiance using the temperature and intensity of the cell, as well as the relative humidity and ambient temperature as inputs.

The limited applicability of these original cells is what justifies its reduced price of 15 euros per cell. This reduced price has allowed us to adapt the cells and convert them into more accurate sensors that can be used for applications in the building sector, while maintaining low prices of around 40 euros per unit.

3. Materials and Methods

3.1. Devices

Given a building geometry, the control of passive systems, such as blinds and awnings, can be made by placing low-cost radiation sensors at different locations in the building as shown in Figure 2.

The measurement system that has been developed for a price of around 40 euros has two sensors, a radiation sensor and a temperature sensor, connected to an analog-to-digital converter (ADC) with four channels and eight bits [51].

![Figure 2. Location of low-cost radiation sensors in a building.](image2)
To measure irradiance $R$ (W/m$^2$), small, high-efficiency single-crystal silicon cells with the dimensions 3.5 cm $\times$ 5.5 cm are used. This radiation sensor delivers an electric current $I_p$ (mA) proportional to the incident solar radiation, with accuracy close to $275 \mu$A/Wm$^{-2}$ (this changes depending on the device and has to be obtained during the calibration process).

Using a shunt resistor ($R_s$) of 1 $\Omega$, the electric current is converted into voltage and introduced to the converter (ADC) with a sensitivity close to $0.275 \text{ mV/Wm}^{-2}$. This procedure is similar to that used in the case of industrial sensors where the solar cell’s short circuit is often ensured by a small resistance, and the voltage across this resistance is proportional to the intensity [59].

Afterwards, a device to measure the temperature of the cell $T_p$ ($^\circ$C) is added. This sensor is an integrated type and provides a voltage which is proportional to the temperature with a ratio of $10 \text{ mV/}^\circ\text{C}$ and a minimum value of 0.1 V for $-40 ^\circ\text{C}$. This device is attached to the radiation sensor with silicone, in order to reduce the thermal resistance (Figure 3).

![Figure 3. Measurement device.](image)

Generated voltages by every sensor are digitized via two of the four available channels in the ADC. The ADC has a digital output (one-wire serial bus), which allows the connection of multiple measurement systems to a data-only transmission wire [60].

The voltage range at the converter ADC input goes from 0 V to 2.56 V, so the resolution obtained with the available eight bits is $10 \text{ mV/bit}$, that is, an accuracy close to $36 \text{ Wm}^{-2}$ for the radiation measurement and close to $1 ^\circ\text{C}$ for the temperature measurement. The software adapts voltage signals to intensity and temperature values, and saves this data in files. In total, 31 sensors have been adapted to monitor the solar radiation.

3.2. Testing Section

In order to determine a function that is capable of achieving a favorable agreement between the model predictions and experimental data, tests covering a complete range of atmospheric conditions are necessary. There are papers that have modeled the thermal dependence of this type of sensor performing laboratory tests [45], and other authors with similar objectives have carried out the tests in outdoor conditions [44]. In this case, the use of natural radiation was chosen, tests were carried out in outdoor conditions in order to model the influence of the transient thermal drift as realistically as possible.

Firstly, to use the solar cells as solar radiation sensors, the cells were preconditioned to sunlight and then calibrated over a period of two weeks. This step is mandatory for silicon solar cells. During the pre-conditioning period, the solar cells achieved their final electrical characteristics. This means that the electrical characteristics of the cell achieved a stable state after a decrease in their value in the initial weeks of exposure to sunlight with an average decrease of 5 mA in the real current compared with the original calibration curve. The cell calibration process was sufficient to ensure that a stable state had been reached [44].

Experiments were been performed over two years (2009 and 2010) in a building at the University of Jaén, located in Jaén (Spain), GPS coordinates 37°47′13.7″ N, 3°46′39.9″ W. They took place over the course of 48 days in 2009 and 49 days in 2010. The 31 solar cells, described above, were tested.
For the calibration, a large number of experimental measurements were taken with each cell using natural radiation during the period described above, with a horizontal position for the cells. In every test, the incident radiation value on horizontal surfaces $R$ (W/m$^2$) was checked against values from the website of the University of Jaén research group, MATRAS. MATRAS uses accurate devices located on the terrace roof of the same building where the tests were performed. Two types of tests were performed: quasi-stationary tests and continuous tests.

For the quasi-stationary tests, at various times of day and on different days, from sunrise to sunset, the electrical current generated by the cell and its temperature were measured for 10 min, time enough to ensure a negligible change in the incident solar radiation. However, a change in the temperature of the cell during the length of every test can be observed, a change which also affects the intensity of the resulting current. Therefore, the cell must be cooled down at the beginning of every new test measurement. The purpose of these tests has been to observe significant changes in variables along the heating process of the cell when the irradiance remains practically constant. This type of test allows us to determine the dynamic behavior of the cell, moreover, since the response of such sensors is very fast [61] and tests were carried out with small sampling times, the transient behavior of the cell has been registering with elevated detail.

For the continuous tests, however, electric current and temperature data of the cell were measured nonstop for complete day cycles in various weather conditions. Thus, a full range of temperatures and solar angles was measured. A multiparameter function was adjusted using the continuous test. The dataset was divided into two groups to develop the model. The first group, including two-thirds of the total data, was used for model development, whereas the remaining one-third was reserved for validation purposes. All test data are saved in PC files.

3.3. Thermal Model and Response Fitting

The temperature response is dynamic when the irradiance changes. Thus, several investigations have modeled the temperature of a photovoltaic (PV) module evaluating the energy inputs and outputs through radiation, convection, conduction, and power generated, via transient methods [62–64]. Other analyses have been conducted searching linear regressions from ambient data [65]. In [66] a formula is included in which solar irradiance is related to the electric current generated by a cell that can be used to determine solar radiation in applications like those presented in this paper. In [44] the authors have simplified this formula by not taking cell temperature into account, and it has been used to estimate solar radiation inside tree canopies using calibrated photodetectors with an acceptable error ($\pm 5\%$) adequate for their application. In the present study, the main contribution is the development of a methodology to improve the accuracy of the model by measuring the individual temperature of every particular cell, as well as the relative humidity and ambient temperature.

For the present study, a previous approach established the relationship between temperature cell, power generation and ambient conditions, searching a linear dependence between them [51]. A high accuracy model with thirteen variables was obtained, but there were discrepancies between the punctual (quasi-stationary) and continuous measurements, indicating that a linear relationship did not accurately model the physical variables.

In this work, to improve the fit between the model predictions and experimental data, the variables to be searched must follow the main terms associated to the energy balance (first law of thermodynamics) applied to the system. This establishes that the net heat $Q$ transferred is equal to the sum of the internal energy $U$ change and the amount of energy transferred from the system by work $W$ [67]:

$$\sum \frac{dQ}{dt} = \frac{dU}{dt} + \frac{dW}{dt} \quad (1)$$

The left term takes into account the irradiance input from the sun $R$ (W/m$^2$), as well as the heat loss from the system $\Sigma dQ/L/dt$ (W) by convection, conduction, and radiation mechanisms. Models applied to PV systems consider all these terms, setting up the rate of temperature change as the sum
of these contributions. Jones and Underwood [63] establish a detailed expression considering all the individual terms for a PV module, considering the module heat capacity, short wave radiation heat transfer, long wave radiation heat transfer, convection heat transfer, and electrical power generation, complementing previous studies. The main difference in this case is that a plastic covering appears at the top of the structure, creating a greenhouse effect similar to a thermal system.

The transmittance-absorptance product $\tau \alpha$ (dimensionless) of the plate and covering, altogether, must be considered, according to the associated model of a thermal system [55]. Thus, the input heat flow to the system comes from the sun, with global irradiance $R$ (W/m$^2$), proportionally affected by the cell surface $S$ (m$^2$), as well as the product $\tau \alpha$. A detailed analysis of this last term [55] initially establishes a direct relationship with the angle of incidence of radiation $\theta$ (rad).

On the other hand, the rate of internal energy change considers the rate of the plate temperature change $dT_p/dt$ and a net heat capacity $C$ (J/kgK) of the materials of the device, such as the cell, the temperature sensor, and the conductive paste that connects both sub-systems. The net work transferred consists of the electrical power generated $W$ (W), obtained as a result of multiplying the square of the current $I_p$ (A) and the shunt resistance $R_s$ (Ω).

The most complex term to be analyzed comes from the heat loss evaluation $Q_L$ [68]. A detailed evaluation must consider the surrounding environment, with temperature $T_a$ (K) and relative humidity $H_r$ (%). Associated models consider the conduction-convection heat transfer mechanism throughout the global heat coefficient $K$ (W/m$^2$K), cell radiation emission losses, mainly depending on $T_p^4$, or a sky model [69]. The radiations are exchanged between the grey surfaces and the cell box, and the small dimensions of the whole device further increase the loss analysis.

Considering all of the assumptions described above, the system can be characterized by a dynamic behavior using Equation (2):

$$\tau \alpha R S - \sum Q_L = C \frac{dT_p}{dt} + I_p^2 R_s$$

The reduced mass and geometry of the device, shown in Figures 1 and 3, make it difficult to achieve an adequate approach directly applying the expression in Equation (2). It is, therefore, necessary to include some important notations regarding the terms of the model that will facilitate their implementation:

(a) It is necessary calculate the temporal derivative of cell temperature. As the temperature can be measured at each moment, its derivative can be approached.
(b) Electric current is provided by the cell through the shunt resistance.
(c) Ambient conditions (temperature, humidity, irradiance) can be measured.
(d) Finally, there exists a nonlinear relationship between irradiance $R$ and the other variables by the transmittance-absorptance product.

Thus, a parametric approach of $R$ following the logical disposition of the different terms in Equation (2) can be described as follows:

$$R = f_1(\theta) \cdot f_2(T_p, I_p, T_a, H_a)$$

Once these tests were finalized, radiation data $R$ (W/m$^2$) were obtained relative to the electric current generated by the cell $I_p$ (mA) and its temperature $T_p$ (°C). Meteorological parameters, such as ambient temperature $T_a$ (°C) and relative humidity $H_r$ (%), were also taken into account. Absolute humidity $H_a$ (kg water/kg dry air) was deduced from these data [67].

Then, a multiparameter function is adjusted to evaluate the irradiance. As the response is nonlinear, it is necessary to turn to a least squares approximation using nonlinear techniques, such as those based on the Newton method [70]. To determine the suitability of the approximation function, the coefficient of determination $r^2$ has been used in order to establish the robustness of the characterization [71].
4. Results and Discussion

Table 1 indicates the weather conditions for the measurements (MATRAS website [48]) taken on 2 February 2010 for various time zones with respect to Greenwich Mean Time (GMT).

Table 1. Weather conditions for punctual measurements on 2 February 2010. GMT: Greenwich Mean Time.

<table>
<thead>
<tr>
<th>Test No. (GMT)</th>
<th>1 (8 GMT)</th>
<th>2 (10 GMT)</th>
<th>3 (12 GMT)</th>
<th>4 (13 GMT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$ (W/m²)</td>
<td>100</td>
<td>432</td>
<td>605</td>
<td>602</td>
</tr>
<tr>
<td>$T_h$ (°C)</td>
<td>3</td>
<td>8</td>
<td>11</td>
<td>12.5</td>
</tr>
<tr>
<td>$H_r$ (%)</td>
<td>76</td>
<td>60</td>
<td>50</td>
<td>35</td>
</tr>
</tbody>
</table>

Quasi-stationary measurements performed on 2 February 2010 of electric current and cell temperature in one test is showed in Figure 4. The legend denoted “measured” is the irradiance measured by an independent calibrated sensor and the legend denoted “approximation” (corrected signal) refers to the irradiance calculated using the developed model. The natural irradiance suffers very little changes since each test lasts 10 min. The rate of temperature change can also be observed, obtained by differentiating the cell temperature.

![Figure 4](image-url)

**Figure 4.** System response for quasi-stationary tests performed on 2 February 2010 for various time zones with respect to GMT: (a) 8 GMT; (b) 10 GMT; (c) 12 GMT; and (d) 13 GMT.
There exist significant changes to these variables during the heating process of the cell, although irradiance suffers very little change. This kind of test is ideal for determining the dynamic behavior of the cell. Some considerations can be drawn from the Figure 4.

The temperature cell data present plenty of ripple, due to the very small sampling time in the measurements (close to 3 s). Likewise, there are oscillations in the temporal response, due to the sensor itself. In any case, the temperature evolution during each experiment presents a polynomial trend.

Regarding the generated electric current, there is no ripple and the changes in the response occur only occasionally, in moments when certain oscillations occur as well. The ripple effect in temperature measurements appears as a consequence of the sensor itself, while in the other case, there is a non-desired effect caused by the limited resolution of the measurement system, which is not able to read variations inferior to 10 mA in the system response.

In any case, there are drift effects due to the fact that the conditions showed in Table 1 are not constant during the test and, although the changes are very slight, they do occur and are reflected in the response. The occasional appearance of clouds during the test leads to results which are non-comparable to the results given by the weather station since their results correspond with mean values of irradiance every 10 min. In addition, photovoltaic sensors have faster time responses than thermal sensors, 10 µs versus time constant in the order from 1–10 s [61,72].

The errors associated with the response time tend to be eliminated with integrated measurements [73]. Consequently, from these results it is deduced that to use this device as a measurement system (even though the data collection is made every few seconds) it is preferable to use longer time intervals, so the cell temperature has enough time to stabilize.

Regarding the mentioned results, it should be noted that in the other quasi-stationary tests performed the same effects as those described above have been observed and, therefore, the conclusions that have been described for this test are common to those observed in the other tests.

Equation (4) fits the device behavior using quasi-stationary tests, with a very high coefficient of determination \( r^2 \) (0.9999). Equation (4) has 14 terms whose values have been shown in Table 2. The accuracy can be observed in Figure 5.

\[
\begin{align*}
    f_1(\theta) & = 1 + G1 \cdot \theta + G2 \cdot \theta^2 + G3 \cdot \theta^3 + G4 \cdot \theta^4 + G5 \cdot \theta^5 + G6 \cdot \theta^6 + G7 \cdot \theta^7 + G8 \cdot \theta^8 \\
    f_2(T_p, I_p, T_s, H_s) & = G9 + 1000 \cdot G10 \cdot T_p^2 + G11 \cdot dT_p + 100 \cdot G12 \cdot T_s^2 + 100 \cdot G13 \cdot H_s + 100 \cdot G14 \cdot T_s
\end{align*}
\]

(4)

**Table 2.** Fitting coefficients for the multiparameter model (Equation (4)).

<table>
<thead>
<tr>
<th></th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
<th>G4</th>
<th>G5</th>
</tr>
</thead>
<tbody>
<tr>
<td>G6</td>
<td>0.1015893631615</td>
<td>-0.1116521865633</td>
<td>-0.2254041394135</td>
<td>-0.2211817924397</td>
<td>-0.1027093578943</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>G6</th>
<th>G7</th>
<th>G8</th>
<th>G9</th>
<th>G10</th>
</tr>
</thead>
<tbody>
<tr>
<td>G11</td>
<td>0.0778389607671</td>
<td>0.1794071521243</td>
<td>-0.0836746000453</td>
<td>0.9642344205781</td>
<td>-0.0000011527335</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>G11</th>
<th>G12</th>
<th>G13</th>
<th>G14</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.0023890197853</td>
<td>-0.0000459042498</td>
<td>-0.0847262359220</td>
<td>0.0002663236168</td>
<td>-</td>
</tr>
</tbody>
</table>

**Figure 5.** Correlation graph of Equation (4) applied to quasi-stationary measurements.
Finally, to check the effectiveness of the developed model, Equation (4) is used to estimate the irradiance in continuous tests using the temperature and intensity of the cell and the relative humidity and ambient temperature as inputs. Figure 6 shows the results obtained with continuous real measurements obtained for one cell in a test performed on 18 February 2009.

In Figures 6 and 7, the legend denoted “measured” is the irradiance measured by an independently calibrated sensor and the legend denoted “approximation” (corrected signal) refers to the irradiance calculated using the developed model. The accuracy of the fit is very high ($r^2 = 0.996$). A favorable agreement between the model predictions and experimental data have been observed in all tests performed with $r^2$ higher than 0.99 in all the tests performed. The results show the robustness of the Equation (4) for modeling the dynamic response of the device.

**Figure 6.** Comparison of radiation results for one day data and continuous measurements using Equation (4).

**Figure 7.** Comparison of radiation results for data from one day and continuous measurements using Equation (4) for three other different cells.
The previously-described procedure was repeated completely with all solar radiation sensors, 31 devices in total. The results obtained with three of these cells are shown in Figure 7 where it can be observed that the fitting results are similar to those obtained previously.

Finally, and in order to quantify the influence of the variables used in the developed model, the statistical indicator coefficient of variation (CV) of the root-mean-square error has been used to analyze the overall accuracy of the cells, which is another method for determining the predictive quality of empirically-based models and to indicate how well an empirically-based regression model fits the observations or the predictions. The CV (%) mean obtained using all cells and all tests performed has been estimated. The CV value represents the absolute root-mean-square-error (RMSE) relative to the mean value of the measured observations. These terms are defined as follows:

\[
CV = \frac{RMSE}{|\left(\sum_{i=1}^{n} y_i \right) / n|} \cdot 100
\]

where \(y_i\) is the training value, \(\hat{y}_i\) is the predictive value, \(n\) is the training number, and the subscript \(i\) denotes the corresponding value from 1 to \(n\) sets.

Hydeman et al. [74] and Jiang and Reddy [75] have suggested that empirical models with a CV higher than 5% are unacceptable models, with a CV of 5% predicting acceptable accuracy; models under 3% having high prediction accuracy, and models under 1% having very high prediction accuracy.

In Figure 8 the values of the CV (%) obtained for five different models: (a) uncorrected signal; (b) corrected signal without ambient temperature and humidity; (c) corrected signal without ambient humidity; (d) corrected signal without ambient temperature; and (e) corrected signal.

\[\text{Figure 8.} \text{ Coefficient of variation (CV) of the root-mean-square error obtained for five different models: (a) uncorrected signal; (b) corrected signal without ambient temperature and humidity; (c) corrected signal without ambient humidity; (d) corrected signal without ambient temperature; and (e) corrected signal.}\]

In Figure 8a, the uncorrected signal, the model has a CV higher than 5% (7.8%), which is an unacceptable model. In the case of Figure 8b, the corrected signal without ambient temperature and humidity, the model has a CV of around 5% (5.2%), or within the acceptable range. In the case of Figure 8c, the corrected signal without ambient humidity, the CV is better, with a value of 4.6%, and also within the acceptable range. In the case of Figure 8d, the corrected signal without ambient temperature, the improvement in the model is substantial, with a CV around 3% (3.1%), which is practically within the range of high precision models. This is because the ambient humidity has a very significant influence on the accuracy. Finally, in the case of Figure 8e, the complete model has a CV less than 1% (0.97%), which is within the range of very high precision models. As can be observed, the combination of all terms within the complete model is a very significant improvement.
The temperature dependence is the most important factor [45,47]. In Figure 8, it is shown that the original cells (uncorrected signal), which do not include the temperature sensor, have a CV higher than 7.5%, which excludes it as an acceptable model, whereas the CV of the corrected sensor is less than 1%, or within the category of very high precision models [74,75]. Finally, it should be noted that if the cell temperature is removed from the model, any variant of the proposed cases would have a lower CV than 6%.

5. Conclusions

For a building with a given geometry, the control of passive systems, such as blinds and awnings, can be made by placing low-cost radiation sensors on windows and at different locations in the building, which minimize heat gains and allow a useful reduction of peaks for summer electric energy demand. However, dynamic solar shading with its ability to reduce energy consumption may, therefore, not always be the optimal choice when economic factors are included, so in order to reduce the cost of this type of installation, low-cost solar radiation sensors have been developed.

Several ways of recalibrating a solar radiation measurement system on the basis of a silicon cell have been evaluated. The importance of cell temperature (and thermal drift) for the system response, as well as the importance of other atmospheric parameters, like ambient temperature and relative humidity, from which the ambient absolute humidity is deduced as an extra parameter for the evaluation, have been proved. The nonlinear behavior described by the adjusted multiparameter function adjusted increases accuracy.

A favorable agreement between the model predictions and experimental data has been observed with a coefficient of determination around 0.996 for all cells, so the results obtained show that these cells can be used for estimating solar radiation. The cost of these cells is estimated at around 40 euros compared to 355 euros for the devices currently on the market [54]. Since it is necessary to employ a significant number of these sensors in the system, the total cost of the installation would be considerably reduced and profitability of such systems would increase. In practice, these results indicate that it is possible to adapt small commercial photovoltaic cells for use as a low-cost irradiation measurement device. This type of measuring sensor can be used in any application that requires measurement of solar radiation. Their use is mainly justified for applications in the building sector, but they can also be used in other applications, for example in the agricultural sector [44].

Considering all of these results, it is deduced that the described model, and the proposed methodology to obtain it, are appropriate to estimate solar radiation using photovoltaic sensors.
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