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Abstract: This research is aligned with the engineering challenge of scaling-up individual battery cells into a complete energy storage system (ESS). Manufacturing tolerances, coupled with thermal gradients and the differential electrical loading of adjacent cells, can result in significant variations in the rate of cell degradation, energy distribution and ESS performance. The uncertain transition from cell to system often manifests itself in over-engineered, non-optimal ESS designs within both the transport and energy sectors. To alleviate these issues, the authors propose a novel model-based framework for cell-in-the-loop simulation (CILS) in which a physical cell may be integrated within a complete model of an ESS and exercised against realistic electrical and thermal loads in real-time. This paper focuses on the electrical integration of both real and simulated cells within the CILS test environment. Validation of the CILS approach using real-world electric vehicle data is presented for an 18650 cell. The cell is integrated within a real-time simulation model of a series string of similar cells in a 4sp1 configuration. Results are presented that highlight the impact of cell variability (i.e., capacity and impedance) on the energy available from the multi-cell system and the useable capacity of the physical cell.
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1. Introduction

The research presented within this paper is aligned with the engineering challenge of scaling-up individual battery cells into a complete energy storage system (ESS). Manufacturing tolerances, coupled with demanding duty-cycles and a heterogeneous operating environment, for example the presence of thermal gradients within the ESS [1–3] and the differential electrical loading of adjacent cells [4] can result in significant variations in the rate of cell degradation and energy distribution [5]. The overall performance of the ESS is often constrained by the properties of its weakest cell. Recent studies such as [6] highlight the presence of increased capacity fade (in the order of 20%–30%) and the overestimation of system-level energy capacity, by as much as 10%, from early-stage mathematical models of individual cells [7]. The uncertain transition from cell to system often manifests itself in over-engineered, non-optimal ESS designs within both the transport and energy sectors [8]. The authors argue that a lack of underpinning knowledge linking the characterisation of individual cells within the context of complete ESS performance drives complexity and cost into downstream engineering functions such as the design, software implementation and verification of the control algorithms necessary for state of charge (SOC) and state of health (SOH) estimation and thermal management.

To alleviate these issues, we propose a novel model-based framework for CILS in which a physical cell may be integrated within a complete model of an ESS and exercised against realistic electrical and thermal loads in real-time. This approach extends established HILS methods for improved system design and verification and is complementary to existing research investigating novel methods of battery system testing for control integration [9]. HILS has become embedded within a number of high-value manufacturing organisations (typically within the automotive and aerospace sectors) as a safe, cost effective and deterministic method of early-stage verification of system performance, reliability and robustness. Within a HILS environment, part of the complete system being tested is represented by a real-time simulation deployed onto a high-performance computing platform. The real-time simulator contains sufficient input/output (I/O) interfaces to integrate the simulation with the physical elements of the system. Typically, this will include the electronic control unit (ECU) and other ancillary components. Recent studies highlight the application of HILS for ESS verification within both the transport and renewable energy sectors [10–14]. In line with the traditional use of HILS, the primary focus of the research presented within the literature is often the verification of the control software required to manage the battery system. This includes, for example, SOC estimation [15], estimating peak power capability [14,16], verifying the system-level energy management functions [17] and verification of the algorithms for active energy balancing [18]. Within the context of their respective research objectives, each HILS test environment contains different elements that are either physically included or represented by a real-time simulation model. When validating ESS software, the individual battery cells are typically emulated by a programmable power supply in which a real-time battery model or mathematical function maps cell current, SOC and possibly temperature to the required voltage output [12,16,18]. HILS studies within the literature that discuss the inclusion of physical battery cells within the test set-up are comparatively rare. To date, such studies are still geared towards the verification of BMS monitoring and control algorithms [13,15,17] in which a single physical cell is employed within the HILS and homogeneity is assumed between individual cells that comprise the ESS.
One area of research that has received little attention within the literature is the use of HILS for evaluating multi-cell battery systems that contain cells with differing characteristics. Recent studies [19–22] highlight the differential ageing that takes place between cells within a complete ESS and discuss the relative impact of cell depth of discharge (DOD), SOC, cell temperature and applied current (C-rate) on the degradation of the cell’s energy capacity and power capability (i.e., the increase in internal impedance). One of the main challenges with experimental studies of battery ageing are the resource requirements (capital equipment and test time) required to age the cell ready for inclusion within a test programme. For example [20,21] discuss the use of the IEC 62660-1 micro-cycle at elevated temperatures of between 40 °C and 45 °C to accelerate the cycle-ageing of a LiFePO4 cell as part of a study to develop a new ageing model. The authors continue to discuss an ageing test programme, of approximately 20 months, in which 3221 cycles, at ambient temperature, charging and discharging at 1 C between 100% and 20% SOC were required to reduce the energy capacity by 20%. Similar accelerated ageing studies are included within [19], in which a 12 month test programme is described for an ESS integrated within a renewable energy grid. The research examines the key differences between cycle ageing and calendar ageing and the impact of system temperature on maintaining ESS performance. In all cases, once the aged-cell has been employed within the subsequent research, where it is electrically or thermally loaded, the cell will continue to degrade as its energy capacity reduces and the internal impedance increases, thereby driving the need for further cells to be artificially aged as the research progresses.

The aim of this paper is to validate the concept of CILS in which a physical cell may be integrated in real time with a battery model and exercised over a realistic electrical load. While the HILS approach will not negate the immediate need for resource intensive test programmes designed to age individual battery cells, it does recognise the value of the data captured through such test programmes and provides an opportunity to improve the overall efficiency of the process. Within a HILS environment the aged-cell may be characterised using standard methods of high pulse power characterisation (HPPC) within the time domain and through electrochemical impedance spectroscopy (EIS) within the frequency domain. As described in [23–27], the data can then be used to parameterise equivalent circuit type models (ECM) in which both the charge and mass transfer dynamics of the cell are represented by the series connection of multiple resistor-capacitor (R-C) parallel branches. Once the cell models have been codified for use within a real-time simulation environment, they can be book-shelved by the research organisation and employed within multiple CILS studies, in which the objective is the deterministic assessment of a multi-cell system that contains differentially aged cells. To illustrate the application, a case study is presented that comprises four cells connected together electrically in series. Three cells have been artificially aged and included within the test environment as real-time simulation models, whereas the fourth cell is a physically new cell received directly from the manufacturer. CILS is employed to quantify the energy available from the complete string and, taking parameter variations into account, the effective energy capacity of the new cell.

This paper is structured as follows: Section 2 presents the cell employed as the basis for the real-time simulation models and the subsequent CILS tests. Section 3 presents the derivation of the real-time model, its parameterisation and its validation against experimental data recorded from an electric vehicle (EV). Section 4 presents the experimental set-up associated with the CILS environment; consideration is given to the real-time simulation platform, the thermal chamber, battery cycler and the
communication network required to integrate the different systems together. Section 5 presents the case study introduced above into the series connection of differentially aged cells. Finally, Sections 6 and 7 discuss key research findings, opportunities for further work and conclusions.

2. Cell Type

The real-time simulation model and the subsequent CILS test programme employed the commercially available Li-ion cylindrical 18650 cell (model number: ICR18650-22F, Samsung, Seoul, Korea). The material composition of the cathode is nickel, manganese and cobalt (NCM). The manufacturers cited energy capacity for the cell is 2.2 Ah. The maximum, nominal and cut-off lower voltages are defined as 4.2 V, 3.6 V and 2.75 V respectively. Maximum charge current is 2.2 A (1 C) and the maximum discharge current is 4.4 A (2 C). Through experimental evaluation of the cell (see Section 3.2) the energy capacity of the cell was found to be 1.92 Ah when cycled at 1 C, with a lower cut-off voltage of 3.3 V.

3. Cell Model Developments and Off-Line Simulation

3.1. Model Structure

The creation of models to support the design and evaluation of Li-ion batteries has been the subject of considerable research [23,28–31]. Mathematical models vary widely in complexity, computational requirements and reliability of prediction. Models based on electrochemical principles attempt to include first-principle phenomena (e.g., intercalation, diffusion and species concentration) to improve model fidelity in an attempt to maintain the causal link between simulation results and observable phenomena [32]. Such simulations are known to require significant computational resources for model execution and detailed datasets for parameterisation [33]. The development of high-fidelity single-cell models is of immense value to the scientific community investigating novel cell designs and innovations in material science. However, due to their structural complexity and computational burden, they are arguably of less value for system-level analysis. The need to accurately and efficiently model cell behaviour within the context of a multi-cell environment is a strategic requirement for ESS engineers. A number of recent publications advocate the use of ECMs as the most appropriate trade-off between electrochemical models and, at the other end of the spectrum, simply modelling the battery as an empirical function [16,25,31,34,35]. Their relatively simple structure facilitates fast computation, while still providing some insights into the causality within the battery and hence the ability to correlate the simulation output with measureable parameters such as open circuit voltage (OCV) and steady-state resistance. Reference [36] compares 12 possible choices for an ECM and concludes that a first order ECM is sufficient to model the battery dynamics. As such, a first order ECM is developed with the parameters being a function of SOC, temperature and current direction. This comparatively low-fidelity model maintains both the numerical stability and accuracy of the simulation when executed in real time. Figure 1 presents the ECM used to emulate the dynamics of the Li-ion cell described in Section 2.
The dominant mass-transfer dynamics of the cell can be represented using the first-order differential and algebraic equations below:

\[ v_c = \frac{1}{C} \left( i_b - \frac{v_c}{R} \right) \quad (1) \]
\[ v_t = v_{oc} - i_b R_o - v_c \quad (2) \]

where:

\[ v_{oc} = \phi_{v_{oc}}(soc) \quad (3) \]
\[ C = \phi_C(soc, T, sgn(i_b)) \quad (4) \]
\[ R = \phi_R(soc, T, sgn(i_b)) \quad (5) \]
\[ R_o = \phi_{R_o}(T) \quad (6) \]

The R-C branch represents the mass diffusion dynamics within the cell, \( R_o \) the internal DC resistance and \( v_{oc} \) the open circuit voltage. As shown in Figure 2 and discussed in Section 3.2 each parameter is a non-linear function \((\phi)\) of cell temperature and in the case of R-C, cell SOC as well.

### 3.2. Parameter Estimation

The parameters of the cell model were estimated from data obtained through HPPC in line with the IEC 62660-1 Standard. The HPPC test consists of a series of 10 s discharge and charge pulses of increasing C-rate alternatingly applied at a pre-defined SOC. A rest-interval of 30 min is allowed between each pulse for the voltage dynamics of the cell to settle. By applying the current pulse set at different SOCs and repeated at different temperatures, the cell can be parameterised as a function of SOC and temperature. For the Samsung 18650 cell, SOC and temperature set points included SOC at 20%, 50%, 80% and 95% and ambient temperatures of 0 °C, 25 °C and 45 °C. From Figure 1, a differential algebraic equation (DAE) can be defined that relates each of the measured voltage responses to an applied current pulse:

\[ v_t = v_{oc} - R_0 \cdot i_b - R \cdot i_{b1} - C_{ocv} \int i_b \cdot dt \quad (7) \]
\[ \frac{di_{b1}}{dt} = \frac{i_b - i_{b1}}{\tau} \quad (8) \]
Equation (7) is obtained by Kirchhoff’s voltage law where the voltage across the ECM components in series are summed together, and the ODE in Equation (8) is obtained by applying Kirchhoff’s current law on the RC parallel network. Note that in Equation (7) an additional voltage component, the product of $C_{ocv}$ and the integral of $i_b$, is included which is not present in the ECM model of Figure 1. This is in line with similar studies, where an additional capacitive term ($C_{ocv}$) has been added to account for the small OCV change due to the change in the cell’s SOC from the applied HPPC pulse. The parameter $C_{ocv}$ is only of significance when estimating the model parameters. During model simulation, however, $C_{ocv}$ is set to zero since the OCV that is characterized separately, is interpolated via a look-up table as a function of SOC and replaces the function of the capacitor term $C_{ocv}$.

The current $i_{b1}$ in Equation (8) defines the branch current within the resistive portion of the RC parallel network and $\tau$ is the time-constant of the mass-transfer dynamics. To estimate the parameters ($R_o$, $R$, $\tau$, $C_{ocv}$) of Equations (7) and (8), the equations need to be evaluated for a given current and time.
interval. Equation (8) being a first order linear ODE is easily solved numerically over a discrete set of time points. By assuming a zero initial condition for Equation (8) and that $i_{b1}$ is constant between sampling intervals Equation (8) is solved for $i_{b1}$ by the exponential integrator discretisation method [37] and is substituted into Equation (7) to obtain $v_t$.

To estimate the parameters of Equations (7) and (8) a quadratic cost-function ($F$) and constraint are defined:

$$\text{Minimise } F(\theta) = \frac{1}{2} \sum_{t=0}^{t_{\text{max}}} [v_{te} - v_t(\theta)]^2$$  \hspace{1cm} (9)

(subject to $\theta_i \geq 0$) \hspace{1cm} (10)

Where $v_{te}$ defines the measured terminal voltage in response to a HPPC pulse measured over a time period of $t_{\text{max}} (t_{\text{max}} = 1810 \text{ s})$, $v_t(\theta)$ the modelled terminal voltage calculated from Equation (7) and $\theta$ is a parameter vector; in that $\theta = [R_o, R, \tau, C_{\text{ocv}}]$ with each parameter ($\theta_i$) constrained to be non-negative (Equation (9)). The voltage ($v_t$) is non-linear with respect to the time-constant ($\tau$). Because of this non-linearity, an iterative non-linear optimisation, namely the trust-region reflective (TRR) algorithm is used. To initiate the optimisation, the algorithm requires an initial estimate of the parameters and the Jacobian matrix ($J_\theta$) of Equation (7). The initial parameter estimates $\hat{\theta}$ were populated using the measured current and voltage traces derived from the HPPC data. Both $J_\theta$ and $\hat{\theta}$ were passed as arguments to the TRR optimisation routine that is commercially available within the Mathworks Optimisation Toolbox. Figure 2 presents the results of the parameterisation process, in which the optimal values for the ECM components are presented as a function of both SOC and temperature.

The OCV–SOC relationship presented in Figure 3 was derived experimentally based on three cells using a procedure based on IEC 62660-1. The cell was placed within a thermal chamber and allowed to stabilise at 25 °C for 12 h. To generate the discharge curve, the cell was fully charged using the manufacturer’s recommended constant current–constant voltage (CC–CV) procedure. The cell was then discharged at 1 C for 108 s (3% of capacity).

![Figure 3. Average open circuit voltage-state of charge (OCV-SOC) relationship.](image)
The cell was allowed to stabilise for 4 h before a voltage measurement was made. This incremental discharge procedure was repeated until the cell reached 1% SOC. For the corresponding charge curve, the cell was charged, again at a rate of 1 C in steps of 3% until the cell was fully charged. After each 108 s charge pulse the cell was allowed to rest for 4 h before a voltage measurement was made. The discharge and charge OCV curves are then averaged to obtain a single OCV-SOC curve and further averaged over the three cells (Figure 3).

3.3. Off-Line Simulation and Model Validation

Validation of the cell model defined by Equations (1)–(6), within the time-domain is presented in Figure 4. The figure presents the correlation of the predicted terminal voltage \( (v_t) \) with an experimental measurement \( (v_{te}) \) of terminal voltage when the cell is subject to a transient current profile \( (i_b) \). The current was recorded from a prototype electric vehicle (EV) when the vehicle was operating within an urban environment and subject to frequent acceleration (positive current) and regenerative braking (negative current) demands.

**Figure 4.** Validation of the ECM for off-line simulation: (a) battery load current; (b) terminal voltage; (c) simulation error.
The current profile was scaled to a peak value corresponding to the maximum charge C-rating (1 C, 2.2 Amps) of the cell. Figure 4 also presents the absolute of the error, defined by \(|v_t - v_{te}|\), in which the average difference between the simulated and experimental results are in the order of 5 mV with a peak difference of approximately 25 mV.

4. Hardware-in-the-Loop Simulation Environment and Real-Time Validation

Figure 5 presents a schematic representation of the CILS environment and the laboratory set-up employed to conduct the real-time simulation tests. The experimental set-up comprises a host PC, a real-time simulator (dSPACE, Paderborn, Germany), a battery module cycler (Bitrode, St. Louis, MO, USA) and a thermal chamber (Espec, Hudsonville, MI, USA). Communication between the battery cycler and real-time simulation environment was achieved using a Controller Area Network (CAN) bus, with a data transmission rate of 500 kbps.

![Figure 5. (a) Schematic of the experimental set-up for cell-in-the-loop simulation (CILS); (b) laboratory set-up for CILS.](image-url)
In order to estimate the reduction in accuracy when executed in real-time, the model was linearized to produce an incremental transfer-function between cell current and cell terminal voltage. The operating point was defined as: SOC = 50% and $T = 25 \, ^\circ C$. The poles of the characteristic equation highlight a natural frequency ($\omega$) in the order $0.15 \, \text{rads}^{-1}$ and cell dynamics that are critically damped. The reduction in system phase margin ($\phi$) by executing the model in real-time was calculated using Equation (11) and found to be $2^\circ$ (from $90^\circ$ to approximately $88^\circ$) with a simulation step-time ($T_s$) of 10 ms. As discussed within [38], this reduction would not negatively impact either the accuracy of the simulation or the numerical stability of the solution:

$$\phi = -\omega T_s \tag{11}$$

A simulation test was defined to validate the CILS approach and the cell model when operating in real-time. The test consists of two cells connected electrically in series, in which one is the physical cell exercised through the Bitrode battery cycler and the other is a simulation model running on the real-time simulation platform. Figure 6 presents the structure of the validation test. Within the host PC, the model was constructed using the Mathworks toolset, Simulink and Matlab and converted to a real-time software program using the proprietary Real-Time Workshop and dSPACE Target Language Compiler (TLC). From the host PC it was possible to download and control the simulation.

![Figure 6. Experimental set-up for validation of the CILS environment.](image)

A first-order, fixed-step Euler numerical integration algorithm was employed to solve the model equations. The current profile ($i_b$) was also loaded onto the real-time simulator. As can be seen from Figure 4, the real-world profile comprises positive and negative current transients. For compatibility with the battery cycler’s control program the absolute value of $i_b$ was calculated:

$$i_{b_{\text{CAN}}} = \text{abs}(i_b) \tag{12}$$

A separate enumeration (bitrode_cell_cnt_enum) was created to define the status of the battery cycler and the loading on the 18650 cell. Values of 1, 2 or 3 were employed to define if the cell was at rest, being discharged or being charged respectively. The term $i_{b_{\text{CAN}}}$ defines the current value broadcast over CAN from the dSPACE simulator to the battery cycler. For CAN transmission, $i_{b_{\text{CAN}}}$ was packed into an unsigned 16-bit word with a resolution of 0.07 mA/bit and transmitted at a sample rate of 10 ms (equal to the execution rate of the real-time model).
The test program consists of three main sections; battery at no-load, battery under charge and finally, battery under discharge. Transitions between the three parts of the test program are controlled in real-time by the enumeration birtode_cell_ent_enum. Safety limits that result in the electrical isolation of the cell (for under voltage and over voltage conditions) were also coded within the program to ensure the safe operation of the test. To ensure deterministic ambient conditions throughout the test, the physical cell was located within the thermal chamber, with a temperature \((T)\) set to 10 °C. From the manufacturer’s literature, the resolution of the output current channel from the cycler is defined as 5 mA. Throughout the test, the terminal voltage of the physical cell was recorded at a sample rate of 100 ms (the maximum rate within the cycler) and at an accuracy of 50 mV/bit using the on-board 10-bit analogue-to-digital converter (ADC). To facilitate data logging, this value was broadcast over CAN as an unsigned 32-bit word.

Figure 7 presents the results of the HILS validation test. The figure shows the transient current profile \((i_b)\) used to verify the off-line model.

![Figure 7. Validation of the ECM and CILS environment for real-time testing: (a) battery load current; (b) current control signal; (c) battery terminal voltage.](image)

The version of battery current converted for transmission over CAN to control the electrical load on the physical cell is also presented. In addition, the terminal voltage from both the simulated cell
executed in real-time on the dSPACE platform and the measured terminal voltage of the physical cell broadcast over CAN by the battery cycler are shown. Since the simulation was set-up to emulate both cells connected in series and the cell model was parameterised to correlate with the pre-conditioned state of the physical cell (*i.e.*, SOC = 70% and $T = 10\, ^{\circ}\text{C}$), the resulting terminal voltages are almost identical. The absolute error between the measured cell voltage and the simulated cell voltage is comparable to that observed during off-line validation of the model. Minor differences between the off-line and CILS results can be accounted for by the quantisation of the voltage measurements through the ADC and data type conversion for broadcasting over the CAN.

### 5. Case Study: Defining the State of Charge (SOC) for a Series Connection of 18650 Cells

The need to quantify the stored energy within a Li-ion cell underpins many of the safety and energy management functions within a BMS control system [26,37]. Properly defining and estimating SOC for Li-ion cells has therefore been the subject of considerable academic and industrial research and includes studies that employ relatively simple coulomb counting and voltage relaxation methods [35], through to more computationally demanding state estimation methods [39–41], typically based on the generic structure of a Kalman Filter [42,43], or observer [32,44]. A recent publication [45] attempts to reevaluate the definition of SOC specifically within the context of different voltage relaxation times required for the cell to stabilise (including the practical limitations of this) and improved methods of calculating SOC within a multi-cell system. Using a 3s1p topology (*i.e.*, 3 cells within a single string), the paper highlights the errors that may occur when estimating system SOC by simply scaling the assumed SOC of individual cells. This is particularly evident when significant component variability or energy imbalance exists within the ESS. Off-line simulation is employed to illustrate the magnitude of the discrepancy.

Figure 8 presents the CILS set-up for this case study, in which four cells (cell A, cell B, cell C and cell D) are connected electrically in series (4s1p).

![Figure 8](image)

**Figure 8.** Experimental set-up for the case-study—CILS of four cells in series.

Significant component variability exists within the string. Cell A is defined as the nominal cell with a capacity and impedance represented by the characterisation data presented in Section 3.2.
Conversely, cell B has a 10% increase in internal impedance, cell C a 10% reduction in energy capacity and finally cell D a reduced capacity of 10% and an increase in impedance by 10%.

From the cell specification for the 18650 cell, it is noteworthy that to experimentally degrade the cell to achieve a 10% capacity fade would require approximately 200 cycles at a 1 C charge/discharge rate, requiring approximately 20 days, assuming 10 cycles per 24 h could be maintained within the test facility. Further details on the expected variability of cells integrated within a complete ESS is discussed further within [6].

As it can be seen from Figure 8, the nominal cell (cell A) constitutes the physical cell within the CILS test, whereas cells B, C and D are represented by three instantiations of the real-time simulation model introduced in Section 3. The component degradation for cells B, C and D represent the combined effects of manufacturing tolerances and the differential effects of ageing and were implemented within the model via a reduction in cell capacity and an increase in cell impedance. For this test, cell A was placed within the thermal chamber \((T = 25 ^\circ C)\) and allowed to stabilise for 12 h. The cell was then charged using the manufacturer’s recommended charging process (CC-CV) to the upper voltage threshold. Each of the virtual cells (B, C and D) were initialised with a SOC = 100%.

A constant 1 C discharge current was applied to the series string. The simulated value of \(i_b\) was converted to \(i_{b, CAN}\) and broadcast over CAN to the battery cycler, thereby electrically loading the physical cell in real-time and in exactly the same way as that employed within the simulation. The discharge current was automatically set to zero by the real-time simulator when any of the four cell voltages dropped below the lower threshold.

Figure 9 presents the results from this case study. The figure shows the discharge voltage curves for cells (A, B, C and D). The figure also presents the off-line simulated voltage for cell A and that measured during the CILS test and broadcast over CAN. As expected, the rate of voltage decrease for cell D is greatest and it is the first voltage to drop below the lower threshold. Using both a direct measure of capacity throughput from the Bitrode battery cycler and an indirect calculation based on experimentation time, the results show that 1.07 Ah was extracted from the 4s1p string before the cut of voltage was reached.

![Figure 9. Terminal voltage of each cell under a 1 C constant current discharge.](image)

This is only 55% of the 1.92 Ah theoretically available if the new cell (cell A) was integrated within a 4s1p string comprising of cells of equal quality. Of particular interest for this study is the high degree
of correlation that exists between the measured and simulated results that once again reaffirm the CILS approach for emulating the real-world integration challenge.

6. Discussion

The traditional method of evaluating cell performance is through the use of standards such as IEC 62660-1 [21] that define generic open-loop test sequences for HPPC and energy capacity. Such tests are analogous to legislative vehicle drive-cycles employed within the international automotive industry. For example, the New European Drive Cycle (NEDC) is a legislative test profile that vehicle manufacturer’s most report against for fuel economy and exhaust emissions. The standard is widely reported within the literature not to represent real-world vehicle usage. Within the context of ESS, the CILS approach facilitates the creation of closed loop test cases in which derivation of the load profile can be predefined or created in real-time, i.e., through the inclusion within the simulator of a model of an EV powertrain or wind-turbine. Further, the condition of the cell (fed back in real-time) can be employed to influence the load profile. As discussed within [19,20,22], given that cell cycle ageing and performance degradation are inherently linked to its usage profile, there are obvious benefits in being able to emulate the real cell environment early within the ESS design life-cycle. The aim of this section is to discuss further the applicability of this CILS approach and the main areas for future research.

6.1. Application

The methodology for CILS evaluation presented here will be of significant benefit to a broad spectrum of researchers, including those that work on the interfaces of energy storage science, engineering and manufacturing. Scientists face a significant challenge when scaling up individual cell prototypes to a complete integrated system with an energy density, power density, degradation rate, weight and cost that is commensurate with end-user requirements. CILS may be employed to support the transition from laboratory research through to industrial application. Using CILS, it is feasible to obtain performance data from a single prototype cell as if it were operating within a complete ESS. One avenue for further research would be the possibility to trade-off performance metrics for the ESS with manufacturing targets and tolerance for individual cells. The design and early-stage verification of key BMS functions such as SOC, SOH, battery diagnostics and prognostics represent a unique challenge [26]. Designs are often based on simplified single cell models that inherently assume homogeneity and ignore further components of the system. CILS may feasibly allow the concurrent design and manufacture of the physical ESS with the controller design—expanding the creative space for new innovative algorithms. ESS researchers working at technology readiness levels (TRL) 5–9 are often required to evaluate system designs for improved energy-resource efficiency within the context of their final application (i.e., transport, the built environment or grid-scale storage). However, at the initial stages of development they will often be hampered by a lack of component availability. Furthermore, the commercial, engineering and safety implications associated with physical testing and design of the complete ESS will often be prohibitive. Within a safe, cost effective, and deterministic environment, CILS may be employed to support a fundamental understanding of the impact of duty-cycles, manufacturing uncertainties, cell-to-cell interactions and thermal variations on system performance, reliability and degradation.
6.2. Further Work

This research has presented the concept and verified the operation of a CILS test environment. The scope of this initial study was constrained to the integration of a physical cell with a real-time battery model and exercised against a realistic electrical load. The case study reviewed the series interconnection of cells and demonstrated how the energy available from a new cell when integrated within a set of degraded cells may be considerably lower. Given that most commercial vehicle battery systems employ a topology using cells in both series and parallel, a further application of CILS would investigate a parallel connection of differentially aged cells. For cells having different values of impedance and capacity, initial research has already highlighted the differential current flow that is possible between adjacent current paths and the resulting impact that this has on system efficiency, ageing and safety [46]. In order to meet the potential end-user requirements introduced in Section 6.1, two primary challenges remain and are the subject of on-going research by the authors. In addition to electrochemical cells, a complete ESS may comprise control and monitoring electronics, safety devices, ancillaries for heating/cooling and both high voltage and low voltage cabling. The inclusion of real-time models for the balance-of-plant will improve the fidelity of the complete system model. Research into real-time electrical fuse modelling has already been presented [47]. With an emphasis on real-time simulation, research is on-going to develop the required model library that optimises the trade-off between the “cost” (effort, computational burden and parameterisation requirements) with the “benefit” of maintaining the causal relationships of the physical subsystems within the model structure. As discussed within Section 2, one of the primary causes for differential cell ageing within the ESS is the presence of thermal gradients within the pack. This conclusion has been confirmed by recent publications, including [1,3]. The CILS environment must therefore be able to emulate such thermal variations and, through real-time control of the physical cell’s ambient temperature, be able to emulate that cell’s respective eco-system within the ESS. The research challenge is considerable and requires the real-time calculation of both heat generation within the cell under test (due to thermodynamic and ohmic processes) and the heat transfer from adjacent cells taking into account conduction efficiencies, cooling and heating circuits. Research is currently on-going by the authors to create and parameterise the models required, in addition to the evaluation of the thermal environment required to house the physical cell under test that has the ability to dynamically vary the ambient temperature of the cell in line with the requirements of the real-time simulation model.

7. Conclusions

This paper presents the first stage of the validation process for a CILS concept in which a real-time simulation model of an 18650 Li-ion cell has been electrically connected to a physical cell and exercised over a real-world demand profile. Within this study, CILS is presented within the context of an enabling technology to undertake an efficient test programme that aims to investigate the impact of differential ageing and electrical loading within the ESS. A case study is presented that demonstrates how the energy available from a new cell when integrated within a set of degraded cells may be considerably less than that assumed from the characterisation of the new cell in isolation. While this may be in line with expected results, the case study shows the applicability of this approach,
namely the drawing together of both physical testing and real-time simulation such that the
categorisation of a single cell can be done within the context of the complete ESS environment and
real-world usage demands. The CILS approach has been validated using real-world data recorded from
an EV operating within an urban environment. Experiments show a high degree of correlation between
results obtained through off-line simulation and direct voltage measurements made of the cell being
tested. On-going research has been discussed that aims to extend the CILS approach to include a thermal
categorisation of the ESS that can be executed in real-time with the existing electrical system models.
The derivation, integration and verification of the electrical-thermal ESS real-time simulation and
CILS test environment will be the subject of further publications.
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