Thermoeconomic Optimization of a Renewable Polygeneration System Serving a Small Isolated Community
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Abstract: During the last years, special attention has been paid to renewable polygeneration technologies, able of simultaneously producing thermal, cooling, electrical energy and desalinated water from seawater. This paper focuses on an innovative polygeneration system driven by renewable energy sources, including the following technologies: hybrid photovoltaic/thermal collectors, concentrating parabolic trough (CPVT), a biomass heater, a single-stage absorption chiller and a multiple-effect distillation desalination system. The system is designed to cover the base load of an isolated small community. In previous papers, the dynamic simulation model about plant operation is discussed. In this paper, a detailed exergy, economic and environmental analysis of the plant is presented. In addition, the plant was optimized using different objective functions, applying the Design of Experiment (DoE) methodology which evaluates the sensitivity of the different objective functions with respect to the selected design parameters. The results show that an increase of the storage volume is generally negative, whereas increasing the solar field area involves an increase of the exergy destruction rate, but also an improvement of the CPVT exergy output provided; the final result is an increase of both the exergy efficiency and the economic profitability of the polygeneration system.
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1. Introduction

During the last few years, worldwide energy consumption has increased rapidly, basically due to the dramatic growth of emerging countries. Unfortunately, the majority of such energy is obtained from fossil or non-renewable fuels (such as: gas, oil, coal, nuclear), whose future availability and environmental impact are becoming a severe issue. Presently, conventional energy conversion technologies, based on the utilization of fossil fuels, are usually the most profitable option from an economical point of view. In fact, renewable energy sources become economically competitive only when they are supported by public funding. However, in the last decade, the fossil fuel cost has been rapidly increasing and the capital cost of renewable technologies has been simultaneously and dramatically decreasing. Therefore, it can be expected that some renewable technologies will become economically competitive with conventional ones in the next future. In addition, the consumption of fresh water is increasing dramatically, so that several scientists consider such a resource crucial for the future, even more so than energy. As a consequence, a more sustainable energy supply scheme should be considered in order to achieve a sustainable and environmental friendly worldwide development [1]. In this framework, renewable energies are considered one of the most promising technologies. In particular, the present work focuses on a combination of solar energy and biomass, used to produce simultaneously thermal energy for heating and cooling, electrical energy and desalinated water. The following technologies are simultaneously included in the system: solar heating and cooling (SHC), concentrating photovoltaic-thermal collectors (CPVT) and multiple-effect distillation (MED) for seawater desalination.

Solar heating and cooling (SHC) is an emerging technology which allows one to produce cooling energy using solar irradiation; during the winter solar energy is used for space heating purposes. SHC technology is particularly attractive in summer, when the demand for cooling is often simultaneous to the availability of solar radiation [2]. The majority of SHC systems realized up to now are equipped with medium temperature solar thermal collectors (e.g., evacuated tubes solar collectors) and single-stage absorption chiller, whereas alternative configurations (adsorption chillers, desiccant cooling, steam ejection, etc.) are very rare [3–6]. Photovoltaic/thermal collectors (PVT) are an emerging solar technology, too. The basic principle of a PVT is simple, since it can be obtained by a conventional thermal collector, equipping the absorber with a suitable PV layer [7]. The thermal energy absorbed is distributed to a fluid (typically air or water), whereas the PV produces electricity [8,9]. In order to reduce the expensive PV active area, PVT are often equipped with concentrating devices, in concentrating PVT collectors (CPVT) [8–11]. Usually, CPVT operate at higher temperature than PVT. Therefore, in case of CPVT collectors, novel PV materials are often used, such as multi-junction solar cells. In fact, differently from conventional silicon PV cells, such PV materials can achieve reasonable electrical efficiency even at high operating temperature [10,12].

Several technologies have been used to face the drinkable water scarcity by desalting seawater or brackish water. In spite of the fact that more than 60% of global volume capacity for desalination is
represented by electrical or mechanical systems (with a large prevalence of reverse osmosis, RO) [13], thermal systems still play a primary role in regions characterized by lower fossil fuel prices [14] or integrated in dual purpose plants, which simultaneously produce electricity and use low-grade heat cascades to produce fresh water [15–17]. In fact, the most common technologies for seawater desalination, i.e., the multi-stage flash (MSF) [18] and the multiple-effect distillation (MED) [19] systems, are both characterized by high unit energy consumptions, in the order of 30–50 kWh\textsubscript{thermal} and 3–5 kWh\textsubscript{electricity} per m\textsuperscript{3} of fresh water, thus resulting in high production cost; however, as the motive steam or hot water may be required at temperature as low as 75–90 °C, evident opportunities may be exploited to drive the process via heat cascades or low-temperature renewable energy sources [20].

All the above mentioned technologies (SHC, CPVT and MED) have been considered by the authors in recent works, where such novel systems were coupled with a biomass heater [21] and geothermal wells [22], designing and simulating a novel system able to simultaneously produce electricity, thermal energy for heating and cooling, and fresh water. These recent works only focused on the energy and economic analysis of the novel renewable polygeneration system proposed. In the present paper, on the basis of the system layout presented in reference [21], a further implementation has been performed, aiming at presenting a detailed exergy analysis and several energy, exergy and economic optimizations of the system under investigation.

In fact, as shown in the previous papers [21,22], several researchers have investigated SHC, CPVT, MSF and MED subsystems one at the time. However, very few works are available in the literature investigating their integration in a single system. Furthermore, even for the single subsystems, very few studies are available in which both exergy and economic aspects are addressed.

The literature regarding exergy analyses of SHC and CPVT systems is very rich. As an example, Koroneos presented an exergy and environmental analysis for a SHC system, concluding that the exergy efficiency is low, but the environmental impact is low, too [23]. A similar work was performed by Onan et al., concluding that the exergy loss in the solar collector varies between 10% and 70%, whereas the exergy loss in the generator ranges from 5% to 8% [24]. Similarly, several papers are available in which different aspects of the exergy analysis of CPVT systems are investigated. As an example, Calise et al. presented a detailed mono-dimensional energy and exergy analysis of a novel parabolic CPVT collector, showing that the exergy efficiency is low since the system is affected by severe unavoidable exergy losses, such as the ones due to solar radiation [25].

Conversely, a lower number of papers is available presenting exergy analyses of desalination plants. In particular, a first study regarding exergy destruction in a multiple-effect seawater desalination plant was performed by El-Nashar et al. The study was based on measured data regarding a desalination plant operating in Abu Dhabi. The authors found that the major exergy destruction was due to the vacuum pumps. Major exergy losses were also associated with the effluent streams of distillate, brine blow-down and seawater [26]. A similar study for a MSF desalination plant was developed by Nafey et al. The authors found that the exergy flow related to the distilled water was very small (0.20 MW), compared to the overall exergy input (10.7 MW). Exergy destruction was mainly due to heat and stream rejections and to the irreversibilities occurring in the components of the system [27]. A more complex arrangement was investigated by Sharaf et al. who analyzed a more complex plant including a MED, an Organic Rankine Cycle and a field of solar parabolic trough collectors (PTC) [28]. The authors concluded that the best configuration is achieved for a 16–20 stages MED supplied at
70–75 °C. A comprehensive presentation regarding the methodology to be used in the exergy analysis of desalination systems is given by Sharqawy et al. [29]. The authors include a detailed description of the thermodynamic models. A case study is also presented for a MSF system using real plant operation data. The ideal gas mixture model was found to be responsible for the major errors in the exergy analysis. A further exergy analysis of a MSF plant is presented by Al-Weshahi [30]. The authors found a very low exergy efficiency of the system (5.8%), concluding that the exergy destruction rate is low in the first stage, increasing gradually in heat recovery stages and sharply in heat rejection stages.

A recent paper by Nematollahi presents a novel solar desalination system based on a solar collector and a on a humidification tower [31]. The system was analysed from both theoretical and experimental points of view, aiming also at calculating the exergy performance. They found a very high exergy efficiency (>99%) increasing for lower humidification tower length, lower inlet air temperature, and higher tower diameter. Recently, the exergy analysis was also applied to a vapour compression flash seawater desalination plant by Jin et al. [32]. This study was performed from both theoretical and experimental points of view. The highest exergy efficiency was achieved by the flash tank followed by heat exchangers and vapour compressor.

The literature review also revealed a number of papers investigating separately the thermoeconomic optimizations of MED [33–40], SHC [41–45] and CPVT [46–48] systems. As an example, a paper by Manesh et al. presented a new procedure based on exergoeconomic optimization to find optimal coupling of site utility and MED-reverse osmosis desalination system [49].

However, in the authors’ knowledge, none of the papers available in the open literature applies both exergy and exergoeconomic techniques to such a complex renewable polygeneration system as the one presented in this paper. The analysis presented here also includes a detailed description of the exergy and exergoeconomic models for all the components of the system and a comprehensive analysis of the related results.

In summary, the literature review performed by the authors showed that a number of papers investigated from the exergy and thermoeconomic points of view MED, CPVT and SHC subsystem, one at the time. However, none of the studies available in literature performs a comprehensive exergy analysis and thermoeconomic optimization of the complex renewable polygeneration system, including simultaneously MED, CPVT and SHC technologies. Therefore, the present study aims at improving the knowledge on this topic, implementing two major innovations with respect to the findings available in literature, namely.

A detailed exergy analysis, aiming at evaluating the instantaneous exergy destruction rates in all the components of the system, was performed. Similarly, the analysis allows one to integrate the exergy destruction rates on different time bases (weeks, months, year, etc.). Such calculations allow one to evaluate the magnitude and the location of irreversibilities, suggesting possible actions to improve the exergy efficiency of the system.

A detailed exergo-economic optimization, based on the computer-aided Design of Experiments (DoE) technique, was also introduced [50]. Such statistical optimization technique allows one to predict the shape of the optimum response surface of whatever selected objective function, using a reduced number of simulations. Differently by conventional heuristic and/or deterministic optimizations [41], that only return the optimum set of the design parameters, with such technique the sensitivity of the design variables to the shape of the optimum response surface can be also analyzed. Such tool was already used by the authors in previous works, in order to optimize a SHC system [51].
2. System Layout

As mentioned in the previous section, the system investigated in this paper combines SHC, CPVT, biomass heater and MED technologies, so it can be considered as a polygeneration system, providing as output different energy (electricity, cool and heat) and mass flows (desalted water). For sake of brevity, the system will be named Renewable Polygeneration System (RPS). A simplified layout of the system under investigation is shown in Figure 1, where only the main components and nodes are displayed. The RPS layout investigated in this paper was diffusely presented in reference [20].

![Figure 1. System Layout.](image)

The system consists of the following main loops:

1. Solar Collector Fluid, (red line in Figure 1), SCF: pressurized water flowing from the source sides of the tanks to the solar field;
2. Hot Fluid, (green line in Figure 1), HF: pressurized water flowing from the load sides of the tanks to the devices using solar thermal energy;
3. Cooling Water, (fuchsia line in Figure 1), CW: water flowing in the condenser and absorber of the Absorption Chiller (ACH);
4. Chilled Water, (sky blue line in Figure 1), CHW: water flowing in the evaporator of the Absorption Chiller (ACH);
5. Domestic Hot Water, (orange line in Figure 1), DHW: water supplying sanitary devices;
6. Hot Water, HW: water supplying space heating devices;
7. Sea Water, (violet line in Figure 1), SW: water supplied to the MED, in order to be desalinated, or to the heat exchanger used for cooling the ACH;
8. Desalinated Water, (brown line in Figure 1), DW: fresh water produced by the MED and supplied to final users.
The following main components are included in the system [20]:

- a Solar Collector field, CPVT, consisting of concentrating parabolic trough solar collectors whose absorber is covered by a triple-junction PV layer; the beam radiation is concentrated on a triangular receiver, placed on the focus of the parabola, on which a multi-junction PV panel is laminated; the triangular receiver is equipped with an internal tube, in which a cooling fluid flows; the system is also equipped with a one-axis tracking system, typical of parabolic trough solar thermal collectors; the PVT can operate up to 100 °C;
- a Thermal Storage system (TK1), supplying heat for space heating and cooling purposes, consisting of a set of stratified vertical hot storage tanks, equipped with inlet stratification devices: the entering position of the inlet fluid is varied so that fluid and tank temperature are equal;
- a Thermal Storage system (TK2), supplying heat for seawater desalination, consisting of a set of stratified vertical hot storage tanks, equipped with inlet stratification devices: the entering position of the inlet fluid is varied so that fluid and tank temperature are equal;
- a plate-fin heat exchanger in the solar loop (HE1), used to produce Domestic Hot Water when the solar irradiation is higher than the ACH (or the HE2) thermal demand;
- a plate-fin heat exchanger in the HW loop (HE2), transferring heat from the HF to the hot water (CHW) to be supplied to the fan-coils during the winter;
- a plate-fin heat exchanger in the CW/SW loops (HE3), cooling the CW loop using the seawater, SW;
- a LiBr-H₂O single-effect absorption chiller (ACH), whose generator is fed by the hot fluid (HF) provided by the solar field; the condenser and the absorber of the ACH are cooled by seawater, through the cooling water loop (CW);
- a Multiple-Effect Distillation (MED) unit, producing desalinated water from seawater;
- a wood-chip fired Auxiliary Heater (AH), providing auxiliary thermal energy to the MED unit;
- some fixed-volume pump (P1, P3, P4, P5, P6 and P7) for the HF, HW, SW, CHW and CW loops;
- a variable-speed pump (P2) for the SCF loop;
- an inertial chilled/hot water storage tank (TK3), included in order to reduce the number of start-up and shut-down events for the absorption chiller ACH;
- some Balance of the Plant (BOP) equipment (the majority not displayed in Figure 1 for sake of simplicity), such as pipes, mixers, diverters, valves, and controllers required for the system operations.

Solar energy is used to increase the CPVT outlet temperature up to the fixed set point, Tset,CPVT. Two different values are assumed for such set-point, Tset,CPVT,summer and Tset,CPVT,winter during the summer and winter operation modes, respectively. Set-point temperatures are achieved by the variable-speed pump P2. Such controller also deactivates the flow in case of possible heat dissipation. When CPVT outlet temperature is higher than 100 °C, heat exchanger HE1 is activated, producing Domestic Hot Water (DHW) and simultaneously cooling the SCF to 100 °C. In all the other cases HE1 is by-passed. A sensor measures the temperature at the top side of TK1; when such temperature is lower than a fixed set-point, TTK,set, assumed equal to Tset,CPVT − ΔTTK, and/or when this temperature is below MED design temperature (75 °C), the valves supply the SCF only to TK1. Conversely, when the top
temperature of TK1 reaches the maximum between $T_{TK, set}$ and 75 °C, the SCF is brought to the TK2, supplying heat to the MED subsystem. On the other side of TK2, the flow passes through a biomass-fired (wood chip) heater, providing auxiliary heat to the HF, supplying heat to the MED subsystem. During the summer the hot flow coming from TK1 supplies the generator of the ACH. Conversely, during the winter, such flow supplies the hot side of the heat exchanger HE2. The pump P1 is managed by a controller, measuring the temperature of the fluid exiting from the TK1. When such temperature is lower than a minimum allowable value (45 °C and 75 °C, respectively in winter and in summer), P1 is deactivated, so that the solar energy can heat TK1 up to the minimum temperature required. The condenser and absorber of the ACH are indirectly coupled by seawater, avoiding the use of a cooling tower. An indirect exchange by heat exchanger HE3 is required in order to avoid corrosion of the ACH by seawater. This system is assumed to be used as a retrofit/repowering of an existing and larger Heating and Cooling system. Therefore, all the cooling and heating energy produced by the RPS is assumed to be consumed by the end user. Such complex control system is managed by a number of different types of controllers, on/off with hysteresis, feedback, proportional, etc. Finally, all the devices, including the MED subsystem, are completely deactivated when the incident solar radiation is zero.

It is worth noting that the system under investigation was supposed to be located in Naples, in the South of Italy (latitude 40°50’ N, longitude 14°15’ E). Therefore, all weather data (ambient temperature, humidity, solar radiation, wind velocity, etc.) used in the simulation were obtained from Meteonorm database for that location. As discussed in reference [21], the system is assumed to be used as a retrofit/repowering of an existing and larger Heating and Cooling system. Therefore, the entire cooling and heating energy provided by the RPS is assumed to be dispatched to end users.

3. Simulation Model

The RPS polygeneration system described in the previous section was dynamically simulated by TRNSYS [51], which is a well-known software diffusely adopted for both commercial and academic purposes, including a large library of built-in components, often validated by experimental data. This model is based on a well-known approach, assuming stationary conditions for the non-capacitive components, whereas the capacitive ones (pipes, tanks, etc.) account for the unsteady terms in the energy balances. Such approach allows one to simulate in detail complex systems when the simulation time-step is sufficiently large (minutes). Conversely, this approach does not allow one to simulate in detail, all the transient phenomena occurring at the start-up and shut-down of the components. However, these phenomena are commonly considered negligible in the operation of such system. As a consequence, the approach implemented in TRNSYS is widely adopted in literature for the simulation of several energy systems [51]. As mentioned above, the RSP layout investigated in this paper was presented in a recent study by the authors where a detailed description of all the simulation models is provided [20]. However, the model presented in reference [20] only included mass and energy balances which allow one to calculate system temperatures, pressures, heat and mechanical flows and mass flow rates. As mentioned in Section 1, this model has been here implemented including a detailed transient exergy analysis of all the components included in the system. Simultaneously a special model has been implemented for the calculation of the exergy, thermoeconomic and environmental performance of the system. As a consequence, the following section will present
only these new models since the reader can refer to the previous paper [20] for further details regarding the simulation models.

3.1. Exergy Model

The majority of the components included in the system do not involve chemical reactions. Therefore, for such components, exergy balances can be written considering the sole physical exergy related to the material and energy streams entering and exiting each component. However, in case of MED unit and biomass heater burner, some important chemical processes occur. Therefore, in this case exergy balances must also consider the chemical exergy related to the streams involved in those components [25]. Furthermore, it is worth noting that for all the liquid fluids included in the systems, physical exergy can be calculated as:

\[
\varepsilon_{\text{ex,ph}} = (h - h_a) - T_a (s - s_a) = c[(T - T_a) + v(p - p_a)] - T_a c \ln \left( \frac{T}{T_a} \right)
\]  

(1)

However, as usual in liquids, the term \(v(p - p_a)\) is often negligible with respect to the remaining ones. For example, results presented in reference [25] show that exergy related to pressure drops is absolutely negligible with respect to the one related to temperature differences. Therefore, the previous equation can be simplified as follows:

\[
\varepsilon_{\text{ex,ph}} = (h - h_a) - T_a (s - s_a) = c(T - T_a) - cT_a \ln \left( \frac{T}{T_a} \right)
\]  

(2)

where \(c\) is the fluid specific heat and \(T\) and \(p\) are temperature and pressure of the considered state point. \(T_a\) and \(p_a\) respectively indicate the temperature and pressure of the considered dead state. Variable values of dead-state temperature and pressures could be adopted, to properly reflect the continuously variable ambient air conditions. However, as clearly shown in [52] “the results of energy and exergy analysis are usually not significantly sensitive to reasonable variations in these properties”; also, assuming a fixed dead state allows to make exergy to be a state function for any working fluid, rather than a co-property of instantaneous ambient and fluid state. In our case a conventional ambient temperature \(T_a = 25^\circ\text{C}\) was assumed, that is a value rather close to the annual average outdoor air temperature. Similarly, a constant dead state pressure, \(p_a = 1.013\text{ bar}\), was assumed.

Equation (2) can be used in order to calculate exergy per unit mass for all the streams. The exergy flow due to electrical power produced is numerically equal to the electricity produced [53]. The exergy flows due to the heat transfer can be evaluated correcting the heat flow by the corresponding Carnot factor [53]:

\[
\dot{E}_{\text{xQ}} = \dot{Q} \left( 1 - \frac{T_a}{T} \right)
\]  

(3)

However, considering that all these heat transfers are related to losses toward the environment, temperature \(T\) is equal to the environmental temperature \(T_a\) and therefore the associated exergy flow is null.

On the basis of these assumptions, the exergy balances can be written taking into account that the capacitive terms are included only for those components, such as tanks, whose energy model considers
their thermal capacity. Thus, the exergy theory can be applied in order to calculate exergy destruction rates and exergy efficiencies for all components [53]. In the followings, these calculations are shown for the main components of the system, whereas they are omitted for simple components (pipes, valves, pumps and mixers) for sake of brevity.

3.1.1. CPVT Collector

Some special calculations must be performed in order to evaluate the exergy stream due to renewable energy sources. In particular, the calculation of the exergy flow due to the solar radiation can be performed using different approaches (Jeter, Petela and others) [54]. Such approaches (“technical boundary approaches”) differ for the selection of the temperature of the sun. A completely different approach (“physical boundary approach”) disregards the conversion of solar energy into heat in the solar collector. In this paper, according to the best practise available in literature for the “technical boundary approach” [54], this calculation is performed by the Petela theorem, in which the sun temperature is set at 4077 °C (3/4 of the corresponding black body temperature) [55]:

\[
\dot{E}_{x_{\text{sun}}} = A \cdot I \cdot \left(1 - \frac{T_{\text{sun}}}{T_{\text{sun}}}\right) \quad (4)
\]

Therefore, the exergy destruction and the exergy efficiency of the CPVT are respectively as follows:

\[
\dot{E}_{x\text{,CPVT}} = \dot{E}_{x_{\text{sun}}} - \dot{W}_{\text{CPVT}} - (\dot{E}_{x_2} - \dot{E}_{x_1})
\]

\[
\eta_{\text{ex,CPVT}} = \frac{\dot{W}_{\text{CPVT}} + (\dot{E}_{x_2} - \dot{E}_{x_1})}{\dot{E}_{x_{\text{sun}}}} \quad (6)
\]

3.1.2. Biomass Heater

Similarly, the exergy flow related to the biomass entering the boiler can be calculated, considering its chemical exergy of reaction. According to the results suggested by Song et al. [56], exergy flow related to the biomass used by the boiler is:

\[
\dot{E}_{x_{\text{biomass}}} = \dot{m}_{\text{biomass}} \cdot e_{x_{\text{biomass}}} \quad (7)
\]

In case of wood chip biomass the specific chemical exergy, \(e_{x_{\text{biomass}}}\), is estimated in 19.37 \times 10^3 \text{kJ/kg} [56].

Therefore, the exergy destruction and the exergy efficiency are respectively as follows:

\[
\dot{E}_{x\text{,AH}} = \dot{E}_{x_{\text{biomass}}} - (\dot{E}_{x_7} - \dot{E}_{x_6})
\]

\[
\eta_{\text{ex,AH}} = \frac{(\dot{E}_{x_7} - \dot{E}_{x_6})}{\dot{E}_{x_{\text{biomass}}}} \quad (9)
\]

3.1.3. MED

As concerns the exergy model of the MED unit, an introduction is needed. In theory, the chemical and physical (sum of the thermal and mechanical contributes) exergy flows associated with all the
Material streams should be calculated; however, since the destruction of mechanical exergy is essentially related with the pressure losses and can be quantified by the pumping power consumption, $W_{MED}$, only the chemical and thermal exergy fractions will be calculated. Also, in order to simplify the analysis and calculate the exergy destruction and efficiency at system level, an appropriate boundary is fixed, that is represented by the bold dashed line in Figure 2, where the schematic representation of the Multi-Effect Distillation unit, with identification of the control volume is shown.

![Figure 2. Schematic representation of the MED unit.](image)

Then, all the energy transfer processes, either at the effects from 1 to 8, at the feed pre-heaters and at the down condenser, are included in the control volume and we may focus the attention on the limited number of material streams entering/exiting the volume:

- Motive hot water (*i.e.*, the hot water that supplies heat to the MED unit) entering the 1st effect at conditions represented by thermodynamic state 18 (following the notation in Figure 1) and exiting at state 19. The motive hot water is not involved in any separation process, being then unnecessary to calculate its chemical exergy content that remains constant. The exergy released to the 1st effect is:

$$
\dot{E}_{x_{18}} - \dot{E}_{x_{19}} = m_{18} \cdot c \cdot \left( T_{18} - T_{19} - T_a \ln \frac{T_{18}}{T_{19}} \right)
$$

(10)

Desalted water produced by two different phenomena: (a) evaporation occurring in the falling film heat exchanger located within each effect; (b) separation of a small amount of flash vapor whenever, for $i = 2$ to 8, the brine exiting the $i$-th effect is introduced in the $i$th effect in which a lower pressure (*i.e.*, higher vacuum) reigns. The amount of fresh water produced (indicated as “stream 21” in Figure 1) is then calculated as:
The thermal exergy associated with fresh water is not calculated, since the distillate collected in the tray finally comes into thermal equilibrium with the environment, with no useful scope. Then, the fresh water product is only associated with a chemical exergy flow exiting the control volume, and calculated by the following expression [57]:

$$E_{x,21} = \omega_{th,0} \cdot N_{21}$$  \hspace{1cm} (12)

where $\omega_{th,0}$ represents the theoretical minimum work of separation of pure water in case of null recovery ratio (i.e., null ratio between the fresh water and the feed water flow rates), measured in kJ/kmol water, and $N_{21}$ indicates the molar flow of fresh water (in kmol/s); these terms are respectively calculated by:

$$\omega_{th,0} = \phi \cdot R_{universal} \cdot T_0 \cdot X_{s,feed}$$  \hspace{1cm} (13)

$$N_{21} = \frac{m_{21}}{MM_{water}}$$  \hspace{1cm} (14)

with: $MM_{water}$: molar weight of water equal to 18 kg/kmol; $\phi$: Dissociation factor (assumed equal to 2 for NaCl); $R_{universal}$: Universal constant of gases (kJ/kmol K); $X_{s,feed}$: Molar concentration of salts in the seawater. Assuming a 38,000 ppm for the salinity of the feed (which is a reasonable figure for the Mediterranean area) a molar concentration equal to 0.0116 is obtained.

- The cooling water that absorbs at the condenser any surplus heat released from the condensing distillate flow $M_{D,8}$ that cannot be used to pre-heat the feed. The cooling flow is discarded back to the sea at a temperature $T_{feed,cond}$ usually some degrees higher than the intake seawater temperature. Although trivial, calculating the thermal exergy content of this stream is not needed since this exergy flow exiting the boundary volume represents a net loss that, even occurring outside the control volume, can be included in the total exergy balance of the MED unit as any other exergy destruction occurring inside the volume;

- The high salt concentration brine discarded at the last effect, whose chemical exergy flow can be calculated as follows [57].

$$E_{xB,8} = (\omega_{th,R} - \omega_{th,0}) \cdot N_{21}$$  \hspace{1cm} (15)

where $\omega_{th,0}$ has been obtained by Equation (13) and $\omega_{th,R}$ represents the theoretical minimum work of separation of pure water for finite water recovery ratios, calculated as follows:

$$\omega_{th,R} = \phi \cdot R_{universal} \cdot T_0 \cdot X_{s,feed} \cdot \frac{X_{s,B,8}}{X_{s,B,8} - X_{s,feed}} \cdot \ln \frac{X_{s,B,8}}{X_{s,feed}}$$  \hspace{1cm} (16)

However, the term $E_{xB,8}$ will not be explicitly included in the exergy destruction and efficiency expressions since, as said above for the thermal exergy of the cooling water, also the chemical exergy of the concentrated brine is lost immediately outside the MED system’s boundary due to rejection back to sea.
The exergy destruction rate for the whole MED, calculated including all the exergy destructions occurring inside and immediately outside the boundaries of the control volume due to the spontaneous evolution into equilibrium with the environment of the rejected stream, is given by:

$$\dot{E}_{dx, MED} = \dot{E}_{x,18} - \dot{E}_{x,19} - \dot{E}_{c,21}$$

(17)

and the exergy efficiency of the MED section can be expressed as:

$$\eta_{ex, MED} = \frac{\dot{E}_{c,21}}{\left(\dot{E}_{x,18} - \dot{E}_{x,19}\right) + W_{MED}}$$

(18)

where $W_{MED}$ is the power consumption by the MED section and $\dot{E}_{c,21}$ is the chemical exergy flow calculated by Equation (12).

3.1.4. Heat Exchangers

The exergy balance of heat exchangers can be written simply considering, inlet and exiting streams. As an example, using HE1 as reference, the exergy destruction is:

$$\dot{E}_{dx, HE1} = \dot{E}_{x,2} + \dot{E}_{x,8} - \dot{E}_{x,9} - \dot{E}_{x,3}$$

(19)

Similar balances can be used for calculating exergy destructions of HE2 and HE3. Conversely, the exergy efficiency depends on the scope of the heat exchanger (cooling or heating). Thus, the following formulations are used:

$$\eta_{ex, HE1} = \frac{\left(\dot{E}_{x,9} - \dot{E}_{x,8}\right)}{\left(\dot{E}_{x,2} - \dot{E}_{x,3}\right)}$$

(20)

$$\eta_{ex, HE2} = \frac{\left(\dot{E}_{x,28} - \dot{E}_{x,27}\right)}{\left(\dot{E}_{x,13} - \dot{E}_{x,14}\right)}$$

(21)

Finally, it worth noting that in case of HE3 an exergy efficiency cannot be defined. In fact, from the exergy point of view this is a dissipative component. Thus, no useful exergy product can be identified.

3.1.5. Tanks

The exergy balance of tank must also consider the exergy stored in the systems. As an example, using TK1 as reference, the exergy destruction is:

$$\dot{E}_{dx, TK1} = \dot{E}_{x,4} + \dot{E}_{x,15} - \dot{E}_{x,10} - \dot{E}_{x,6} - c \frac{\partial \left( T_{TK1} - T_a - T_a \ln \frac{T_{TK1}}{T_a} \right)}{\partial \theta}$$

(22)

It is worth noting that the previous equation considers the tank average temperature $T_{TK1}$. In fact, the tank under investigation is subject to thermal stratification, determining a significant vertical temperature gradient which is calculated by a detailed energy model [21] considering the vertical tank
divided in \( n \) fully mixed nodes. Therefore, the above mentioned exergy balance should be written separately for each one of the \( n \) nodes. These long calculations will allow one to evaluate the local exergy destruction in each node of the tank. However, the overall exergy destruction in the tank can be more easily calculated with respect to the sole tank average temperature. In the case of tank, no specific exergy product can be considered. Therefore, the definition of the exergy efficiency is meaningful.

### 3.1.6. ACH

The calculation of the exergy destruction rate is given by:

\[
\dot{E}_{x,d,ACH} = \dot{E}_{x_{11}} + \dot{E}_{x_{22}} - \dot{E}_{x_{12}} - \dot{E}_{x_{23}} - \dot{E}_{x_{24}}
\]  

(23)

The exergy efficiency is given by:

\[
\eta_{ex,ACH} = \frac{\dot{E}_{x_{23}} - \dot{E}_{x_{22}}}{\dot{E}_{x_{11}} - \dot{E}_{x_{12}}}
\]  

(24)

### 3.1.7. RPS

Finally, the equation for the global exergy efficiency, ratio between exergy product and fuel, of the RPS is given by:

\[
\eta_{ex} = \frac{\dot{W}_{CPVT} + \dot{E}_{x_{21}} + \Delta \dot{E}_{x_{USER}}}{\dot{E}_{x_{sun}} + \dot{E}_{x_{biomass}}}
\]  

(25)

where \( \Delta \dot{E}_{x_{USER}} \) is the physical exergy variation, depending on the inlet and outlet temperature from the generic user.

### 3.2. Economic Model

In order to assess the most convenient configuration and operation of the plant (number and sizes of units, flow rates etc.) considering all simulated ones, two economic objective functions were defined.

The first objective function represents the annual operation cost \( C_{op} \), Equation (26), associated to operation of the plant that considers: (i) the annual capital cost of the all components of the plant \( J_{tot,year} \), Equation (27); (ii) the annual saving in terms of operating costs achieved by the RPS respect the reference system, \( \Delta C_{op} \). This term is strictly related to the savings of electrical, thermal, cooling energy, to the production of desalted water and to the operation cost for the auxiliary heater AH (the wood chip cost); (iii) the public funding for the annual energy and water production, \( FUN \); (iv) the environmental aspect in terms of the economic gain obtained by the emission trading certificates, considering the CO\(_2\) annual emissions savings \( BC \), Equation (28). This last term is calculated considering the obtained saving of electrical and thermal energy during the year. Therefore, considering the sum over all the time-steps, the objective functions \( C_{op} \), \( J_{tot,year} \) and \( BC \) are:
\[ C_{op} = \left( J_{tot, year} - \Delta C_{op} - FUN - BC \right) \]  
\[ J_{tot, year} = \frac{J_{tot}}{AF} \]  
\[ BC = \sum_i F_{el} \cdot c_{CO_2} \left( \frac{E_{el,CPVT} - E_{el,aux}}{\eta_{el,i}} \right) + F_{NG} \cdot c_{CO_2} \cdot \left( Q_{h,i} + Q_{DHW,i} \right) \]

The capital costs of all the components of the system are calculated on the basis of the cost figures presented in reference [21]:

\[ J_{CPVT} = 600 \cdot A_{CPVT} \]  
\[ J_{ACH} = 10^{-5} \cdot P_{ACH}^3 - 0.0393 \cdot P_{ACH}^2 + 244.53 \cdot P_{ACH}^3 + 95494 \]  
\[ J_{TK} = 494.9 + 0.808 \cdot V_{tk} \]  
\[ J_{pump} = 1.08 \cdot (-0.00000002 \cdot Q_{pump}^2 + 0.0285 \cdot Q_{pump} + 388.14) \]  
\[ J_{HE} = 150 \cdot \left( \frac{A_{HE}}{0.093} \right)^{0.78} \]  
\[ J_{MED} = 0.5 \left[ 800 \cdot \left( M_{D, total} \cdot 3.6 \cdot 24 \right) + c \cdot \left( A_{total} \right)^T \right] \]

Reference [21] also includes all the data and parameters required to calculate investment and O&M cost figures. In Equation (26), the terms with the sign “−” represent the economic gain, the term with the sign “+” the cost. Therefore, in order to maximize the economic profitability of the RPS, and consequently minimize the operation cost for the auxiliary heater and the capital costs for all components, the annual operation cost objective function, \( C_{op} \), must be minimized. The used feed-in tariffs for \( FUN \) are: 0.45 €/kWh for electric energy, 0.20 €/kWh for thermal and cooling energy and 1.0 €/m\(^3\) for desalinated water. The equations and the used values for assessing the terms \( J_{tot} \) and \( \Delta C_{op} \), are available in reference [14]. In Equation (27) the Annuity Factor (AF) is calculated equal to 12.5 years, considering a discount rate equal to 5% and a time horizon of 20 years. In Equation (28) \( F_{NG} \) is the emission factor of natural gas in kg CO\(_2\) equivalent per kWh, \( F_{el} \) is the emission factor of electrical energy, respectively, assumed equal to 0.20 kgCO\(_2\)/kWh and 0.48 kgCO\(_2\)/kWh; \( c_{CO_2} \) is the economic value assumed for the CO\(_2\) emission savings, equal to 0.001 €/kgCO\(_2\). The Profit Index (PI), defined by Equation (35), is selected as the second objective function. \( NPV \) is the Net Present Value, Equation (36), also considers the emission trading certificates, the incentives and the economic saving. The higher the \( PI \) values are, the best the economic profitability of the system. For this reason, the Profit Index objective function, \( PI \), must be maximized:

\[ PI = \frac{NPV}{J_{tot}} \]  
\[ NPV = AF \cdot (BC + FUN + \Delta C_{op}) - J_{tot} \]
4. Results and Discussion

4.1. Exergy Analysis

On the basis of the exergy model, briefly presented in the previous section, the simulation tool allows one to calculate all the components of the exergy balances (fuel, product and destroyed exergy) and the exergy performance parameters (exergy efficiency and efficiency defect) for the single components and for the system as a whole. Such parameters can be calculated on whatever time basis. In this section, for sake of clarity, results are integrated on daily basis. Such time scale allows one to analyze the variation of the parameters during the year and simultaneously the integration mitigates the unavoidable fluctuations occurring during the dynamic operation of the system. As mentioned before, the system under investigation was supposed to be located in Naples, in the South of Italy. Therefore, all the weather data (ambient temperature, humidity, solar radiation, wind velocity, etc.) are obtained from Meteonorm database for that location. According to this database, the average daily total radiation on horizontal is 4.18 kWh/m\(^2\) day. Such reading dramatically varies during the year, ranging from 0.45 to 8.7 kWh/m\(^2\) day. As discussed in reference [21], the system is assumed to be used as a retrofit/repowering of an existing and larger heating and cooling system. Therefore, all the cooling and heating energy produced by the RPS is assumed to be consumed by the end user. Additional data regarding system design parameters and design variables are diffusely provided in reference [21].

In particular, Figure 3 shows the exergy inputs for the system (fuels), namely: solar energy, biomass used by the AH and electrical energy consumed by the auxiliary devices. Here, it is clearly show that the exergy flow related to the auxiliary electrical devices is marginal with respect to the remaining ones. As expected, it is also clearly shown that the solar exergy varies proportionally to the available solar radiation, becoming extremely high during the hottest summer days. During the summer, the magnitude of solar exergy is often higher than the one related to the biomass. Conversely, in winter this trend changes. This is due to the fact that the running time of the AH and MED is strictly related to the daylight time, which dramatically decreases in winter.

![Figure 3. Daily exergy fuel.](image-url)
As a consequence, a lower amount of biomass is demanded in winter, determining the trend shown in Figure 3. Figure 4 shows the exergy outputs (products) of the system.

![Figure 4. Daily exergy product.](image)

As expected, the exergy flow related to the CPVT electrical production is strictly dependent on the available solar exergy input. This exergy product is dominant over the other ones. This result is not trivial. In fact, from the energy point of view, this electrical production is much lower than the thermal and cooling ones [21]. However, from the exergy point of view, the “quality” of such thermal and cooling energy is poor being the temperature of the fluid very close to the environmental one. Thus, this important result suggests to pay much more attention to the CPVT electrical production than to the thermal/cooling one. Figure 4 also shows that the exergy product, related to the produced desalted water, is much lower than the electrical, thermal and cooling ones. This product also increases during the summer as a consequence of the enhanced MED capacity. Finally, HE1 exergy product is null since that heat exchanger is never activated. Figures 3 and 4 show that, during the summer, a significant increase of both exergy fuels and products are achieved. This is due to the higher availability of solar radiation which determines an increase of the RPS daily operating time. As expected, the higher the exergy product, the higher the exergy destruction in the RPS, as shown in Figure 5.

Here, it is also clear that the highest exergy destruction is achieved in the auxiliary heater (AH). A significant contribution is also given by the solar field, which in the summer shows irreversibilities comparable with the AH ones. Conversely, exergy destructions in all the remaining components are orders of magnitude lower. Finally Figure 6 shows the exergy efficiencies of the main components and of the RPS system as a whole.

ACH exergy efficiency oscillates between 30% and 35%. CPVT exergy efficiency is very low, in accordance with similar results available in literature, oscillating between 5% in the coldest winter days up to 27% in summer. MED and RPS exergy efficiencies are very stable around 5.5% and 4%, respectively.

The overall result of this analysis suggests that the system exergy efficiency is poor. Although the system is based on renewable energy source, their exergy utilization is very difficult. In fact, solar
energy use determines large irreversibilities due to the high temperature difference between the sun the operating fluid. Similarly, biomass is used in a conventional heater where the exergy efficiency is poor since the temperature of the heated fluid is low (around 75%).

![Figure 5. Daily exergy destruction.](image)

![Figure 6. Daily exergy efficiency.](image)

### 4.2. Exergoenvironmental and Economic Optimizations

The previous analysis shows that the system may be significantly optimized from exergy (and consequently also from thermoeconomic) point of view. Therefore, an optimization procedure for determining the value of the most important design parameters was carried out.

In the present paper, the computer Design of Experiment (DoE) analysis [51] was performed. By such technique, the set of synthesis/design parameters for optimizing the system exergy, environmental and economic performance was detected. In general this technique is widely adopted...
for industrial and academic purposes in order to maximize (or minimize) a selected objective function. In particular, the DoE allows one to: (i) analyse the effects of the main design parameters on the considered objective function; (ii) create an analytic model of the selected objective function in relation to the system design variables; (iii) plot the optimum response surface, i.e., the graphical depiction of the assessed analytic function and (iv) perform an optimization procedure aiming at determining the optimal values of the design variables. In order to keep low the iteration number of the DoE procedure, statistical techniques should be adopted. For the industrial applications this reduction is strongly recommended for limiting the systems’ design costs. A lower number of experiments are usually obtained adopting fractional factorial designs. In this paper, the optimization procedure is achieved replacing the conventional experimental campaign by computer simulations, carried out by the above described transient models. Such process is obtained by just a single repetition of each simulation experiment, since such simulated experiments are obviously not affected by any result variations (measurement errors) that conversely occur in the real experimental processes. Here, a full factorial design is utilized in order to improve the DoE results accuracy, suffering the only disadvantage of longer computational times. Therefore, the number of system design variables and the corresponding levels are chosen as a function of the maximum time selected for the computer simulation.

For the optimization procedure considered in this paper, the following four design variables are selected: (i) the number of PVT collectors (N_SC); (ii) the number of MED effects (N_EFF); (iii) TK1 volume per SC surface area (v_TK1); (iv) P4 flow rate/N_SC (q_P4). For all the considered variables, the number of levels is set equal to 4 and the corresponding values are reported in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unit</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_SC</td>
<td>(-)</td>
<td>250</td>
<td>500</td>
<td>750</td>
<td>1000</td>
</tr>
<tr>
<td>N_EFF</td>
<td>(-)</td>
<td>5</td>
<td>8</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>v_TK1</td>
<td>L/m²</td>
<td>25</td>
<td>50</td>
<td>75</td>
<td>100</td>
</tr>
<tr>
<td>q_P4</td>
<td>kg/h</td>
<td>100</td>
<td>250</td>
<td>500</td>
<td>750</td>
</tr>
</tbody>
</table>

For such considered operating conditions, 256 different simulations are required. Each simulation is referred to an entire year with a selected time-step of 0.04 h. The resulting computational time was close to 20 min for simulation. Therefore, the overall optimization can be completed in about 4 days of continuous calculations. Alternative possible optimization techniques (requiring different runs for each selected objective function) would require computational times one order of magnitude higher than. For evaluating the combined exergy, economic and environmental performance of the RPS, 4 objective functions are selected: (i) the overall destroyed exergy, Ex_d, total; (ii) the operating cost, C_op; (iii) the exergy efficiency of the system, η_ex; (iv) the profit index, PI. For each possible combination of the considered design variables, such functions are calculated. For each objective function a fourth order interpolating function is defined. Usually such function is considered in order to: (i) assess the main effects of the selected variables on the system performance (i.e., a correlation between the selected objective function and the system considered design variables); (ii) draw the relative interaction plots (main effects curves parameterized as a function of the system design variables); (iii) obtain a system
optimal response surface (i.e., an analytical relationship among the objective function and all the considered design variables).

4.2.1. DoE: Main Effects Plots

By the main effect plots the mean value of the selected objective function for each level of the considered design variable and the influence of each design parameter variation on the objective function are obtained. Figures 7–9 show the main effect plots for, respectively, $E_{\text{d,total}}$, $C_{\text{op}}$, $P_{\text{I}}$ and $\eta_{\text{ex}}$. In Figure 7 the main effect plots for $E_{\text{d,total}}$ are shown.

**Figure 7.** Main effects plots for $E_{\text{d,total}}$.

**Figure 8.** Main effects plots for $C_{\text{op}}$. 
In particular, an increase of \( N_{SC} \) involves a greater production of electric and thermal energy, but also an increase in the overall exergy destruction, \( \text{Ex}_{d,\text{total}} \), basically due to the increased contribution of solar collectors. It is clearly shown that the most significant parameter for the \( \text{Ex}_{d,\text{total}} \) variation is \( N_{SC} \). An increase of \( N_{EFF} \) from 5 to 14 does not significantly affect the trend of \( \text{Ex}_{d,\text{total}} \). In fact, an increase of the number of effects only determines a greater production of desalted water, whereas the heat demand remains almost constant. This circumstance, in combination with the low MED efficiency defect, determines the trend shown in the figure. In the same figure, it is shown that an increase of the specific tank volume, \( \text{vtk}_1 \), does not affect the \( \text{Ex}_{d,\text{total}} \), that it is almost constant in all cases. This result suggests that an increase of the tank volume only determines a slight increase of exergy destruction, due to higher thermal losses occurring in larger tanks. An increase of \( q_{p4} \) slightly affects the \( \text{Ex}_{d,\text{total}} \): in fact, such parameter (P4 flow rate/\( N_{SC} \)) defines the ratio between ACH (or HE) capacity and that of the solar field. Therefore, the higher \( q_{p4} \), the higher the amount of thermal/cooling energy delivered to end users.

Consequently, an increase of such exergy product also determines an increase of the exergy destruction. Such trend is not linear. In fact, in case of ACH and HE large capacities, at constant solar field size, the exergy product remains almost constant since only a reduction of ACH and HE operating time is achieved. In Figure 8 the main effects plots for \( C_{op} \) are shown.

\( C_{op} \) is defined as the difference between costs and incomes. Therefore, lower, and eventually negative values of such parameter, indicate a higher profitability of the system. Once again, \( N_{SC} \) is the most important parameter. In fact, the capacities of all components depend on the number of collectors included in the solar field. Obviously, when \( N_{SC} \) varies from 250 to 1000, the global capital cost proportionally increases. Simultaneously, a higher electrical and thermal production is achieved. Such increase determines a growth of annual revenues (public funding, economic annual saving, emission trading certificates) higher than the annual capital cost of the system. The overall result is a positive reduction of the objective function \( C_{op} \). Similarly, an increase of \( N_{EFF} \) determines both a higher capital
cost and a larger production of desalinated water: such effect is dominant over the higher system capital cost, determining a decrease of $C_{op}$. However, such decrease is not particularly sharp, as shown in Figure 8. Conversely, an increase of $v_{TK1}$ determines an increase of $C_{op}$. In fact, larger tanks are not profitable, due to the higher capital costs and to the higher thermal losses. Finally, an increase of $q_{p4}$ determines a non-monotonic trend of $C_{op}$. In fact, this parameter affects HE and ACH capacities, as discussed above. Consequently, an optimum for $q_{p4}$ is found around 500 kg/h, corresponding to a ACH cooling capacity of 2.9 kW per unit solar collector. In Figure 9 the main effect plots for $\eta_{ex}$ are shown.

According to the trend of $Ex_{d,\text{total}}$, $\eta_{ex}$ is particularly sensitive to NSC. In particular, the exergy efficiency increases in case of larger solar fields. This is due to the fact that CPVT exergy efficiency is higher than that of the Auxiliary Heater (AH). Therefore, an increase of the solar field area induces an increase of the CPVT efficiency defect and a decrease of the AH efficiency defect, resulting in an overall improvement of the RPS exergy efficiency. Conversely, $N_{EFF}$, $v_{TK1}$, and $q_{p4}$ do not significantly affect $\eta_{ex}$, which is close to 0.10 in all cases. A parametric analysis has been carried out in order to analyze the effects of the variability of some of the main design parameters on the objective function selected as representative of the efficiency and economic/environmental feasibility of the RPS. The interaction plots were obtained by fixing three of the design variables and varying the fourth one, for each RPS layout, so that the separate influence of each design parameter variation on the objective function is found out. For sake of brevity, such plots are not reported, but the corresponding information is provided by the contour plots of the optimal response surface reported in the following figures.

4.2.2. DoE: Contour Plots of the Optimal Response Surface

In Figures 10–12 the contour plots of the optimal response surface are displayed for $C_{op}$, $Ex_{d,\text{total}}$, and $\eta_{ex}$, respectively. Each figure consists of six subplots, including all the possible combinations between the four considered design values. Each subplot was usually referred to the product of the two independent variables under consideration. So, for each plot two design variables were considered at the same time, whereas all the remaining variables were kept constant at their optimal values. Such values are reported on the right side of each figure. In Figure 10, the $C_{op}$ response surface graph is displayed.

Here, it is clearly shown that the system performance improves when the maximum allowable number of CPVT is considered. A minimum of the objective function is also found for $q_{p4}$, slightly higher than 500 kg/h. Figure 11 shows the contour plots of $Ex_{d,\text{total}}$. Here, the $v_{tk1}N_{EFF}$, $q_{p4}N_{EFF}$, $q_{p4}V_{tk1}$ contour plots show the lowest gradients, particularly for the $v_{tk1}N_{EFF}$ combination. Otherwise, the first row shows how dramatically NSC affects the overall system exergy destruction, $Ex_{d,\text{total}}$. In Figure 12 the contour plots of $\eta_{ex}$ are reported.

$v_{tk1}N_{EFF}$, $q_{p4}N_{EFF}$, $q_{p4}V_{tk1}$ combinations contour plots show the lowest gradients, particularly for $q_{p4}N_{EFF}$ and $q_{p4}V_{tk1}$ combinations. It is also clear that the higher the values of NSC, the greater the $\eta_{ex}$ (>12%, dark green area). $\eta_{ex}$ is maximized when NSC is greater than 750 and $q_{p4}$ lower than 250 kg/h.

In summary, all the results shown by the analysis of the response surface show the same general trends obtained by the main effects plots. However, the analysis of the response surface is also useful to detect the optimal configuration for all the combinations of the design parameters.
**Figure 10.** Contour plots of $C_{op}$.

**Figure 11.** Contour plots of $E_{x,d,\text{total}}$.

**Figure 12.** Contour plots of $\eta_{ex}$. 
4.2.3. DoE: Optimization

The results of the analysis of the optimum response surface can be further refined performing a rigorous mathematical optimization, aiming at calculating the set of design parameters maximizing (or minimizing) the selected objective function.

In this analysis, the selected objective functions (OFs) are the overall destroyed exergy, Exd,total; the operating cost, C_op; the exergy efficiency of the system, η_ex; the profit index, PI. For each OF, the goal must be defined. In this case, in order to improve the system from the economic point of view, C_op was minimized and PI maximized. Instead, in order to improve the system from the thermodynamic point of view, Exd,total was minimized and η_ex maximized. N_SC, N_EFF, v_TK1 and q_p4 are the design input variables. In Table 2 the final optimal solutions for each objective functions are shown.

<table>
<thead>
<tr>
<th>OFs</th>
<th>Design variables</th>
<th>Optimal</th>
<th>Initial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Goal</td>
<td>Value</td>
<td>Unit</td>
</tr>
<tr>
<td>PI</td>
<td>Max.</td>
<td>3.43</td>
<td>-</td>
</tr>
<tr>
<td>C_op</td>
<td>Min.</td>
<td>-2480</td>
<td>k€</td>
</tr>
<tr>
<td>η_ex</td>
<td>Max.</td>
<td>12.80</td>
<td>%</td>
</tr>
<tr>
<td>Exd,total</td>
<td>Min.</td>
<td>9.46</td>
<td>GWh/y</td>
</tr>
</tbody>
</table>

In the same table, the values of the OFs for the initial reference configuration of the plant (N_EFF = 8; N_SC = 250; q_p4 = 250 kg/h; v_TK1 = 50 L/m²) are reported. The results of the optimization procedure indicate that the specific volume of the tank, v_TK1, must be equal to the lower value of 25 L/m². In order to reach the maximum for η_ex of 12.80% and the minimum for Exd,total of 9.46 GWh/y, the number of effects of MED unit, N_EFF, is equal to 9, and the specific flow rate, q_p4, is equal to 100 kg/h. As expected, in order to maximize the η_ex, the highest number of collectors N_SC equal to 1000, is required. The economic feasibility of the plant is obtained maximizing PI, equal to 3.43, respect to 2.64 of the reference configuration. This result is due to the higher number of MED effects and CPVT collectors, N_EFF and N_SC, respectively, equal to 14 and 760, and with q_p4 equal to 475 kg/h. Conversely, C_op is reduced to −2480 k€, respect to −541 k€ of the reference configuration, when q_p4 is equal to 620 kg/h and N_SC is equal to higher value.

5. Conclusions

In this paper, an optimization model and an exergy analysis of a Renewable Polygeneration System, consisted of CPVT, SHC, a MED unit, and an auxiliary boiler, for the production of thermal, electrical, cooling energy, and desalinated water, is presented.

The optimization model includes a computer-based design of experiments procedure aiming at determining, from the exergy-environmental and economic point of view, the optimal configuration of the plant varying the most important system design variables (solar collectors and MED effects number, P4 specific flow rate, TK specific volume). The optimization process was carried out for maximizing
the exergy efficiency and the profit index and for minimizing the operation cost and the global destroyed exergy.

All simulations show that, the storage tank volumes should be relatively small (25 L per unit area of solar field). Regarding the economic objective functions, qp4 design variable should not exceed 475 kg/h. In addition, the optimal solution suggests both the installation of a high MED number of effects (namely: 14), in order to obtain greater public funding and economic savings by the desalinated water production, and the installation of about 760 collectors for maximizing PI and 1000 for minimizing \( C_{\text{op}} \). Then, despite the high capital cost of the solar collectors, the economic optimization results suggest a greater capacity of the solar field. The same result occurs also for the global exergy efficiency, which has the maximum value of 12.8% for 1000 solar collectors. In this case, about 87.2% of the fuel exergy entering the system is destroyed. In fact, for minimizing the global destroyed exergy objective function, the solar collectors number must be low.

The exergy analysis has shown that the exergy flow related to the CPVT electrical production is higher than the thermal/cooling and MED ones. During the summer, a significant increase of both exergy fuels and products are achieved. This is due to the higher availability of solar radiation. The highest exergy destruction is achieved in the auxiliary heater (AH) and in the solar field. In particular, during the hottest summer days, solar exergy becomes extremely high and it is generally often higher than the one related to the biomass. The overall result of this analysis suggests that the system exergy efficiency is poor. Although the system is based on renewable energy source, their exergy utilization is very difficult. In fact, according to the results of the optimization, solar energy use determines large irreversibilities due to the high temperature difference between the sun the operating fluid.
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**Nomenclature**

\[
\begin{align*}
A & \text{ Area (m}^2) \\
AF & \text{ Annuity Factor (years)} \\
BC & \text{ Incomes from trading of CO}_2 \text{ emission certificates (€/year)} \\
c & \text{ Specific heat (kJ/kg K)} \\
c_{CO_2} & \text{ Unit economic value for the CO}_2 \text{ emission saving (€/kgCO}_2) \\
C_{\text{op}} & \text{ Annual operating cost (€/year)} \\
c_p & \text{ Specific heat at constant pressure (kJ/kg K)} \\
E_{el} & \text{ Electric energy (kWh)} \\
\dot{E}_{el} & \text{ Electric power (kW)} \\
ex & \text{ Specific exergy (kJ/kg)} \\
\dot{Ex} & \text{ Exergy flow (kW)}
\end{align*}
\]
$Ex_c$ Chemical exergy flow rate (kW)

$Ex_{d,\text{total}}$ Overall destroyed exergy Objective Function (kWh/year)

$F$ Emission factor (kg CO₂/kWh)

$FUN$ Public funding (€/year)

$h$ Specific enthalpy (kJ/kg)

$l$ Total radiation (kW/m²)

$J_{\text{tot,year}}$ Annual total capital cost (€/year)

$m$ Mass flow rate (kg/s)

$M_{D,i}$ Distilled water mass flow rate (kg/s)

$MM$ Molar weight (kg/kmol)

$\dot{N}$ Molar flow of fresh water (kmol/s)

$N_{\text{EFF}}$ Number of MED effects collectors (-)

$NPV$ Net Present Value (€)

$N_{\text{SC}}$ Number of solar collectors (-)

$p$ Pressure (kPa)

$P$ Daily exergy product (kWh/day)

$Pl$ Profit Index Objective Function (-)

$Q$ Thermal energy (kWh)

$q_{p4}$ P4 flow rate/ $N_{\text{SC}}$ (kg/h)

$R_{\text{universal}}$ Universal constant of gases (kJ/kmol·K)

$s$ Specific entropy (kJ/kg·K)

$t$ Temperature (°C)

$T$ Temperature (K)

$v$ Specific volume (m³/kg)

$v_{TK1}$ TK1 volume per SC surface area (L/m²)

$X$ Molar concentration of salts in the seawater (ppm)

$W$ Electrical power CPVT (kW)

$W_{\text{MED}}$ Electric power used by the MED (kW)

**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACH</td>
<td>Absorption Chiller</td>
</tr>
<tr>
<td>AH</td>
<td>Auxiliary Heater</td>
</tr>
<tr>
<td>BOP</td>
<td>Balance of Plant</td>
</tr>
<tr>
<td>CHW</td>
<td>Chilled Water</td>
</tr>
<tr>
<td>CPVT</td>
<td>Concentrating Photovoltaic-Thermal Collector</td>
</tr>
<tr>
<td>COP</td>
<td>Coefficient of Performance</td>
</tr>
<tr>
<td>CW</td>
<td>Cooling Water</td>
</tr>
<tr>
<td>D</td>
<td>Diverter</td>
</tr>
<tr>
<td>DoE</td>
<td>Design of Experiment</td>
</tr>
</tbody>
</table>
DHW  Domestic Hot Water
DW  Desalted water
HE  Heat exchanger
HF  Hot fluid
HW  Hot water
M  Mixer
MED  Multiple-Effect Distillation
MSF  Multi-Stage Flash
P  Pump
PVT  Photovoltaic-Thermal collectors
RO  Reverse Osmosis
RPS  Renewable Polygeneration System
SCF  Solar Collector Fluid
SHC  Solar Heating and Cooling
SW  Seawater
TK  Tank

Greek Symbols

\( \varphi \)  Dissociation factor (-)
\( \omega_{th} \)  Theoretical minimum work of separation (kJ/kmol)
\( \vartheta \)  Temperature (K)
\( \eta \)  Efficiency (-)
\( \eta_{ex} \)  Exergy efficiency (-)

Subscripts

\( a \)  Ambient
\( aux \)  Auxiliary
\( AH \)  Auxiliary Heater
\( B \)  Brine
\( biomass \)  Biomass
\( c \)  Chemical
\( cond \)  Condensing
\( CPVT \)  Concentrating Photovoltaic-Thermal Collector
\( d \)  Destroyed
\( D_{\text{flash}} \ i \)  Distillate produced by flash at brine inlet at \( i \)-th effect
\( DHW \)  Domestic Hot Water
\( D, i \)  Distillate by evaporation at \( i \)-th effect
\( el \)  Electrical
\( ex \)  Exergy
\( feed \)  Seawater in input to the plant
\( fresh \)  Related to the fresh water produced
\[ h \]
\[ i \]  
\[ i \)-th time-step

**MED**  
Multi-Effect Distillation

**NG**  
Natural gas

**ph**  
Physics

\[ s \]  
Salts

\[ sun \]  
Sun

\[ t \]  
Traditional

\[ tot \]  
Total
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