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Abstract: In this paper, a methodology for multi-objective optimization of trigeneration plants is presented. It is primarily applicable to the systems for buildings’ energy supply characterized by high load variations on daily, weekly and annual bases, as well as the components applicable for flexible operation. The idea is that this approach should enable high accuracy and flexibility in mathematical modeling, while remaining efficient enough. The optimization problem is structurally decomposed into two new problems. The main problem of synthesis and design optimization is combinatorial and solved with different metaheuristic methods. For each examined combination of the synthesis and design variables, when calculating the values of the objective functions, the inner, mixed integer linear programming operation optimization problem is solved with the branch-and-cut method. The applicability of the exploited metaheuristic methods is demonstrated. This approach is compared with the alternative, superstructure-based approach. The potential for combining them is also examined. The methodology is applied for multi-objective optimization of a trigeneration plant that could be used for the energy supply of a real residential settlement in Niš, Serbia. Here, two objectives are considered: annual total costs and primary energy consumption. Results are obtained in the form of a Pareto chart using the epsilon-constraint method.
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1. Introduction

On-site energy systems with cogeneration, trigeneration and thermal storage are very important today, because of their significant potential to provide benefits related to finances, energy efficiency, environmental impact, flexibility and security of the energy supply. Their main advantages are: high conversion efficiency, low losses due to relative closeness to the consumers and operational flexibility. In order to maximize these benefits, but also to explore the relations and to find a compromise between conflicting objectives, energy supply systems should be optimized, often using two or more criteria.

Three levels of energy system optimization are recognized: (1) synthesis; (2) design and (3) operation optimization (OO) [1–3]. Synthesis optimization defines the configuration, i.e., the set of components included in the system and their interconnections. Synthesis decision variables are usually binary (0–1), indicating whether a component or an interconnection should be included or not. Design optimization implies the technical specifications of the components and the properties of substances at nominal loads. Design decision variables are sometimes considered as continuous in order to simplify a problem, even when their real nature is discrete (e.g., capacities of the components). OO finds parameters related to desirable operational regimes. It might involve 0–1 variables, indicating the on/off states of the components, and continuous variables for the load levels of the components or fluid state properties. The consideration of operation modes is very important when analyzing cogeneration systems [4,5], especially when loads vary significantly on daily, weekly and annual bases. This is the case with buildings’ supply plants. OO is often performed with time steps of 1 h, although other values are used, as well.

For mid- and long-term optimization (one year and more), observed periods are usually represented with several typical days to reduce the size of the problem. Typical weeks might be used, as well [6]. In [7,8], the methodologies for choosing typical days i.e., periods, are suggested. In contrast, in [9], a full year is analyzed, although with a somewhat longer time step of 4 h. In [10], the consideration of a whole observed period is suggested based on moving-horizon short-term operation optimization.

When defining a mathematical model of a plant, some simplifications are required. They might be related to avoiding the use of integer variables or not considering part-load performance, the dynamic aspect of the problem, start-up and shutdown operation, etc. The simplest problems are linear and do not contain discrete variables. They are solved fast, using linear programming (LP) techniques. Lower bounds on component loads are not defined, due to the absence of the on/off variables, and this can lead to the results being infeasible in practice [11]. More complex problems are usually harder to solve, but often better represent an actual state. Thus, the complexity of mathematical models is a matter of compromise. The importance of considering details and choosing the optimization methods is analyzed in [11,12].
LP is used in [13,14] for design and operation optimization (DOO). In [13], multi-objective (MO) optimization of an energy system supplying areas with residential and business buildings is based on three typical days. The objectives are minimal annual costs and greenhouse gas emission (GHGE). In [14], the net present worth of a trigeneration system supplying a commercial building is maximized, along with the study of the financial change impact. Twelve typical days represent the plant life time.

Mixed integer linear programming (MILP) is widely used for energy system optimization to solve the problems based on the plant superstructure. The superstructure includes all observed components. Synthesis 0–1 variables are used to select the components included in the optimal plant structure. Synthesis, design and operation optimization (SDOO) are performed simultaneously, as part of a single problem. The exact solution of a feasible problem can always be found, and the error, if tolerated, might be controlled. The issue with this type of formulation is that complex superstructures imply very large and hard-to-solve MILP problems. In [15], large superstructures are avoided using heuristic preselection.

Many problems can be made suitable for MILP. Nonlinear functions can be approximated with piecewise linear ones [9,16]; integer variable products and logical operators can be handled [17,18], etc. This often requires additional constraints or decision variables, making the problem more complex.

In [19], MILP is used to get the minimal annual total costs (ATC) of a hospital trigeneration system by solving an integrated SDOO problem, based on 24 typical days. The impact of legal constraints is emphasized. In [20], a similar approach is applied to residential buildings’ supply. In [21], MILP is used for SDOO of a distributed cogeneration system supplying public buildings with ATC as an objective. An MO SDOO problem of a trigeneration system supplying a hotel and a hospital is solved in [3]. Only 0–1 variables are considered the ones related to the synthesis problem. The goals are profit and primary energy savings (PES). In [5], the optimal ATC of a trigeneration system supplying a hospital and a group of apartments are determined using integrated DOO, considering 12 typical days of a year. A similar approach is used in [22] to estimate energy savings potential and the economic gain of cogeneration in residential objects. DOO with the goal of maximizing the gross operational margin and the net present value (NPV) of a trigeneration plant in a hospital complex, based on six typical days, is presented in [23]. In [5,22,23], the discrete variables are only related to the equipment on/off states. In [24,25], primary energy consumption (PEC) is the objective of residential micro-cogeneration system optimization. An approach for more sophisticated thermal storage modeling, suitable for MILP problems, is shown in [26].

MILP is widely used to optimize multiple interconnected distributed systems, i.e., micro-grids (MG) [27–29]. MG planning and optimization importance is underlined in [30,31]. Unlike most of the problems dealing with a single plant, the heat network is often considered, and its design is optimized [32]. In [33], multi-level optimization is foreseen, i.e., locally, at the level of several buildings and at the grid level. One extreme and seven typical days are observed.

Nonlinear problems are also seen in the literature. An approach based on the Lagrange multipliers is used in [34] for integrated DOO of a hospital trigeneration plant to maximize the net cash flow and PES.

Metaheuristic (MH) methods are very popular for nonlinear or larger problems, e.g., when the plant lifetime is analyzed. Their advantages are flexibility, ease of implementation and ease of mathematical modeling, since they can handle nonlinear and logical relations directly or perform numerical procedures, etc. They are applicable to very complex problems. MH methods are usually more efficient than MILP for larger problems, but obtaining global optima is never guaranteed, and gaps cannot be controlled.
Genetic algorithms (GAN) are used in [35] to maximize NPV, while the evolutionary algorithm (EVA) is exploited in [36] to minimize ATC and GHGE of trigeneration plants supplying residential buildings. In [37], a two-level optimization problem is presented for a trigeneration system of an office building with respect to ATC and GHGE. The problem is solved combining EVA for design and LP for OO, for 12 typical days. A combination of particle swarm optimization (PSO) for design optimization and LP for OO is used to solve a continuous problem in [38], i.e., to maximize NPV for a hospital cogeneration plant. GHGE is taken into account via assigned pollution related costs. In [36–38], only design and operation variables are considered. In [39], the problem is decomposed. MILP is used for solving the slave problem, while EVA is exploited for the master MO problem. Both problems include design variables, but only the slave considers operation. Twelve typical days are considered.

In addition to the mentioned objective functions, others might be defined for MO optimization of energy systems, as well, e.g., maximization of exergy efficiency [40], maximization of local energy generation usage, minimization of discomfort [41], minimization of local pollutant emissions, etc.

This paper presents an approach to SDOO of trigeneration plants. It is primarily created for the optimization of buildings energy supply systems satisfying the demands with significant variations. This approach is based on the conceptual decomposition of the problem into the main discrete combinatorial synthesis and design optimization problem and the inner OO problem. Synthesis and design optimization is solved using MH methods suitable for combinatorial optimization, while MILP is used for OO. A similar approach is already presented by the authors in [42], where GAN and PSO are combined with the branch-and-cut method. The purpose of this paper is to extend that work in the following directions:

- Demonstrate the applicability of other MH methods, some of which are not extensively used for energy systems optimization, and give some basic comparison between their performances,
- Demonstrate the applicability of the methodology for solving MO optimization problems,
- Compare this approach with the alternative, superstructure-based approach,
- Explore the possibilities to combine these two approaches and potential benefits,
- Improve and generalize the mathematical model for OO.

2. Problem Formulation

Here, a methodology for SDOO of trigeneration plants is defined, in order to provide financially acceptable and energy-efficient solutions for the energy supply of a building or a group of buildings. Moreover, it can be used for the optimization of district heating and even some industrial energy systems. The energy supply plant has to be able to satisfy the entire heating and cooling demand of the consumers, while the electricity demand might be partially (or entirely) satisfied by the distribution grid. Since the energy consumption of buildings is usually characterized by significant and frequent load variations on daily, weekly and annual bases, the plant should contain the components suitable for flexible operation.

This approach is created with the general aim of bringing a new quality in energy system mathematical modeling and optimization by achieving a good compromise between:

- The requirements for accuracy, precision, taking into account as much relevant input parameters as possible, as well as flexibility,
The need to solve the problem with some credible optimization method, with available resources and within an acceptable period.

The methodology should enable taking into account the influence of as many relevant input parameters as possible for each component, such as the environment state (e.g., temperature) and their impact on performance, part-load characteristics, start-up and shutdown behavior, etc.

The application of this approach is demonstrated on the case of determining the optimal design and operation of a plant that might be used to supply the real residential settlement in Niš, Serbia.

2.1. Description of the Plant

The considered plant might contain the following main types of components: a cogeneration unit (CG), i.e., a reciprocating internal combustion engine or a gas turbine, an additional heating unit, i.e., a hot water boiler (CH), daily heating and cooling storage tanks (TS and RS), an absorption chiller (AR), a compression chiller (CR) and a cooling tower (CT). Larger storage tanks might also be considered, but then it would be desirable to take typical weeks instead of days. System components and energy flows are illustrated in Figure 1. The models and the number of components, as well as their operational strategies are not predefined and should be determined using the presented optimization methodology.

**Figure 1.** Main system components and energy flows.
The electricity required for demand satisfaction and operation of the plant components is generated in CGs or imported from the electrical distribution grid via the electrical transformer (ET). Electricity can be exported to the grid via ET. The heating demand and heat required for ARs are satisfied from CGs and CHs. Both are natural gas or biogas fired. Excess heat may be stored in TS and used later. The consumers’ cooling demands are satisfied with ARs and CRs. Only the indirect-fired single-stage ARs are considered here. Both ARs and CRs are water-cooled. If more cooling is produced than required, it can be stored in RS. For both TS and RS, the storage medium is water, which always remains in the liquid state, i.e., there is no phase change. Excess heat from the chillers’ condensers is rejected into the environment via CTs. Excess heat from CGs can also be rejected using CTs or their own coolers with forced convection, which results in additional electricity consumption. It is assumed that high-temperature (HT) heat output from CGs is used for heating and driving ARs, while low-temperature (LT) output is entirely rejected.

This methodology can be extended to include other components such as other types of ARs, air-cooled CRs, electricity storage, photovoltaics, solar thermal heaters, etc.

2.2. Time Frame

The analyzed horizon might be divided into billing periods, that is usually months. In simpler cases, the use of billing periods is not required. The horizon and/or each billing period is represented with one or more typical periods. Each typical period represents an approximation of one or multiple real periods similar in terms of energy demand, energy prices, environment state and other relevant input parameters.

The typical periods are divided into time steps. Here, all of the steps are of the same duration. The fundamental assumptions related to the time steps are:

- The input parameters, such as energy demand, energy prices and the environment state, are constant during one time step,
- The operation of each component is stationary during one time step, except eventual short transient start-up and shutdown periods,
- The load level of each component is constant during one time step,
- The temperatures of the thermal storage mediums vary during time steps due to charging, discharging and heat losses or gains, but the charging and discharging rates are constant.

The choice of the number of typical periods and the duration of time steps is a matter of compromise between accuracy and efficiency. More typical periods and shorter time steps result in more accurate representations of a real state, but also lead to larger problems that require more time or resources to be solved. The lower bound of time step duration is defined with the requirement that it should be possible to turn on each component to the stationary operation phase during one step.

Here, the analysis is conducted for one year. It is assumed that the year is represented with four typical days with a satisfactory level of accuracy for the purpose of this paper. Each typical day is divided into 24 time steps of 1 h. Longer or shorter steps could also be applied.
2.3. Energy Demand

Energy demand profiles for the typical days are illustrated in Figure 2. They are obtained combining the results of the actual on-site measurements of electricity and heat consumption and the detailed hourly simulations of buildings behavior for an entire year. The simulations are performed using the weather data from [43]. Typical Days 1 and 2 represent 103 and 76 cold and mild days during a heating season, respectively, while Days 3 and 4 represent 106 mid-season and 80 summer days.

![Figure 2. Energy demand for typical days.](image)

3. Mathematical Model

The mathematical model is similar to [42,44]. However, here, a more generalized and slightly improved version of the model is presented.

3.1. Input Parameters

The methodology presented in this paper is based on the following input parameters:

- Data related to the time frame, e.g., billing periods, typical periods count and time step duration,
- Environment air state—dry and wet bulb temperatures, relative or absolute humidity and pressure—for each time step,
- Electricity, heating and cooling demands for each time step,
- Primary energy conversion factors for fuels, imported and exported electricity,
- The prices of energy commodities—fuels, imported and exported electricity—for each time step,
- Relevant technical data for each examined component, e.g., nominal capacities and other relevant design properties, the dependence of capacities on surrounding air states and other parameters, off-design data and their dependences on other input parameters, such as surrounding air states, data related to transient operation during start-up and shutdown, etc.,
- Finances for each component, e.g., the investment and the operation and maintenance (OM) costs,
- Relevant economic parameters, such as the inflation or discount rates.

3.2. Synthesis and Design Decision Variables

The aim of the presented optimization methodology is to find the best combination of offered components, i.e., to determine the best set of discrete synthesis and design decision variables with respect
to the defined objective functions and constraints. These variables can generally be divided into three categories: (a) binary (0–1) non-dimensional variables, indicating whether a component type or model is included in the plant or not; (b) integer non-negative non-dimensional variables indicating the number of the components of a particular model included in the plant; and (c) discrete variables that do not necessarily have a numeric value, indicating which model of a particular type of components is chosen. The mentioned variables define the investment and OM costs, as well as the plant configuration and design later used to find optimal operation regimes. Additionally, the variables defining demand-side energy saving measures might also be included and influence electricity, heating or cooling demand.

3.3. Objective Functions

The objectives of the synthesis and design optimization problem are to achieve: (a) the minimal ATC of the plant; and (b) the minimal annual PEC of the plant.

ATC, expressed in (EUR), include: the annualized investment (equipment owning) cost, the OM costs for all of the components divided into the constant and the variable part, and the costs and the revenues related to energy commodities, i.e., purchased fuel and electricity and sold electricity:

$$
\min_{Z_T} \frac{r}{1 - (1 + r)^{-T}} Z_{\text{Inv}} + \sum_k Z_{\text{OM,C,k}} + \sum_i \sum_j \left( \sum_k Z_{\text{OM,V,k}} + Z_{E,\text{Energy}}^i \right) + \sum_u \hat{\xi}_{e,I,Cap} W_{e,I,Cap}^u
$$

The underlined part of Equation (1) represents the variable costs of the plant (fuel, electricity, variable OM costs), dependent on the chosen operation regime. In order to calculate ATC, the variable costs have to be determined, i.e., the operation regime must be known. When \( \min Z_T \) is the only objective, the variable costs must be also minimized. For this purpose, the OO problem is defined and solved.

The other objective, annual PEC of the plant, expressed in (kWh), is defined as shown in Equation (2):

$$
\min E_P = \sum_i \sum_j \left( \left( \varphi_{e,1}^{i,j} w_{e,1}^{i,j} - \varphi_{e,E}^{i,j} w_{e,E}^{i,j} \right) + \varphi_{f} \left( \sum_{k=1}^{n_{CG}} Q_{f,CG,k}^{i,j} + \sum_{k=1}^{n_{CH}} Q_{f,CH,k}^{i,j} \right) \right)
$$

GHGE might be treated as an objective in the same manner, only using different conversion factors.

In this paper, it is assumed that the operation regime is always cost optimal: chosen to provide the best financial outcome for a given set of equipment, i.e., minimal variable costs.

3.4. Operation Optimization

The OO problem is formulated for a known set of synthesis and design decision variables, i.e., for a defined plant. Thus, some details related to the synthesis and design optimization problem have to be used as inputs to the OO problem. As can be seen from Equations (1) and (2), some outputs from the OO problem are used to evaluate the objective functions of the synthesis and design optimization problem.

The OO problem is defined as an MILP problem.

Decision variables. There are two types of decision variables related to the OO problem: (a) binary (0–1) non-dimensional on/off variables, \( \delta_k^{i,j} \), for each time step, indicating whether a component \( k \) is operating during a time step \( i,j \) or not; and (b) semi-continuous variables representing the
components’ energy flows, i.e., load levels for each time step, and the TS and RS mediums’ temperatures at the beginning of each time step. The main operation-related decision variables are presented in Table 1. Generally, a semi-continuous variable, \( x_{kj}^{ij} \), is limited with lower and upper bounds, \( x_{kj}^{ij,min} \) and \( x_{kj}^{ij,max} \), if the related \( \delta_{kj}^{ij} \) is one, and has another value, \( x_{kj}^{*,ij} \), otherwise: \( x_{k}^{*,ij} + \delta_{k}^{ij} (x_{kj}^{ij,min} - x_{kj}^{*,ij}) \leq x_{k}^{*,ij} + \delta_{k}^{ij} (x_{kj}^{ij,max} - x_{kj}^{*,ij}) \), for each time step \( i, j \). The bounds depend on the model and the nominal capacity of a component, but also on air temperature, pressure, some design parameters, etc. However, they, as well as \( x_{kj}^{*,ij} \), are considered as the inputs to the OO problem.

### Table 1. Summary of the main operation optimization decision variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Label</th>
<th>Unit</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH on/off</td>
<td>( \delta_{CH,k}^{ij} )</td>
<td>( \forall i, j, k )</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>CH heat output</td>
<td>( \delta_{CH,k}^{ij} )</td>
<td>( \forall i, j, k ) (kW)</td>
<td>( \delta_{CH,k}^{ij} Q_{CH,k,min} )</td>
<td>( \delta_{CH,k}^{ij} Q_{CH,k,max} )</td>
</tr>
<tr>
<td>AR on/off</td>
<td>( \delta_{AR,k}^{ij} )</td>
<td>( \forall i, j, k )</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>AR cooling effect</td>
<td>( \delta_{AR,k}^{ij} )</td>
<td>( \forall i, j, k ) (kW)</td>
<td>( \delta_{AR,k}^{ij} Q_{AR,k,min} )</td>
<td>( \delta_{AR,k}^{ij} Q_{AR,k,max} )</td>
</tr>
<tr>
<td>CR on/off</td>
<td>( \delta_{CR,k}^{ij} )</td>
<td>( \forall i, j, k )</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>CR cooling effect</td>
<td>( \delta_{CR,k}^{ij} )</td>
<td>( \forall i, j, k ) (kW)</td>
<td>( \delta_{CR,k}^{ij} Q_{CR,k,min} )</td>
<td>( \delta_{CR,k}^{ij} Q_{CR,k,max} )</td>
</tr>
<tr>
<td>CT on/off</td>
<td>( \delta_{CT,k}^{ij} )</td>
<td>( \forall i, j, k )</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>CT rejected heat</td>
<td>( \delta_{CT,k}^{ij} )</td>
<td>( \forall i, j, k ) (kW)</td>
<td>( \delta_{CT,k}^{ij} Q_{CT,k,min} )</td>
<td>( \delta_{CT,k}^{ij} Q_{CT,k,max} )</td>
</tr>
<tr>
<td>TS on/off</td>
<td>( \delta_{TS}^{ij} )</td>
<td>( \forall i )</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>TS heat import (charging)</td>
<td>( \delta_{TS,k}^{ij} )</td>
<td>( \forall i, j ) (kW)</td>
<td>0</td>
<td>( \delta_{TS,k}^{ij} Q_{TS,max} )</td>
</tr>
<tr>
<td>TS heat export (discharging)</td>
<td>( \delta_{TS,k}^{ij} )</td>
<td>( \forall i, j ) (kW)</td>
<td>0</td>
<td>( \delta_{TS,k}^{ij} Q_{TS,max} )</td>
</tr>
<tr>
<td>RS on/off</td>
<td>( \delta_{RS}^{ij} )</td>
<td>( \forall i )</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>RS heat import (charging)</td>
<td>( \delta_{RS,k}^{ij} )</td>
<td>( \forall i, j ) (kW)</td>
<td>0</td>
<td>( \delta_{RS,k}^{ij} Q_{RS,max} )</td>
</tr>
<tr>
<td>RS heat export (charging)</td>
<td>( \delta_{RS,k}^{ij} )</td>
<td>( \forall i, j ) (kW)</td>
<td>0</td>
<td>( \delta_{RS,k}^{ij} Q_{RS,max} )</td>
</tr>
<tr>
<td>RS average temperature</td>
<td>( i_{RS,t}^{ij} )</td>
<td>( \forall i, j ) (°C)</td>
<td>( i_{RS,t}^{ij,t_{0,RS}} + \delta_{RS}^{ij} (t_{RS,t}^{ij,min} - t_{RS,t}^{ij}) )</td>
<td>( i_{RS,t}^{ij,t_{0,RS}} + \delta_{RS}^{ij} (t_{RS,t}^{ij,max} - t_{RS,t}^{ij}) )</td>
</tr>
<tr>
<td>Energies 2014</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Additional variables.** In addition to the decision variables summarized in Table 1, other variables are introduced in order to make the model clearer, easier to understand and less error-prone during software implementation. These additional variables are not treated as decisions, but as their linear functions, i.e., expressions. As such, they do not represent any overhead to the computationally-intensive process of OO, since they are directly inserted into the existing constraints and objectives without requiring the introduction of new decision variables or constraints.

First, having in mind the assumption of stationary operation during each time step, for each decision variable $X_{k}^{i,j}$ from Table 1 that is expressed in (kW) and related to a specific energy flow, i.e., a load level, an additional variable $X_{k}^{i,j}$, in (kWh), is introduced, such that, $X_{k}^{i,j} = X_{k}^{i,j} \tau$, where $\tau$ is the time step in (h). Here, $\tau = 1$ h. Other energy flows for each component $k$ and each time step $i,j$ are represented with the additional variables, $Y_{k}^{i,j}$, expressed in (kWh). They are formulated as linear functions of the related decision variables and summarized in Table 2.

**Table 2.** Summary of the main additional variables representing energy flows, given in (kWh).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Label</th>
<th>Variable</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>CG electricity output</td>
<td>$W_{e,CG,k}^{i,j}$</td>
<td>AR cooling effect</td>
<td>$Q_{r,AR,k}^{i,j}$</td>
</tr>
<tr>
<td>CG XG used heat output</td>
<td>$Q_{0,CG,XG,k}^{i,j}$</td>
<td>AR heat input</td>
<td>$Q_{i,AR,k}^{i,j}$</td>
</tr>
<tr>
<td>CG rejected useful heat</td>
<td>$Q_{0,CG,HT,k}^{i,j}$</td>
<td>AR auxiliary electricity input</td>
<td>$W_{i,AR,k}^{i,j}$</td>
</tr>
<tr>
<td>CG XG total available heat</td>
<td>$Q_{1,CG,XG,T,k}^{i,j}$</td>
<td>AR rejected heat</td>
<td>$Q_{0,AR,k}^{i,j}$</td>
</tr>
<tr>
<td>CG engine cooling heat at HT</td>
<td>$Q_{0,CG,HT,k}^{i,j}$</td>
<td>CR cooling effect</td>
<td>$Q_{r,CR,k}^{i,j}$</td>
</tr>
<tr>
<td>CG engine cooling heat at LT</td>
<td>$Q_{1,CG,LT,k}^{i,j}$</td>
<td>CR electricity input</td>
<td>$W_{i,CR,k}^{i,j}$</td>
</tr>
<tr>
<td>CG fuel input</td>
<td>$Q_{1,CG,k}^{i,j}$</td>
<td>CR rejected heat</td>
<td>$Q_{0,CR,k}^{i,j}$</td>
</tr>
<tr>
<td>CG auxiliary electricity input</td>
<td>$W_{x,CG,k}^{i,j}$</td>
<td>CT rejected heat (input)</td>
<td>$Q_{r,CT,k}^{i,j}$</td>
</tr>
<tr>
<td>ET net electricity import (load)</td>
<td>$W_{e,EN}^{i,j}$</td>
<td>CT electricity input</td>
<td>$W_{x,CT,k}^{i,j}$</td>
</tr>
<tr>
<td>ET net electricity export (load)</td>
<td>$W_{e,ELN}^{i,j}$</td>
<td>TS heat import (storage charging)</td>
<td>$Q_{L,TS,I}^{i,j}$</td>
</tr>
<tr>
<td>ET gross electricity import (source)</td>
<td>$W_{e,ELG}^{i,j}$</td>
<td>TS heat export (storage discharging)</td>
<td>$Q_{L,TS,E}^{i,j}$</td>
</tr>
<tr>
<td>ET gross electricity export (source)</td>
<td>$W_{e,EG}^{i,j}$</td>
<td>TS auxiliary electricity input</td>
<td>$W_{x,TS}^{i,j}$</td>
</tr>
<tr>
<td>CH heat output</td>
<td>$Q_{1,CH,k}^{i,j}$</td>
<td>RS heat import (storage discharging)</td>
<td>$Q_{L,RS,I}^{i,j}$</td>
</tr>
<tr>
<td>CH fuel input</td>
<td>$Q_{1,CH,k}^{i,j}$</td>
<td>RS heat export (storage charging)</td>
<td>$Q_{L,RS,E}^{i,j}$</td>
</tr>
<tr>
<td>CH auxiliary electricity input</td>
<td>$W_{x,CH,k}^{i,j}$</td>
<td>RS auxiliary electricity input</td>
<td>$W_{x,RS}^{i,j}$</td>
</tr>
</tbody>
</table>

When the stationary operation assumption holds, it is often sufficient to assume a linear dependence:

$$
\dot{Y}_{k}^{i,j} = \sum_{l=1}^{n_X} a_{k,l}^{i,j} \dot{X}_{k,l}^{i,j} + b_{k}^{i,j} \delta_{k}^{i,j}, \quad 0 \leq \delta_{k}^{i,j} \leq \dot{X}_{k,l}^{i,j}, \quad \dot{X}_{k,l}^{i,j} \leq \dot{X}_{k,l}^{i,j}, \quad I = 1, 2, \ldots, n_X \quad \forall i, j
$$

(3)

where $\dot{Y}_{k}^{i,j}$ is an energy flow, in (kW), $n_X$ is the number of related semi-continuous decision variables, while $a_{k,l}^{i,j}$ and $b_{k}^{i,j}$ are the linear regression coefficients, usually measured or provided by the manufacturers of components for each model separately, which might depend on various input
parameters, such as the air temperature. In any case, they are considered as inputs to the OO problem. 
This approach allows the precise and detailed consideration of off-design and part-load performance 
characteristics and their variation with the environment temperature and other relevant input data.

If the linear function from Equation (3) is not accurate enough, a piecewise linear approximation of 
a relation between $Y_{ij}^k$ and any $X_{ij}^k$ might be established. It can be done in several ways, one of 
which will be presented here. In order to approximate a semi-continuous function $y = f(x)$, where 
$\delta_{ij} x_{\text{min}} \leq x \leq \delta_{ij} x_{\text{max}}$, $n$ sampling points are chosen, with coordinates $(X_1,Y_1), (X_2,Y_2), \ldots, (X_n,Y_n)$, 
such that $x_{\text{min}} = X_1 \leq X_2 \leq \ldots \leq X_n = x_{\text{max}}$. Also, $n$ auxiliary continuous nonnegative decision 
variables $\lambda_1, \lambda_2, \ldots, \lambda_n$ are introduced, such that they form a special ordered set of Type 2 (SOS2), 
i.e., an ordered set of nonnegative variables of which only two successive might be non-zero. Then, the 
linear approximation of $y$, $y_L$, the decision variable $x$ and the additional constraints to the problem are:

$$y_L = \sum_{q=1}^{n} Y_q \lambda_q, \quad x = \sum_{q=1}^{n} X_q \lambda_q, \quad \sum_{q=1}^{n} \lambda_q = \delta_{ij}^k, \quad (\lambda_1, \lambda_2, \ldots, \lambda_n) : \text{SOS2} \quad (4)$$

When using this approach to represent a relation between $\dot{Y}_{ij}^k$ and $\dot{X}_{ij}^k$, $\dot{X}_{ij}^k$ may be optionally 
eliminated from the set of decision variables and $X_{ij}^k$ and $Y_{ij}^k$ expressed directly as functions of 
$\lambda_1, \lambda_2, \ldots, \lambda_n$.

The number of the sample points can vary depending on the desired accuracy. A bigger number of 
points leads to higher accuracy, but also to larger problems. The coordinates of the sample points might 
only be optionally set of nonnegative variables of which only two successive might be non-zero. Then, the 
linear approximation of $y$, $y_L$, the decision variable $x$ and the additional constraints to the problem are:

$$y_L = \sum_{q=1}^{n} Y_q \lambda_q, \quad x = \sum_{q=1}^{n} X_q \lambda_q, \quad \sum_{q=1}^{n} \lambda_q = \delta_{ij}^k, \quad (\lambda_1, \lambda_2, \ldots, \lambda_n) : \text{SOS2} \quad (4)$$

In addition to stationary operation, some corrections are used to take into account transient 
non-stationary start-up and shutdown processes. A complete expression for defining any energy flow 
$Y_{ij}^k$, expressed in (kWh), related to a component $k$ and a time step $i,j$ is:

$$Y_{ij}^k = \left( \sum_{l=1}^{n_t} a_{ij}^{k,l} \dot{X}_{ij}^k + b_{ij}^{k,l} \dot{X}_{ij}^k \right) \tau + \sum_{l=1}^{n_t} Y_{ij}^k \delta_{ij}^k \left( 1 - \delta_{ij}^k q \right) \left( 1 - \delta_{ij}^k l \right) \left( 1 - \delta_{ij}^k \right) \forall i,j \quad (5)$$

where $n_\sigma$ is the number of previous time steps taken into account, while $Y_{ij}^k$ and $Y_{ij}^k$ are the 
corrected amounts of energy related to start-ups and shutdowns, in (kWh), that might depend on input data 
and vary with time. These corrections are often neglected in the literature, while one previous time 
step is considered in [16,45]. Here, a more generalized approach is presented, but three previous time 
steps are actually observed. In order to obtain linear relationships instead of the products of the binary 
variables in Equation (5), for each time step $i,j$, the following auxiliary binary variables are introduced 
to replace the underlined terms:

$$\sigma_{ij}^{k,l} = \delta_{ij}^k \left( 1 - \delta_{ij}^{k,l-1} \right), \quad \sigma_{ij}^{k,l} = \delta_{ij}^k \left( 1 - \delta_{ij}^{k,l} \right), \quad l = 2,3,\ldots,n_\sigma, \quad \delta_{ij}^k = \delta_{ij}^k \left( 1 - \delta_{ij}^{k,j+1} \right) \forall i,j \quad (6)$$

as well as the additional inequality constraints related to them:

$$\sigma_{ij}^{k,l} \leq \delta_{ij}^k, \quad \sigma_{ij}^{k,l} \leq 1 - \delta_{ij}^{k,l-1}, \quad \sigma_{ij}^{k,l} \geq \delta_{ij}^k - \delta_{ij}^{k,l-1} \forall i,j \quad (7a)$$
$$\sigma_{ij}^{k,l} \leq \delta_{ij}^k, \quad \sigma_{ij}^{k,l} \leq 1 - \delta_{ij}^{k,l}, \quad \sigma_{ij}^{k,l} \geq \delta_{ij}^k - \delta_{ij}^{k,l} \forall i,j \quad (7b)$$
$$\delta_{ij}^k \leq \delta_{ij}^k, \quad \delta_{ij}^k \leq 1 - \delta_{ij}^{k,j+1}, \quad \delta_{ij}^k \geq \delta_{ij}^k - \delta_{ij}^{k,j+1} \forall i,j \quad (7c)$$

This approach allows the precise and detailed consideration of off-design and part-load performance 
characteristics and their variation with the environment temperature and other relevant input data.
Basically, \( \sigma_{k,i,j} \) shows whether a component \( k \) is turned on at the beginning of a time step \( i,j \), \( \sigma_{l,i,j} \) shows whether it is turned on after \( l \) or more time steps of being off; and \( c_{k,i,j} \) shows whether it is turned off at the end of the step \( i,j \). A similar approach is proposed in [18] and a slightly different one in [17].

OM costs, given in (EUR), are also expressed as linear functions of decision variables for each component \( k \). Generally, they consist of constant and variable costs [46]:

\[
Z_{OM,T,k} = Z_{OM,C,k} + Z_{OM,V,k} = Z_{OM,C,k} + \sum_i \sum_j Z_{OM,V,k}^{i,j}
\]  
(8)

Constant OM costs depend only on the model of the component, while variable ones depend on the operation parameters, such as energy flows and the time of operation:

\[
Z_{OM,V,k}^{i,j} = \left( \sum_{l=1}^{n_X} \alpha_{k,i,j}^l \bar{X}_{k,j}^l + \beta_{k}^l \delta_{k}^j \right) \tau \quad \forall i,j
\]  
(9)

where \( \alpha_{k,i,j}^l \) and \( \beta_{k}^l \) are the linear regression coefficients, while \( \bar{X}_{k,j}^l \) represent \( n_X \) decision variables used to define OM costs of a component \( k \) during a time step \( i,j \), in (kW). The additional costs related to start-ups and shutdowns might also be included.

Energy-related cash flows for each time step \( i,j \) include the incomes for sold electricity and the outcomes for purchased electricity and fuel:

\[
Z_{Energy}^{i,j} = c_{e,I} W_{e,I}^{i,j} - c_{e,E} W_{e,E}^{i,j} + c_{e,CG} \sum_{k=1}^{n_{CG}} Q_{e,CG,k}^{i,j} + c_{e,CH} \sum_{k=1}^{n_{CG}} Q_{e,CH,k}^{i,j} \quad \forall i,j
\]  
(10)

**Objective function.** It is assumed that the energy supply system of interest is operating in the financially optimal mode, i.e., generating minimal variable costs that include all of the cash flows depending on the operation regimes: the variable OM costs, the energy costs and the peak power costs. Thus, the objective of the OO problem is defined as:

\[
\min Z_V = \sum_i \sum_j \left( \sum_k Z_{OM,V,k}^{i,j} + Z_{Energy}^{i,j} \right) + \sum_u \zeta_{u,I,Cap} W_{e,I,Cap}^{u}
\]  
(11)

**Constraints.** Some constraints of the OO problem are already listed in Table 1. They are related to the basic lower and upper bounds of the decision variables. In addition to them and to the auxiliary constraints from Equations (7), energy balances and other limitations on the energy flows should be included. For example, it may be useful to limit exported electricity with the amount generated by the system:

\[
W_{e,G}^{i,j} \leq \sum_{k=1}^{n_{CG}} W_{e,CG,k}^{i,j} \quad \forall i,j
\]  
(12)

Total heat removed using CTs should match the heat rejected from ARs and CRs and, optionally, CGs (if they do not have coolers). It is assumed that LT heat from CGs is rejected entirely, thus:

\[
\sum_{k=1}^{n_{CT}} Q_{r,CT,k}^{i,j} = \sum_{k=1}^{n_{AR}} Q_{0,AR,k}^{i,j} + \sum_{k=1}^{n_{CR}} Q_{0,CR,k}^{i,j} + \sum_{k=1}^{n_{CG}} \left( Q_{0,CG,HT,k}^{i,j} + Q_{1,CG,LT,k}^{i,j} \right) \quad \forall i,j
\]  
(13)
Energy balances of TS and RS imply the relation to the mediums’ temperatures at the beginning of each of two consecutive time steps:

\[
i_{TS}^{i,j+1} = \left( \frac{a_{i,j}^{i,j} \dot{Q}_{TS}^{i,j}}{U_{TS} A_{TS}} - a_{i,j}^{i,j} \dot{Q}_{TS,E}^{i,j} + b_{i,j}^{i,j} \delta_{TS}^{i,j} + i_{0,T}^{i,j} \right) \left( 1 - \exp \left( -\frac{U_{TS} A_{TS} \tau}{m_{TS} c_{TS}} \right) \right) + i_{TS}^{i,j} \exp \left( -\frac{U_{TS} A_{TS} \tau}{m_{TS} c_{TS}} \right) + \left( 1 - \delta_{TS}^{i,j} \right) \left( i_{0,T}^{i,j} - i_{TS}^{i,j} \right) \forall i, j
\]

\[
i_{RS}^{i,j+1} = \left( \frac{a_{r,RS}^{i,j} \dot{Q}_{RS}^{i,j}}{U_{RS} A_{RS}} - a_{r,RS}^{i,j} \dot{Q}_{RS,E}^{i,j} + b_{r,RS}^{i,j} \delta_{RS}^{i,j} + i_{0,RS}^{i,j} \right) \left( 1 - \exp \left( -\frac{U_{RS} A_{RS} \tau}{m_{RS} c_{RS}} \right) \right) + i_{RS}^{i,j} \exp \left( -\frac{U_{RS} A_{RS} \tau}{m_{RS} c_{RS}} \right) + \left( 1 - \delta_{RS}^{i,j} \right) \left( i_{0,RS}^{i,j} - i_{RS}^{i,j} \right) \forall i, j
\]

These equations are derived by integrating the energy balances in the differential form over time and assuming constant the storage overall heat transfer coefficient, \( U \), and the area, \( A \), as well as the medium mass, \( m \), and the heat capacity, \( c \). The last terms on the right-hand sides of Equations (14) and (15) are not derived from the energy balances, but added to artificially maintain the storage and environment temperatures equal for the typical periods when a storage is not used, \( i.e., \delta_{TS}^{i,j} = 0 \) or \( \delta_{RS}^{i,j} = 0 \), and thus, the temperature is not relevant. When storage is used, this term is zero.

The demand-satisfaction constraints are given in Equations (16)–(18), which ensure the possibility of the plant to satisfy consumers’ electricity, heating and cooling demands during each observed time step "i, j":

\[
W_{e,D}^{i,j} = W_{e,E}^{i,j} - \sum_{k=1}^{nCG} W_{e,CG,k}^{i,j} - \sum_{k=1}^{nCH} W_{e,CH,k}^{i,j} - \sum_{k=1}^{nCT} W_{e,CT,k}^{i,j} \forall i, j
\]

\[
Q_{1,D}^{i,j} = \sum_{k=1}^{nCG} \left( Q_{1,CG,XG,k}^{i,j} + Q_{1,CG,HT,k}^{i,j} - Q_{0,CG,HT,k}^{i,j} \right) + \sum_{k=1}^{nCH} Q_{1,CH,k}^{i,j} \forall i, j
\]

\[
Q_{r,D}^{i,j} = \sum_{k=1}^{nCG} Q_{r,CG,k}^{i,j} + \sum_{k=1}^{nCR} Q_{r,CR,k}^{i,j} + Q_{r,RS,E}^{i,j} \forall i, j
\]

It is also possible to add other, problem-specific constraints, e.g., legal [20], the boundaries on load-level variation for some components [47], the minimum number of the time steps for which the component can be on or off [16], the environmental impact of the system, etc.

**Initial and final conditions.** These conditions are important for time-coupling constraints. Here, the assumption is that each typical period is preceded and followed by the identical period, with equal input parameters and, consequently, the same operation regime. Thus, the initial conditions are related to the end and the final to the beginning of the observed period. For example, if \( n_{\tau} \) is the number of time steps per period, we assume that the time step \( i, 0 \) is preceded by the step \( i, n_{\tau} - 1 \). Generally, the correct indexes of the step \( i, j \pm n \), which occurs \( n \) steps after or before \( i, j \), are determined as \( i, (j \pm n) \mod n_{\tau} \), if the division remainder is calculated in a way to always be positive.
4. Methodology

The methodology presented here is based on the conceptual decomposition [2] and the combination of MH methods and MILP.

4.1. Conceptual Decomposition

The problem is decomposed into two levels of optimization, similar to [48]:

1. synthesis and design optimization,
2. operation optimization.

Thus, two nested problems are obtained: (a) the main problem of synthesis and design optimization and (b) the inner problem of OO. The synthesis and design decision variables considered here are discrete and related only to the choice of the models and the number of the components to be installed, making the main problem combinatorial. Eventually, demand-side energy-saving measures might be also chosen using discrete variables. The operation-related decision variables are binary and semi-continuous. The OO problem is defined as an MILP problem.

4.2. Solution Procedure

MH methods are used to find the optimal or near-optimal combination of the synthesis and design variables. There are many such methods, but what is common to all of them is that the value of the objective function is calculated repeatedly, many times, for various candidate solutions, hopefully approaching the optimum. Every time the value of the objective function is to be calculated for some evaluated set of the synthesis and design variables, the optimal operation regime is determined, i.e., the OO problem is constructed and solved using an appropriate method, e.g., the branch-and-cut method. Solving MILP OO problems is computationally by far the most intensive part of this process.

The following procedure is used to evaluate each combination of the synthesis and design variables:

1. Check in the database of already evaluated vectors if this combination is saved. If yes, simply find the appropriate values of the objective functions and go to Step 5. Otherwise, go to Step 2.
2. Define and solve the OO problem following this procedure:
   (a) Create the OO problem with respect to the evaluated plant parameters, i.e., the given synthesis and design variables, but also with respect to other input data: energy demand, energy prices, part-load performance characteristics of the examined components, the environment state, etc.
   (b) Solve this problem using the MILP solver (in this case, based on the branch-and-cut method).
   (c) Remember the obtained values of the operation variables and the objectives.
   (d) Free the computer resources used to solve this problem.
3. Calculate the values of the objective functions of the synthesis and design the optimization problem using the input data and the solution of OO, e.g., using Equations (1) and (2).
4. Save the values of the decision variables and the objective functions in the database of already evaluated vectors (combinations).
5. Return the value(s) of the objective function(s).

The construction of the OO problem for each examined set of the synthesis and design variables is one of the main aspects of this approach. It is the procedure that is performed precisely and quickly using the appropriate software tool connected to both the energy-system-related software component and the MILP solver. It is not computationally intensive compared to solving this problem; on the contrary, it is actually negligible (it takes less than 1% of the total solving time). On the other hand, it might significantly improve the flexibility in mathematical modeling and lead to the reduction of the OO problem size and, consequently, the computation time.

Using the database of already evaluated vectors and Steps 1 and 4 are not necessary. However, this is useful, because it leads to significantly shorter computation times. When using MH methods, it often happens that the same combination of the synthesis and design variables is evaluated multiple times during the same run, especially in the later phases of the algorithm, when the optimal solution is close to being or already found. This way, the unnecessary operations 2 and 3 can be avoided, especially the calls to the MILP solver requesting it to solve the problem that has already been solved.

4.3. Optimization Methods

The optimization methods used to find the optimal values of the synthesis and design variables are:

- genetic algorithms (GNA),
- particle swarm optimization (PSO),
- ant colony optimization (ACO),
- simulated annealing (SAN),
- harmony search (HMS),
- tabu search (TBS).

All of these methods are very convenient for discrete optimization, except PSO. This was originally created for continuous problems, but several attempts have been made to adjust it to discrete ones, such as [49,50]. However, here, the algorithm is used as described in [17], and the obtained coordinates decimal values are simply rounded to the nearest integers.

This methodology might involve other approaches for the determination of operation regimes. First, methods other than the branch-and-cut might be used to solve the OO MILP problem. This problem might also be defined as nonlinear and solved using some appropriate method. It is also possible to use the moving-horizon short-term optimization approach [10,11]. If it is satisfactory for the user, operation regimes might be just assumed, without doing optimization at all, etc.

4.4. Decomposition over Time

If typical periods are used, it might be possible to decompose the inner OO problem over time. If there are no constraints coupling multiple billing periods, such as allowed environmental impact per year, the OO problem might be divided and solved for each billing period separately. Similarly, if there are no constraints coupling the typical periods from the same billing period, such as the ones that involve the
peak imported electricity, $W_{u,I,Cap}$, the problem might be solved for each typical period separately. This decomposition usually results in the reduction of the computational time and effort required to solve the problem. Moreover, if the OO problem for one period is infeasible or unbounded, the examined combination of synthesis/design variables can be rejected without solving the problems for other periods.

4.5. Multiple Objectives Consideration

The result of the MO optimization is usually not a single solution, but a set of the Pareto optimal solutions, i.e., the solutions that cannot be improved with respect to one objective value without deteriorating at least one of the other values of the objective functions [51].

In order to obtain the Pareto optimal solutions of the MO version of this problem, the epsilon-constraint method is used. Only one objective function is kept, while all others are constrained with some constant values. These bounds are parametrically varied, and the optimization procedure is repeated. The primary objective here is to minimize ATC, while the secondary objective, PEC, is constrained with target values using the inequality constraints.

4.6. Flexibility-Related Considerations

MH methods and the structural decomposition allow a high degree of flexibility when defining the mathematical model. The overall objective functions and the constraints not directly related to the operation variables do not have to be linear. One might use numerical procedures to determine the value of an objective function (e.g., the internal rate of return). Conflicting objectives on different optimization levels, e.g., the variable costs and PEC, are acceptable. Soft constraints might be defined and treated in many ways. As already mentioned, the choice of the approaches for solving OO problems is wide, and if selected, the typical-periods-based approach is suitable for usually beneficial decomposition over time.

4.7. Software Solution

The full description of the software used here is beyond the scope of this paper. It should be underlined that it performs three main tasks: (a) creates the OO problem based on the set of components included in the plant; (b) solves optimization problems; and (c) calculates output parameters. Its most important elements are: the main element related to the energy system and its components that stores performance data and other inputs and defines functions for calculations, the solvers for six MH methods and the component that creates the OO problems and communicates with the external MILP solvers, i.e., sends them the requests to solve the defined problems, accepts the solutions and provides them to the main element. The external MILP solvers used are Gurobi Optimizer [52], Solver Foundation [53] and LP Solve [54].

This software solution, named ESO-MS, is an object-oriented multi-platform tool, developed in the C# programming language by the first author of this paper. It works on the .Net and Mono frameworks. The suitability of the object-oriented approach for this type of software is stressed in [16,55].
5. Results and Discussion

The proposed approach is applied for the optimization of an energy plant that might supply a residential settlement in Niš, Serbia. The analysis is performed for one typical year within the horizon of 15 years, the annual inflation rate of 8% and the neglected residual value of the equipment after the horizon observed. The considered options for the synthesis and design decision variables—the models and the number of units—are given in Table 3. The price of natural gas is 0.04 EUR kWh$^{-1}$ based on the lower heating value; the price of purchased electricity is 0.10 EUR kWh$^{-1}$ during days (from 7 to 23 h) and 0.025 EUR kWh$^{-1}$ during nights (from 23 to 7 h); and the price of sold electricity is 0.10 EUR kWh$^{-1}$.

Table 3. Synthesis and design decision variables and characteristic solution values.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
<th>Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>CG model</td>
<td>M0 (315 kW$_e$) M1 (460 kW$_e$) M2 (570 kW$_e$) M3 (803 kW$_e$) M4 (1,464 kW$_e$)</td>
<td>A 3 B 4 C 4</td>
</tr>
<tr>
<td>CGs units count</td>
<td>0 1 2 3 4</td>
<td>A 1 B 1 C 1</td>
</tr>
<tr>
<td>CHs units count</td>
<td>0 1 2 3 4</td>
<td>A 0 B 0 C 0</td>
</tr>
<tr>
<td>TS size</td>
<td>M0 (4 t) M1 (40 t) M2 (80 t) M0 (160 t) M4 (400 t)</td>
<td>A 4 B 4 C 4</td>
</tr>
<tr>
<td>AR model</td>
<td>M0 (380 kW$_r$) M1 (868 kW$_r$) M2 (1,402 kW$_r$) M3 (2,595 kW$_r$) M4 (3,021 kW$_r$)</td>
<td>A 0 B 0 C 0</td>
</tr>
<tr>
<td>CR model</td>
<td>M0 (236 kW$_r$) M1 (367 kW$_r$) M2 (455 kW$_r$) M3 (641 kW$_r$) M4 (842 kW$_r$)</td>
<td>A 3 B 0 C 3</td>
</tr>
<tr>
<td>CRs units count</td>
<td>0 1 2 3 4</td>
<td>A 1 B 4 C 1</td>
</tr>
<tr>
<td>RS size</td>
<td>10% of TS mass 30% of TS mass 50% of TS mass 70% of TS mass 90% of TS mass</td>
<td>A 4 B 2 C 4</td>
</tr>
<tr>
<td>CT model</td>
<td>M0 (500 kW$_t$) M1 (1,000 kW$_t$)</td>
<td>A – B – C –</td>
</tr>
<tr>
<td>CTs units count</td>
<td>0 1 2 3 4</td>
<td>A 1 B 1 C 1</td>
</tr>
</tbody>
</table>

5.1. Optimal Solutions

The Pareto optimal solutions are shown in Figure 3. Among several dozens of thousands of feasible combinations of the synthesis and design variables examined using six different optimization methods, only 16 obtained solutions belonging to this set. All of the MH methods resulted in the same Pareto set.

Figure 3. Optimal solutions of the multi-objective optimization problem.
The solution with minimal ATC is denoted as Solution A, and the solution with minimal PEC is Solution B. Another solution, C, appears to be a good compromise between A and B. It differs from A only in the CG size. The values of the decision variables for these solutions are shown in Table 3 and those of the corresponding objective functions in Table 4. All of the Pareto optimal solutions closer to A have one CG of 803 kW, while the ones closer to B have one CG of 1,464 kW. All of them have the largest offered TS. The regimes ensure cost optimal operation for given sets of equipment and are characterized with the extensive use of CG, TS and RS, the absence of heat rejection and low utilization of AR.

<table>
<thead>
<tr>
<th>Objective Function</th>
<th>Solution A</th>
<th>Solution B</th>
<th>Solution C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual total costs, (EUR)</td>
<td>381,068</td>
<td>424,198</td>
<td>409,752</td>
</tr>
<tr>
<td>Primary energy consumption, (MWh)</td>
<td>8,584.4</td>
<td>8,174.1</td>
<td>8,219.7</td>
</tr>
</tbody>
</table>

The solutions with fewer CGs are preferable. They generally require lower investment costs for the same nominal capacities, and in some cases, units of higher capacities are more efficient than smaller ones. Solutions with two or more units are more flexible in operation, but in this case, the desired flexibility is ensured with TS and RS. The significant dependence of ATC and PEC on the models and the number of CGs is illustrated in Figure 4. It is related to Solution A with the first two variables changed—the CG model and the number of units. For the cases where additional heating capacities were required to ensure the feasibility of the solution, denoted with the circles on the chart, one CH was added.

![Figure 4. Annual total costs and primary energy consumption for different models and numbers of cogeneration units.](image)

One of the most important input parameters for the plant economy is the price of exported electricity. In Figure 5, the sensitivity of ATC and PEC to the electricity price change is shown for the case where only ATC are minimized. In the range of electricity prices from 0.07 to 0.11 EUR kWh$^{-1}$, Solution A remains optimal. For the prices from 0.04 to 0.06 EUR kWh$^{-1}$, the solution with one CG of the lowest capacity and one CH is optimal. If the price is 0.12 EUR kWh$^{-1}$ or greater, the optimal solution has two CGs of the highest capacities and no CHs. Only in this scenario is the optimal operation regime the one where the rejection of useful heat into the environment is foreseen following the strategy to produce as much electricity as possible and sell it at a high price. Otherwise, no excess heat is produced.
**Figure 5.** Annual total costs and primary energy consumption as functions of the price of exported electricity.

**5.2. Metaheuristic Methods Comparison**

All of the exploited MH methods, except TBS, are stochastic, and it is expected that they sometimes result in solutions worse than the ones from Figure 3. This, as well as the efficiency of the MH methods, significantly depends on the adjustment of their parameters. Unfortunately, for many MH methods, there are no straightforward rules on how to set these parameters. There are some suggestions, but finally, the user has to make the decision for each problem, based on experience and multiple trial attempts. From this point of view, the methods, such as TBS, PSO or SAN, have the advantage, because they require fewer inputs. The best sets of input parameters, found after extensive testing, in terms of the quality of the solution, that provide satisfying efficiency at the same time, are shown in Table 5. The results from Table 6 correspond to 10 observed runs of each method with the parameters from Table 5 when minimizing ATC without PEC-related constraints (Solution A is optimal). The initial vector always has the largest values allowed. Convergence towards minimal ATC for this case is illustrated in Figure 6.

**Figure 6.** Convergence towards minimal annual total costs with the examined methods.
Table 5. Input parameters used for metaheuristic methods comparison. GNA, genetic algorithm; PSO, particle swarm optimization; ACO, ant colony optimization; SAN, simulated annealing; HMS, harmony search; TBS, tabu search.

<table>
<thead>
<tr>
<th>GNA</th>
<th>PSO</th>
<th>ACO</th>
<th>SAN</th>
<th>HMS</th>
<th>TBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size:</td>
<td>Swarm size:</td>
<td>Ants count:</td>
<td>Cycles count:</td>
<td>Memory size:</td>
<td>Tabu duration:</td>
</tr>
<tr>
<td>100</td>
<td>140</td>
<td>200</td>
<td>220</td>
<td>10</td>
<td>200</td>
</tr>
<tr>
<td>Selection method:</td>
<td>Min. inertia weight:</td>
<td>Initial trail:</td>
<td>Initial temperature:</td>
<td>Adjusting rate:</td>
<td></td>
</tr>
<tr>
<td>Elite</td>
<td>0.55</td>
<td>1.00</td>
<td>200,000.00</td>
<td>0.10–0.50</td>
<td></td>
</tr>
<tr>
<td>Mutation rate:</td>
<td>Decay factor:</td>
<td>Reduction factor:</td>
<td>Considering rate:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>0.50</td>
<td>0.975</td>
<td>0.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crossover rate:</td>
<td>Deposit factor:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rand. selection rate:</td>
<td>Importance degree:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Objective function values, in (EUR), for each metaheuristic method.

<table>
<thead>
<tr>
<th>Run No.</th>
<th>GNA</th>
<th>PSO</th>
<th>ACO</th>
<th>SAN</th>
<th>HMS</th>
<th>TBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>381,068</td>
<td>381,418</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
</tr>
<tr>
<td>2</td>
<td>381,068</td>
<td>381,068</td>
<td>384,007</td>
<td>381,068</td>
<td>384,007</td>
<td>381,068</td>
</tr>
<tr>
<td>3</td>
<td>381,068</td>
<td>381,068</td>
<td>382,081</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
</tr>
<tr>
<td>4</td>
<td>381,068</td>
<td>381,418</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
</tr>
<tr>
<td>5</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>382,431</td>
<td>381,068</td>
</tr>
<tr>
<td>6</td>
<td>384,007</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
</tr>
<tr>
<td>7</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>382,431</td>
<td>381,068</td>
</tr>
<tr>
<td>8</td>
<td>381,068</td>
<td>381,418</td>
<td>384,007</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
</tr>
<tr>
<td>9</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
<td>381,068</td>
</tr>
<tr>
<td>10</td>
<td>381,068</td>
<td>381,068</td>
<td>381,418</td>
<td>381,068</td>
<td>384,007</td>
<td>381,068</td>
</tr>
</tbody>
</table>

In addition to the reliability comparison from Table 6, Table 7 illustrates the efficiency comparison of the MH methods. For each method, a slower, but more reliable, and a quicker variant are observed. The slower variants have parameters from Table 6, while parameter adjustment for the quicker ones enabled a faster completion of the optimization task: in less than 10 min. All of the tests were performed on a computer with a 64-bit operating system, 8 GB RAM and an Intel i7-4710HQ processor with 2.5 GHz, four cores and eight threads. The MILP solver used is the Gurobi Optimizer, version 6.0.

GNA and SAN were the most reliable at finding the exact solution. Although SAN is slow, its efficiency might be improved with nonlinear temperature reduction. PSO and ACO appeared faster, but sometimes tended to converge slightly prematurely to very good sub-optimal solutions. Their precision is satisfying. PSO’s premature convergence is mostly related to the binary variables. TBS always found the best solution. However, this method is not stochastic (at least not the implementation used in this research), and since the initial vector was always the same, it followed the same path in each run.
Table 7. Comparison of the applied approaches and methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time</th>
<th>Objective Function</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact Solution Finding</td>
<td>Task Completion</td>
</tr>
<tr>
<td>GNA, slower</td>
<td>1,251 s</td>
<td>1,846 s</td>
</tr>
<tr>
<td>GNA, quicker</td>
<td>108 s</td>
<td>358 s</td>
</tr>
<tr>
<td>PSO, slower</td>
<td>653 s</td>
<td>1080 s</td>
</tr>
<tr>
<td>PSO, quicker</td>
<td>259 s</td>
<td>350 s</td>
</tr>
<tr>
<td>HMS, slower</td>
<td>2,215 s</td>
<td>2,594 s</td>
</tr>
<tr>
<td>HMS, quicker</td>
<td>–</td>
<td>549 s</td>
</tr>
<tr>
<td>ACO, slower</td>
<td>914 s</td>
<td>954 s</td>
</tr>
<tr>
<td>ACO, quicker</td>
<td>–</td>
<td>228 s</td>
</tr>
<tr>
<td>SAN, slower</td>
<td>4,502 s</td>
<td>4,822 s</td>
</tr>
<tr>
<td>SAN, quicker</td>
<td>–</td>
<td>518 s</td>
</tr>
<tr>
<td>TBS, slower</td>
<td>1,262 s</td>
<td>1,372 s</td>
</tr>
<tr>
<td>TBS, quicker</td>
<td>–</td>
<td>790 s</td>
</tr>
<tr>
<td>MILP, full problem</td>
<td>1,278 s (0.81%)</td>
<td>4,242 s</td>
</tr>
<tr>
<td>MILP, with start values</td>
<td>1,240 s (0.36%)</td>
<td>2,975 s</td>
</tr>
<tr>
<td>MILP, reduced problem A</td>
<td>853 s (0.52%)</td>
<td>3,508 s</td>
</tr>
<tr>
<td>MILP, reduced problem B</td>
<td>126 s (0.58%)</td>
<td>1,900 s</td>
</tr>
</tbody>
</table>

5.3. Comparison to the Superstructure-Based Approach

The illustrated approach based on the structural decomposition and MH methods is compared to the alternative and widely-used approach based on the plant superstructure. The described software solution is used to define the MILP problem that integrates synthesis, design and operation optimization. All considered plant components are included in the superstructure. The goal is to determine the models and the number of components that will be included in the plant final structure and design. This problem is similar to the original. The only difference is in the values of the RS size. Five discrete values are offered and constrained to be less than or equal to 90% of the TS size. The objective used for the comparison is ATC.

It could be problematic to define an MO problem like the one considered in this paper, since different levels of optimization might have conflicting objectives; here, the operation regimes are always cost optimal, not taking into account PEC, while synthesis and design optimization tends to minimize PEC.

The superstructure-based problem is solved with the same resources as the original one.

The results are given in Table 7. The percentages in parentheses represent the largest possible gaps from the optimum estimated when the solutions are found. Both approaches found the same optimal solution. Since this solution was found with the superstructure-based approach and MILP, it is verified as exact. The superstructure-based approach needed more time to complete the optimization task.

For the purpose of comparison, the full MILP problem was relaxed by the operation-related binary variables, as well as part-load performance, lower bounds on the equipment load and start-up and
shutdown correction considerations. This problem was solved within 4 s, yielding the sub-optimal solution that has CG model M2, one CH and other synthesis/design values the same as the optimal ones.

5.4. Combining Decomposition- and Superstructure-Based Approaches

The decomposition-based approach might also be very useful as a pre-solving concept. Other results from Table 7 represent how a combination of the two approaches might be beneficial.

First, the MILP solver found the solution of the superstructure problem 29.9% faster (in 2,975 s) when the start values of the synthesis/design variables were predefined. This is because the early determination of good feasible solutions is an important part of the branch-and-bound and branch-and-cut algorithms from the efficiency point of view. MH methods are convenient to quickly find these values. Linear relaxation might be used here, as well, but it can result in an infeasible solution, since the problems are not equivalent.

Second, the large set of good and feasible solutions quickly obtained using MH methods can be used to derive some conclusions and preselect candidate solutions, i.e., eliminate some options, reduce the problem superstructure and shrink the search space of MILP problems. From the set of vectors examined using the MH methods, it is concluded that the solutions with one CG, smaller AR models and larger TS are favorable, as well as that the ones with one CT model M1 are always better than the alternatives. Thus, the reduced Problem A is limited to the combinations with one CG, AR models M0, M1 and M2, one CT M1 and TS models M2, M3 and M4. This MILP problem is solved in 3,508 s or 17.3% faster than the full problem. Further simplification leads to the reduced Problem B, limited to one CG and models M2, M3 and M4, a maximum of two CHs, one CR, one CT M1, the largest TS and the two largest RS. It is solved in 1,900 s or 55.2% faster than the full problem.

6. Conclusions

This paper presents an approach to optimize buildings’ trigeneration energy supply plants and represents an extension of the previous work of the authors. It might be extended to other plant types.

The approach is based on the structural decomposition of the optimization problem into the synthesis and design optimization problem and the operation optimization problem. The first one is combinatorial and solved with six different metaheuristic methods: genetic algorithms, particle swarm optimization, ant colony optimization, simulated annealing, harmony search and tabu search. The second one is a mixed integer linear programming problem solved with the branch-and-cut method. These two problems are nested: whenever the objective function value is calculated for a given set of the synthesis and design variables, the operation optimization problem is constructed and solved to determine the optimal operation regime. The construction of the operation optimization problem for each candidate solution is not computationally intensive, but provides flexibility in mathematical modeling and the opportunity for operation optimization problem reduction.

This approach was applied to optimize a trigeneration plant that could be used to supply a real residential settlement in Niš, Serbia, with the objective of minimizing both the annual total costs and the primary energy consumption of the plant. The same result, shown as the Pareto curve, is obtained using each of the methods examined.
An alternative approach, based on the plant superstructure, is also used. It defines the integrated synthesis, design and operation optimization problem and solves it using the branch-and-cut method. It is used to minimize the annual total costs of the same plant and found the same optimal solution as the approach based on the structural decomposition and metaheuristics.

The approach that uses the structural decomposition and metaheuristics was faster, but sometimes near-optimal solutions were found instead of the optimal ones. It is more flexible, easier to implement and more convenient for complex or large problems. On the other hand, the superstructure-based approach that uses mixed integer linear programming is more efficient and convenient for smaller and simpler problems. It always finds the exact solution (if any), while the error gap (if allowed) might be controlled.

In addition to being faster, but reliable enough, the approach based on the structural decomposition appeared to be convenient as a part of the pre-solving process in the frame of the superstructure-based approach. The approaches were combined in two ways. In the first case, the solution found quickly with metaheuristics is used to define the starting values of the variables for the superstructure-based problem. In the second case, the superstructure is reduced using the conclusions derived from the large set of good candidate solutions obtained with metaheuristics. Consequently, the optimization problem became smaller and easier to solve. In both cases, a significant solving time reduction is achieved, compared to the full superstructure-based MILP problem.

The main focus of further work will be the exploitation of the flexibility this approach offers in the process of energy system design, especially to consider different design-related soft constraints. Furthermore, using moving-horizon short-term operation optimization [10], instead of typical periods, although computationally more intensive, might be beneficial, because it does not require one to choose typical periods, which is a critical process from the accuracy aspect, and allows the consideration of an entire horizon.

**Author Contributions**

Mirko M. Stojilković formulated the approach based on structural decomposition, defined the mathematical model and developed the software solution. All authors contributed extensively to all other aspect of the work presented in this paper.

**Nomenclature**

*Latin symbols*

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Area, ($m^2$)</td>
</tr>
<tr>
<td>$a$</td>
<td>Linear regression coefficient, ($-$)</td>
</tr>
<tr>
<td>$b$</td>
<td>Linear regression coefficient, (kW)</td>
</tr>
<tr>
<td>$c$</td>
<td>Specific heat, (kWh kg$^{-1}$ K$^{-1}$)</td>
</tr>
<tr>
<td>$E$</td>
<td>Energy, (kWh)</td>
</tr>
<tr>
<td>$m$</td>
<td>Mass, (kg)</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of variables, components or time steps, ($-$)</td>
</tr>
<tr>
<td>$Q$</td>
<td>Thermal energy, (kWh)</td>
</tr>
<tr>
<td>$\dot{Q}$</td>
<td>Thermal power, (kW)</td>
</tr>
<tr>
<td>$r$</td>
<td>Interest rate, ($-$)</td>
</tr>
<tr>
<td>$T$</td>
<td>Observed time horizon, (year(s))</td>
</tr>
<tr>
<td>$t$</td>
<td>Temperature, ($^\circ$C)</td>
</tr>
<tr>
<td>$U$</td>
<td>Overall heat transfer coefficient, (kW m$^{-2}$ K$^{-1}$)</td>
</tr>
<tr>
<td>$W$</td>
<td>Electrical energy, (kWh)</td>
</tr>
<tr>
<td>$\dot{W}$</td>
<td>Electrical power, (kW)</td>
</tr>
<tr>
<td>$Z$</td>
<td>Cost, (EUR)</td>
</tr>
</tbody>
</table>
Greek symbols

\( \alpha \) Linear regression coefficient, \((\text{EUR kWh}^{-1})\)

\( \beta \) Linear regression coefficient, \((\text{EUR h}^{-1})\)

\( \delta \) Binary on/off variable, (−)

\( \zeta \) Energy price, \((\text{EUR kWh}^{-1})\)

\( \dot{\zeta} \) Peak power price, \((\text{EUR kW}^{-1})\)

\( \lambda \) Auxiliary continuous variable, (−)

\( \sigma \) Auxiliary binary start-up variable, (−)

\( \varsigma \) Auxiliary binary shutdown variable, (−)

\( \tau \) Time step, (h)

\( \varphi \) Energy-to-primary-energy conversion factor, \((\text{kWh kWh}^{-1})\)

Superscripts

\( i \) Typical period index

\( j \) Time step index

\( u \) Billing period index

Subscripts

\( 0 \) Environment

AR Absorption chiller

C Constant

Cap Capacity, peak

CG Cogenerator

CH Boiler

CR Compressor chiller

CT Cooling tower

D Demand

E Exported energy

e Electrical energy

ET Electrical transformer

f Fuel, fuel energy

G Gross, source

HT High temperature

I Imported energy

Inv Investment

k Component index

l Variable index

LT Low temperature

max Maximum

min Minimum

N Net, load

OM Operation and maintenance

P Primary energy

r Cooling energy

RS Cool storage

T Total

t Heating energy

TS Heat storage

V Variable

x Electricity input (auxiliary)

XG Exhaust gasses used heat

\( \sigma \) Transient operation, start-up

\( \varsigma \) Transient operation, shutdown

\( \tau \) Time steps
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