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Abstract: To construct a clean and efficient energy system, advanced solar thermal power generation
technology is developed, i.e., a solar hybrid STIGT (Steam Injected Gas Turbine) system with near
zero water supply. Such a system is conducive to the efficient use of solar energy and water resources,
and to improvement of the performance of the overall system. Given that the strong correlation
between multiple-input and multiple-output of the new system, the MDMC (Multivariable Dynamic
Matrix Control) method is proposed as an alternative to a PID (Proportional-Integral-Derivative)
controller to meet requirements in achieving better control characteristics for a complex power system.
First, based on MATLAB/Simulink, a dynamic model of the novel system is established. Then it is
validated by both experimental and literature data, yielding an error no more than 5%. Subsequently,
simulation results demonstrate that the overshoot of output power on MDMC is 1.2%, lower than
the 3.4% observed with the PID controller. This improvement in stability, along with a reduction in
settling time and peak time by over 50%, highlights the excellent potential of the MDMC in controlling
overshoot and settling time in the novel system, while providing enhanced stability, rapidity, and
accuracy in the regulation and control of distribution networks.

Keywords: solar energy; power generation; water/heat recovery; MDMC

1. Introduction

Fast-growing industrialization and extensive traditional energy consumption, such
as coal and natural gas, has exacerbated the energy crisis caused by humans. This crisis,
compounded by environmental concerns, has posed significant barriers to the advancement
of the energy industry [1]. Sustainable development encounters two primary challenges: the
reduction of traditional fossil fuel consumption and greenhouse gas emissions [2]. Micro gas
turbine-based energy supply systems are facing difficulties in meeting the demands of high
efficiency and environmental preservation. Therefore, research is focused on enhancing
power generation efficiency, optimizing energy supply systems, minimizing pollution, and
effectively recovering low-grade waste heat etc. To address these issues, global scholars
have proposed technologies such as solar photovoltaic (PV) power generation, steam
re-injection, and absorption refrigeration as potential solutions.

Solar PV power generation systems offer several advantages, including low cost, high
reliability, high power generation efficiency, and low greenhouse gas emissions. However,
they also face challenges such as the intermittent nature of solar energy and the instability
of the energy generated [3,4]. Introducing steam re-injection technology could enhance the
generation efficiency of solar thermal hybrid power generation and improve the system’s
power peaking flexibility. The steam re-injection cycle, based on the principle of utilizing
high-temperature exhaust gas to heat feedwater and re-injecting the resulting steam back
into the cycle, is a means to improve the efficiency and output power of gas turbine power
generation [5–7]. To address issues related to large water consumption and high inlet air
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temperature in the solar hybrid Steam Injected Gas Turbine (STIGT) system, an intermediate
cooling water/heat recovery system is introduced [8,9]. This system enables the solar
hybrid STIGT energy supply system to operate with near zero water supply, utilizing
intermediate cooling equipment to cool the inlet air and ensure the efficient and stable
operation of the system. Although this system improves thermodynamic performance, it
also brings challenges to the dynamic stability of the system. In actual operation, in order
to shorten the response time of the system and to achieve a steady state that can be resistant
to disturbances, the choice of appropriate control strategy is particularly critical.

PID control is widely used in industry [10–12] and researchers are exploring alterna-
tive controllers for energy systems with the aim of improving system stability, response,
and energy utilization. Eldigair et al. used OBC (Optimization-based controller) in vehicle
thermal management, showing lower computational burden than the PI controller [13].
Yang et al. applied DANNC (Discrete adaptive neural network controller) in refrigeration
systems for faster stabilization and smaller overshoot than those of the PID [14]. MFAC
(Model-free adaptive control), used by Dong et al., proved its effectiveness in tempera-
ture control of absorption chillers, offering faster response and robustness than the PID
method [15]. Chai et al. suggested MFAC for energy-saving in absorption chillers, with
stronger robustness and a faster response than the PID [16]. Staudt et al. used MPC (Model-
predictive control) in heat pumping devices for wider operating ranges and better part
load capability than the PID [17]. The DNA (Direct Nyquist Array) method investigated by
Touqan et al. suppressed disturbances in HVAC systems better than the PID [18]. The study
conducted by Zhao et al. showed that MLR (Multivariable linear regression) enhanced
COP values and reduced electricity consumption over the PID [19]. Compared with the
PID, ADRC (Active disturbance rejection control) by Huo et al. improved performance in
hybrid solar-fossil fuel systems [20]. Jiang et al. found that MDMC (Multivariable dynamic
matrix control) could improve thermal power responses and disturbance attenuation in
various systems [21].

The potential use of predictive control in the solar hybrid STIGT system with near zero
water supply is indicated by academic success in applying it to thermal systems, such as air
conditioning. The novel STIGT system, which is similar to air conditioning, has multiple-
inputs and outputs with strong coupling and is sensitive to load and external conditions.
Maintaining control effectiveness with diverse loads and environmental conditions presents
difficulties for traditional PID controllers. Multivariable Dynamic Matrix Control (MDMC)
is a type of model predictive control that is easily applicable, has broad availability, and
can streamline the computation of multi-input and multi-output systems [22,23], including
the novel STIGT system. MDMC might enhance the dynamic characteristics of the solar
hybrid STIGT system. This boosts the overall power generation efficiency and resilience to
disturbances, ensuring stable operation.

Due to the low modeling cost and ease of implementation, MDMC has been proved
as an effective technique for handling multivariable systems [21] and can be deployed in
the broader engineering field [24]. Given the strong correlation between multiple-inputs
and multiple-outputs of the novel system, the MDMC is considered for optimization and
improvement in the characteristics of the power system. A mathematical and physical
model of the MDMC for the novel system is presented in this context. The model is
examined by experimental data and reported literature. It is expected that the novel system,
using the MDMC, achieves better control characteristics than that of the PID. This context
could contribute beneficial research experiences in the similar field of engineering control
by proposing the MDMC method as an alternative to the PID controller.

2. Dynamic Model of the Novel Solar Hybrid STIGT System

The novel solar hybrid STIGT system consists of three subsystems: the STIGT subsys-
tem, the solar absorber subsystem, and the water/heat recovery subsystem. The principle
of the novel system is shown in Figure 1 [25].
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Figure 1. Schematic diagram of the novel system.

2.1. The STIGT Subsystem

The STIGT subsystem primarily consists of the gas turbine and the steam generator.
The gas turbine has two dynamic components: a recuperator with large thermal inertia and
a rotor shaft with large rotational inertia.

The recuperator is modeled as a counterflow air-to-air heat exchanger as shown in
Figure 2, which is discretized into N volume cells along the air flow direction.
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According to the conservation of energy, each volume unit is established [26],

mgascp,gas
dTgas,i

dt
= Qgas,i − kgas Ai

(
Tgas,i − Twall,i

)
(1)

macp,a
dTa,i

dt
= ka Ai(Twall,i − Ta,i)− Qa,i (2)

where kgas, ka are the convective heat transfer coefficients between the hot-side wall surface
and the flue gas and between the cold-side wall surface and the air, W/(m2·K), respectively;
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Ai is the heat transfer area of the i th volume cell, m2; and Twall is the wall temperature, K.
An energy equation is established for the metal wall surface:

Qgas,i − Qa,i = τwall
dTwall

dt
(3)

where τwall is the thermal inertia time constant of the recuperator, which is generally
determined by the specific heat and mass of the recuperator metal.

dω

dt
=

1
Jω

(WT − WC − WL) (4)

where WT , WC, and WL are the mechanical power of the turbine, the compressor, and the
external load, kW, respectively, J is the rotational inertia of the shaft, kg·m2, and ω is the
angular velocity, rad/s.

The steam generator works in a process similar to a recuperator, and the effect of
thermal inertia is neglected because the mass of the feed water is much smaller than the
mass of the flue gas.

2.2. Model of the Water/Heat Recovery Subsystem

In this context, reference is made to the research results of Jiang et al. on a new ab-
sorption/transcritical hybrid refrigeration system, on the basis of which a new water/heat
recovery system is proposed to utilize waste heat recovery from a low-grade heat source
for refrigeration purposes [27]. The refrigeration unit as the model of water/heat recovery
subsystem consists of an exchanger, a solution pump, and a throttling device, which are
connected by piping. The solution heat exchanger recovers some of the generator heat
and improves efficiency. All internal heat exchangers are counterflow-shell and tube heat
exchangers. The solution pump provides power for solution circulation.

To reasonably simplify the dynamic model, the following assumptions are made [28,29],

(1) The temperature, pressure, and Li-Br concentration inside the components are uniform.
(2) The pressures inside the generator and condenser are equal, and the pressures inside

the absorber and evaporator are equal.
(3) The fluid transportation delay between the two components is neglected.
(4) The heat transfer coefficients on the hot and cold sides of the heat exchanger remain constant.
(5) The throttling processes between the generator and absorber and the condenser and

evaporator are adiabatic.

The solution and vapor in the generator and absorber follow the mass conservation equation:

dMs

dt
= ms,in − ms,out − mv (5)

mv − mv,out =
dMv

dt
(6)

Therefore, the Li–Br solute satisfies:

dMsxs

dt
= ms,inxs,in − ms,outxs,out (7)

Similarly, the LiBr–H2O solution satisfies the energy conservation equation:

dMshs

dt
= ms,inhs,in − ms,ouths,out − mv,outhv,out + Qhx (8)

where ms,in and ms,out are the mass flow rate of the inlet and outlet solutions, kg/s, respec-
tively; hs,in and hs,out are the enthalpy of the inlet and outlet solutions, kJ/kg, respectively;
and xs,in and xs,out are the mass fraction of the inlet and outlet solutions. Ms and Mv are
the mass of the solution and the mass of the vapor in the generator/absorber, kg.
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Conservation of mass equations are developed for the liquid and vapor phases of the
refrigerant in the condenser (similar principle for intercooler, evaporator etc.).

ml − ml,out =
dMl
dt

, (9)

mv,in − ml =
dMv

dt
, (10)

Establish the energy conservation equation:

dMlhl
dt

= mv,inhv,in − ml,outhl,out − Qhx, (11)

The sum of the refrigerant gas-phase volume Vv , m3, and the liquid-phase volume, Vl ,
m3, satisfies conservation of volume:

Vv + Vl =
Ml
ρl

+
Mv

ρv
= V (12)

where mv,in, ml,out are the mass flow rate of the inlet and outlet refrigerant, kg/s, respec-
tively; hv,in, hl,out are the enthalpy of the inlet and outlet refrigerant, kJ/kg, respectively;
Ml , Mv are the liquid-phase mass and gas-phase mass of the internal refrigerant, kg, respec-
tively; ρl , ρv are the liquid-phase density and gas-phase density of the internal refrigerant,
kg/m3, respectively; and Qhx is the heat taken away from the outside, kJ.

2.3. Model of the Solar Absorber Subsystem

The central tower concentrator technology is adopted in this context, which is a system
that mainly consists of a main reflector (heliostat field) mounted on the receiver aperture
and a tower-top absorber [30]. The optical efficiency of the heliostat field is defined as the
ratio of the solar power absorbed by the absorber (Qsun) to the solar power radiated to all
the heliostats (product of DNI and heliostat aperture A0), which is mainly determined by
the azimuthal angle θ and the elevation angle γ of the sun’s position during the system
operation. The effect of the sun’s position on the heliostat also includes optical losses from
cosine effects, reflections, shadowing, and blocking [31]. The optical efficiency ηopt is:

ηopt(θ, γ) = ε · ηcos(θ, γ) · ηsha(θ, γ) · ηblo(θ, γ) (13)

where ε is the surface reflectivity of the heliostat, ηcos, ηsha, ηblo represent the cosine effect
and the efficiency of optical losses due to shadowing and blocking, respectively, all as a
function of the θ and γ. The azimuthal angle of the heliostat field in the sun-relative tower
concentrator system is θ and elevation angle is γ.

The thermal energy absorbed by the solar absorber and its thermal efficiency is the
key to the exit temperature of the work product, which is sufficiently high that the main
losses come from radiation with the surroundings and convection (the heat conduction is
ignored), as shown in Figure 3.

According to the heliostat field layout the incident solar energy is

Qsun = ηopt · DNI · A0 (14)

where DNI is the direct normal irradiance, W/m2;·A0 is the total receiving area of the
heliostat field, m2. ηopt· is the optical efficiency of the heliostat field.
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Among them, the radiation loss is

Qrad = ασAr

(
T4

L − T4
a

)
(15)

where α is the emissivity; σ is the Stefan–Boltzmann constant [32], which is taken as
5.67 × 108 W/(m2·K4); TL is the operating temperature of the solar absorber; Ta is the
ambient temperature; and Ar is the aperture area of the receiver, m2.

The convection loss is
Qcon = kAr(TL − Ta) (16)

where k is the convective loss coefficient of the solar absorber, W·m2/K.
The dynamic process mainly occurs in the heat transfer part, and its main principle

is similar to the model of the heat reclaimer in STIGT, which utilizes the distribution
parameter method to calculate the temperature distribution of the internal solar absorber
heated wall surface and the air, which will be discretized along the direction of the air flow
into N volumetric units, and each unit transfers heat to the air by the heated wall surface of
the solar absorber.

Qa,i = Qsun,i − Qrad,i − Qcon,i (17)

macp,a
dTa,i

dt
= ka Ai(Twall,i − Ta,i)− Qa,i (18)

The calculation of heat transfer coefficients is obtained by using the empirical equations
related to the Nusselt coefficient [33].

Nu = 0.088 Gr
1
3

(
Twall

Ta

)0.18

(cos∅)2.47
(

D
L

)
(19)

where D is the diameter of the absorber aperture and L is the length of the absorber cavity.

3. Methods and Model Validation

To compare the control characteristics between PID and MDMC for the novel system in
this context, the response of both control times for a single control variable loop is studied
with the chilled water outlet temperature as the external disturbance factor of the system
when the set temperature changes. Then, with the external heat source temperatures and
inlet flow rates of the cold water as the external disturbance factors of the system, the
effectiveness of the two control methods is compared.

3.1. Model Validation of STIGT Subsystem

The dynamic simulation model of the gas turbine is established based on Simulink, as
shown in Figure 4, which contains the gas compressor, recuperator, burner, turbine, and
rotor module, in which the PID controller module controls the rotor speed and the turbine
outlet temperature by adjusting the natural gas consumption.
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In order to quantitatively describe the precision of the parameters in each model, the
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Experimental data of the recuperator and rotating shafts during the step reduction of
the load from 78 kW to 60 kW for the T100 micro gas turbine are utilized in this context and
compared with the simulated results shown in Figure 5. The ARD between the simulated
and experimental values of the recuperator is 1.1%, and the average relative deviation
ARD of the rotor shaft is 0.2%.
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3.2. Model Validation of Water/Heat Recovery Subsystem

As shown in Figure 6, a dynamic simulation model of a single-effect Li–Br absorption
refrigeration unit is developed as the validation of water/heat recovery subsystem, which
contains a high-pressure generator, a low-pressure generator, a condenser, an evaporator,
two absorbers, two solution heat exchangers, four throttling valves, and an intercooler.
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Figure 6. Simulation model of the single-effect Li–Br absorption refrigeration unit.

In order to validate the dynamic model, the experimental data of [34] for a 10 kW
single-effect absorption refrigeration unit is selected for comparison with the simulation
data derived from the establishment of the corresponding operating conditions. The hot
water outlet temperature (Inlet temperature steps from 75 ◦C to 85 ◦C) and chilled water
outlet temperature (Inlet temperature fluctuating around 17.5 ◦C) change are shown in
Figure 7.
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Figure 7. Dynamic verification: (a) Generator; (b) Evaporator.

It is found that there is a certain error between the simulation and the reference data in
terms of values, but most of the dynamic consistency between the measured and simulated
values is high.

3.3. Model Validation of Solar Absorber Subsystem

The validation of the solar absorber subsystem is mainly to study and compare the heat-
up characteristics of the solar absorber. The experiments are carried out in the experimental
test system of tower-type solar absorber at the solar technology R&D base in Qingshan
Lake, Zhejiang University. The experimental principle of solar absorber testing is shown in
Figure 8.
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The fixed heliostat field in which the solar absorber is located, as well as the principle
of the solar absorber, are shown in Figure 9.
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Figure 9. (a) Heliostat field for solar absorber; (b) Principle of solar absorber.

The specific parameters of the relevant experimental equipment and measuring in-
struments used in the experiment are shown in Table 1, in which the thermocouples and
flow meters are connected to the Agilent collector; the data are transmitted to the computer
by recording every 3 s. Compressor and cold dryer were manufactured by Kingswood
Smee (Ningbo, China). Agilent device was mannufactured by Keysight (Santa Clara, CA,
USA). The others were manufactured by Kingswood Smee (Huaian, China). The structural
parameters of the solar absorber are shown in Table 2.

Table 1. Specific parameters of the solar absorber subsystem in experiments.

Serial Number Experimental
Equipment Specification Description

1 Compressor 19.5 N·m3/min,
Screw-type110 kW

Outlet pressure 0.8 MPa

2 Buffer tank 2 m3 Operating pressure 0.8 MPa
3 Cold dryer 20 N·m3/min /

4 K-type
thermocouple ±0.1% 0–1300 ◦C

5 Pressure sensor ±0.5% 0–1.0 MPa
6 Vortex flowmeter 1.5 stage 0–255 N·m3/h
7 Agilent device 34,970 A /
8 Radiometer ±3% Gardon Gage
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Table 2. Structural parameters of the solar absorber.

Serial Number Parameter Specification

1 Diameter of the lighting hole 0.5 m
2 Diameter of the chamber 0.8 m
3 Number of heat-absorbing tube 120

4 Inner diameter/Wall thickness of
heat-absorbing tubes 5.48/2.41 mm

5 Insulating layer thickness 55 mm
6 Length of heat-absorbing tube 900 mm
7 Material Incoel625

To test the effect of DNI change and air flow rate change on the outlet temperature of
the solar absorber, the experiment chose to test three working conditions. The experiment
selected a day with clear weather and sufficient light; the day 6:00 to 15:30 DNI variation
with time in the experiment is shown in Figure 10.
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Figure 10. DNI variation with time in the experiment of the solar absorber.

The maximum value of DNI on that day was 819.4 W/m2, and the average DNI from
9:00 to 15:30 (the working time of the solar absorber) is about 762.7 W/m2 (the input value
for the calculation of the simulation).

According to the above conditions used to describe the dynamic model of the solar
absorber subsystem, as shown in Figure 11, a model with multi-segment volume unit heat
transfer is established, including heat transfer of each segment by the solar absorber wall
to the air, to obtain the final air outlet temperature.

From the model of the solar absorber subsystem in 2.3, it is known that it is necessary
to calculate ηcos, ηsha , and ηblo, and that the principle of ray-tracing of the concentrator
system is established through the SolarPilot 1.3.8 software (Figure 12a) as well as the layout
of the heliostat field (Figure 12b).
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The established model is used to calculate the outlet temperature of the solar absorber
for comparison with the experimental results, and three different working conditions are
simulated. The results are shown in Figures 13–15.
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The response process of the solar absorber is as depicted in Figure 13 for the period
8:40–11:40 under working condition I. During this process, the variation range of DNI
is kept above 670 W/m2 while the air flow rate into the solar absorber is stabilized at
0.1212 kg/s. The solar absorber outlet temperature Toutlet starts to increase from an initial
setting of 32 ◦C to a maximum temperature of 893 ◦C at 11:40, with an average warming
rate of 5.7 ◦C/min. The ARD between the simulation and the experimental data is 4.97%.

Under working condition II, the response process is as shown Figure 14 during the
period 11:40–12:40. During this process, the DNI reaches its peak value throughout the
day with a small fluctuation, stabilizing at 800–810 W/m2. By controlling the valve, the
air flow rate of the solar absorber is regulated from 0.1212 kg/s to 0.1558 kg/s and Toutlet
reaches a new quasi-steady state. The ARD between the simulation and the experimental
data is 1.6%.

The response process under working condition III during the period 12:40–14:30 is
presented in Figure 15. In order to investigate the effect of DNI fluctuations on the Toutlet,
10 heliostats (48 heliostats in total) are removed from the ninth row at 12:40. At this time,
the flow rate remains constant, while incident radiation into the solar absorber decreases,
leading to a decrease in Toutlet. The previously removed heliostats are recommissioned at
13:50, and as incident radiation into the solar absorber increases, Toutlet also increases. The
ARD between the simulation and the experimental data is 1.45%.
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4. Results and Discussion
4.1. Analyses of MDMC Strategy

Exhaust gas from conventional micro gas turbines contains a large amount of under-
utilized waste heat. In the solar hybrid STIGT system, the waste heat temperature is further
reduced by the introduction of the steam generator and absorption refrigeration. Since the
novel system in this context requires a very low heat source temperature, recovering the
waste heat could confer greater advantages. In practice, due to disturbances in the heat
source, an absorption refrigeration unit is often subjected to fluctuations, and response of
the recovery process to the disturbances is slow. Therefore, it is important to understand
the dynamic response of absorption refrigeration units under variable operating conditions
to improve their energy efficiency ratio.

In previous work [25], control strategies were not considered. Excellent control strate-
gies and methods for an absorption refrigeration system could maximize the user’s cold
load demand and ensure the safe and stable operation of the system. However, conven-
tional PID control has some defects: a set of parameters, Kp, Ti, and Td , are still determined
by the controlled object model and cannot be rectified with changes in real times. Generally,
optimal parameters of the PID control are expected to change adaptively, while the actual
object and the model show obvious deviations. It means that optimal parameters of the
PID controller are too complicated to calculate when the controlled object is uncertain or
unknown, resulting in the control effects being less than optimal. Moreover, the PID control
process is simple and mainly used for single-input single-output systems. For multi-input
and multi-output systems, more effective and targeted control algorithms are expected.

The MDMC is developed from DMC (Dynamic Matrix Control) and is performed
at each sampling time, which can be set by the control designer, based on current mea-
surements and predictions of future output values. There are two types of calculations in
the controller: setpoint calculations and control calculations, the latter including process
constraints and other parameters that can be specified manually, and the control process is
represented as in Figure 16. The main task of the controller is to determine the series of
control actions for the manipulated variable so that the system can track optimally to its
setpoint value. The control objective of the DMC is to compute the value of the manipulated
variable so that the corrected predicted value of the next P moment corrected predictions
are as close as possible to the reference trajectory, thus reducing the response time.
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On top of DMC, MDMC algorithms based on multivariate control have been devel-
oped. For a linear multivariable system,

∼
y i, N1(k) =

∼
y i, N0(k) + αij∆uij(k) (21)

where k is the current control time, N is the modeling time domain, and u(k) is the
control increment.
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Rolling optimization is considered next. Like the univariate case, in the rolling op-
timization of MDMC, each output

∼
y i, N1 is required to closely track the corresponding

expectation w at the next P moment.

minJ(k) =
∣∣∣∣∣∣w(k)− ∼

y i, N0(k)
∣∣∣∣∣∣2

Q
+ ||∆um(k)||2R (22)

where w(k) is
[
w1(k), . . . wp(k)

]T .

Q = block − diag
(
Q1, . . . Qp

)
, Qi = dialog(qi(1), . . . qi(p)) (23)

R = block − diag(R1, . . . Rm), Ri = dialog
(
rj(1), . . . rj(p)

)
(24)

The entire control process is repeated continuously. The MDMC algorithm, with the
presence of constraints, greatly enhances the system’s safety and reduces settling time,
which is beneficial for a dynamic system with significant lag time such as a water/heat
recovery subsystem.

4.2. Establishment of Dynamic Model

To study the dynamic law of the system, the LMTD (Logarithmic Mean Temperature
Difference) analysis is realized through the operating conditions of each component as
well as the internal temperature and Li–Br concentration. According to the reference heat
capacity value MCp provided in the literature [35], when there is a steady state heat flow
from each component, the product of heat transfer coefficient and heat transfer area UA is
adjusted to bring the heat transfer process to this range under the assumption that the end
difference of each heat transfer component is in the range of 3–5 ◦C. Specific parameters
select the appropriate equation to calculate the convective heat transfer coefficient. The
internal convection coefficient between the heat transfer fluid and the heat exchanger
is calculated considering the geometry of the components and the physical phenomena
occurring inside the refrigeration cycle. The area of the throttle valve is included as well as
the volume of each component selected from the reference values in the literature [36]; the
results of the calculations are shown in Table 3.

Table 3. Constant parameters of dynamic model for the water/heat recovery subsystem.

Parameter Unit Value Description

Ac m2 2 × 10−5 Area of throttle valve between condenser and intercooler
Ag m2 2 × 10−4 Area of throttle valve between generator and absorber

Cp,w kJ/(kg·K) 4.19 Constant pressure specific heat capacity of cooling water/chilled water
(MCp)g kJ/K 58.5 Mass of the generator and cumulative heat capacity of the internal solution
(MCp)c kJ/K 33.0 Mass of condenser and cumulative heat capacity of the internal refrigerant
(MCp)a kJ/K 58.5 Absorber mass and cumulative heat capacity of the internal solution
(MCp)m kJ/K 58.5 Mass of the intercooler vessel and cumulative heat capacity of the internal refrigerant
(MCp)e kJ/K 38.0 Mass of the evaporator vessel and cumulative heat capacity of the internal refrigerant

(MCp)exh,g kJ/K 2.66 Cumulative heat capacity of the heat exchanger in the generator
(MCp)exh,c kJ/K 3.04 Cumulative heat capacity of the heat exchanger in the condenser
(MCp)exh,a kJ/K 4.04 Cumulative heat capacity of the heat exchanger in the absorber
(MCp)exh,m kJ/K 2.66 Cumulative heat capacity of the heat exchanger in the intercooler
(MCp)exh,e kJ/K 2.66 Cumulative heat capacity of the heat exchanger in evaporator
(UA)in,g kW/K 7.29 Heat transfer coefficient between generator and concentrated solution
(UA)in,c kW/K 9.72 Heat transfer coefficient between condenser and cooling water
(UA)in,a kW/K 5.97 Heat transfer coefficient between absorber and cooling water
(UA)in,m kW/K 5.62 Heat transfer coefficient in the intercooler
(UA)in,e kW/K 6.62 Heat transfer coefficient between evaporator and chilled water

Vg m3 0.024 Generator volume
Vc m3 0.014 Condenser volume
Va m3 0.024 Absorber volume
Vm m3 0.024 Intercooler volume
Ve m3 0.024 Evaporator volume
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According to the parameters in Table 3 combined with the model validation results in
3.2, the physical parameters of the Li–Br solution and water are retrieved from EES (Engi-
neering Equation Solver), and the dynamic model of the water/heat recovery subsystem is
established in Simulink, as shown in Figure 17. This model consists of a high/low pressure
generator, a condenser, an absorber I/II, an evaporator, two solution heat exchangers, an
intercooler, and four throttle valves.
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Figure 17. Simulation model of water/heat recovery subsystem.

4.3. Control Strategy of the Novel System

Assuming that the exhaust gas (as a driving heat source) flow rate of 0.8 kg/s, air
source flow rate of 0.7 kg/s, and chilled water flow rate of 0.4 kg/s are the rated conditions,
the dynamic analysis of the water/heat recovery system in this context shows that the
settling time of the system is about 656 s. In a typical industrial process, the lag time (or
hysteresis time) is close to 11 min, which is typical of a large hysteresis system. In a typical
absorption refrigeration unit of the same cooling capacity and size, the response time of
the system also reaches 5–6 min. More heat exchanger components lead to larger thermal
inertia and response times, which negatively impacts the stability and safety of the system.

To select a suitable control strategy and explore the control range of the three parame-
ters, the heat source flow, air flow, and chilled water flow are reduced by 50% by controlling
the valve openings at 1000 s, and the changes in the outlet temperature of chilled water and
outlet temperature of air are compared under the three conditions, as shown in Figure 18.
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The control range of air flow is relatively small; a 50% reduction in heat source results
in a 20% reduction in cooling capacity, while the same reduction in chilled water flow
results in a more than 60% reduction in cooling capacity, as shown in Figure 18a. Even if
air flow is reduced by 50%, the effect on outlet temperature of chilled water is negligible,
but the outlet temperature of air drops by nearly 4 ◦C, as shown in Figure 18b. However,
when the chilled water flow rate decreases, the COP (Coefficient of Performance) drops
drastically, which is very detrimental to the system operation.

In order to further investigate the control strategy of the intercooler in water/heat
recovery subsystem and the impacts of the inlet temperature and flow rate for air on the
intercooler parameters, the inlet temperature and flow rate undergo a 20% upward or
downward step at 600 s and 1200 s, respectively, to investigate the dynamic characteristics
of intercooler including the temperature Tm, the outlet temperature of air Tair,out , and the
COP, as depicted in Figure 19.

Therefore, the use of air flow to control the parameters of the intercooler is feasible.
PID control with the chilled water outlet temperature as a control variable results in a
large hysteresis of the controller regulating action due to the slower dynamic response of
the refrigeration unit. Moreover, when the load changes suddenly and substantially, the
PID output will fluctuate in magnitude, making it possible for the water/heat recovery
subsystem to over-input heat sources, which can easily cause instability in the novel system.

To solve the shortcomings of the long dynamic response time of the water/heat
recovery system in this context, it is necessary to use a more advanced control model
to replace the traditional PID model. For the water/heat recovery system in the novel
system in this context, the dynamic response time is greater than that of the single-effect
Li-Br absorption unit due to the larger number of heat exchanger components, and the
controllable variables include the air flow rate and the heat source flow rate. In addition,
due to ambient temperature changes, the given value of the chilled water temperature can
change due to internal or external factors, and the PID cannot effectively track the change
of the given value in the long term. To address the challenges of this system characteristic,
the MDMC in predictive control is applied to the control using the established two-stage
Li-Br absorption dynamic model.
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4.4. Model of Control Parameters and Comparison Results

Using the model of the heat exchanger, it can be observed that the heat capacity of
the heat exchanger metal and its internal solution inside the four components determines
the thermal inertia of the heat exchanger process, that the heat capacity of the solution or
the water is determined by the physical properties themselves, and that the accumulation
of the thermal inertia of all the components leads to the system having a large hysteresis
characteristic. Therefore, to determine the control parameters efficiently, this context
identifies the process model Gp(s) from the control value heat source flow to the outlet
temperature of chilled water by controlling the heat source flow. A step signal is used as
input to obtain the model parameters from the system response. The input and output
curves of the step signal are used as a reference for model identification, as shown in
Figure 20.
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Investigating the model of the process from different temperature perturbations such
as inlet temperature of heat source Tg,in, inlet temperature of chilled water Te,w,in, and outlet
temperature of chilled water Te,w,out, the identification is made by considering the system
as a third-order purely hysteresis model:

Gp(s) =
Kp(1 + Tzs)(

1 + Tp1s
)(

1 + Tp2s
)(

1 + Tp3s
) e−Tds (25)

where Kp is similar to the proportionality coefficient in PID control, here is the gain coeffi-
cient; Tp1, Tp2, Tp3 are time constants; Td is the lag time constant; Tz is the transfer function
constant. The identification results are obtained through the system identification toolbox
in Matlab2019, as shown in Table 4.

Table 4. Identification parameters from toolbox in Matlab.

Coefficient Value

Kp 705.57
Tp1 41.76
Tp2 41.73
Tp3 116.18
Td 6.87
Tz 22.61

According to the obtained transfer function model, a multivariable controller is needed
in such working conditions; this controller can balance the actions of all actuators simulta-
neously. This control solves the problem of one input affecting another output compared to
the drawback of the independent control of PID, which can only control a single input and
a single output. Based on the controlling quantities (air flow and driving heat source flow),
the controlled quantities (outlet temperature of both the air source and chilled water), and
the external perturbation quantities (temperature of the driving heat source and chilled
water flow), such a multi-input, multi-output system develops a control strategy, as shown
in Figure 21.
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Figure 21. MDMC strategy for multivariate input-output systems.

In general, the gas turbine inlet air temperature needs to be cooled to 15 ◦C under ISO
(International Organization for Standardization) operating conditions. According to the
control strategy and control objectives in the dynamic model of the water/heat recovery
subsystem, both the PID controller and MDMC controller, respectively, are established and
encapsulated. The results are shown in Figure 22.
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For the intercooler, if the air outlet temperature is set to 15 ◦C, the internal temperature
must be around 10–12 ◦C. The low temperature of the intercooler will influence the evapo-
ration of the refrigerant in the high-pressure stage and the condensation of the refrigerant
in the low-pressure stage. Therefore, for the stable operation of the system, the set value of
the air outlet temperature is set to 18 ◦C. The air inlet temperature is assumed to be 27 ◦C.
the outlet temperature of chilled water is set at 8 ◦C.

4.4.1. Comparisons between MDMC and Single-Loop PID Control

To compare the impact of PID and MDMC for the set temperature change, the set value
of outlet temperature for chilled water is changed from 8 ◦C to 9 ◦C as the control target,
and the response of the control time of both is investigated in a single control variable
loop. The PID parameters are obtained by the self-tuning method, and the parameters to
be adjusted by MDMC include the sampling time Ts = 15 s, the prediction time domain
P = 50 s, and the limiting conditions: the heat source flow rate 0 < m ≤ 2 kg/s, the chilled
water outlet temperature 0 ◦C < Tew,out ≤ 12 ◦C. The main method for effective control of
the navel system is to minimize the amount of energy used in the system within the control
range. The variables of the optimization function are the system state (chilled water outlet
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temperature) and the control input (heat source flow rate). The results of both are shown in
Figure 23.
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of Tew,out.

When the system starts up, the MDMC responds before the PID control. The initial
value of the heat source flow rate is given as 0.8 kg/s in the MDMC, and then the change
value of the outlet temperature of chilled water or air temperature is selected to predict
and recalculate the output value based on the new sampling data every 15 s. After five
prediction cycles, the heat source flow rate reaches the set value. The MDMC reaches the
set value of 8 ◦C in about 250 s, while the PID reaches the target set value in about 2000 s.
The overshoot of the target temperature by MDMC is smaller than that of the PID control.
When the target value Tset changes from 8 ◦C to 9 ◦C, the MDMC has a settling time of
300 s, much faster than the 1500 s of PID, and the peak time of the MDMC is significantly
lower than that of PID, proving the superiority of MDMC in this system.

4.4.2. Comparisons between MDMC and Dual-Loop PID Control

In the rolling optimization of the MDMC of the novel system, the outputs chilled water
outlet temperature and air outlet temperature are closely tracked to their corresponding
desired values at P moments in the future by varying each of the two control inputs (exhaust
heat source flow and air heat source flow) at M moments in the future. The desired value
calculates the target values of outlet temperature of air or chilled water according to the
given output load target value and operation mode of the unit, the multivariable prediction
controller calculates the adjustment amount of the valve opening, and the output will also
be feedback corrected, controlling the system unit to reach the load set value. The heat
source temperature and the chilled water inlet flow rate are used as the external disturbing
factors of the system to explore the comparison of the control effect between MDMC and
dual-loop PID.

Comparison of the control effect between MDMC and dual-loop PID control was
conducted, with the heat source temperature increasing from 70 ◦C to 80 ◦C at 2000 s as a
step signal input, the air outlet temperature set at 18 ◦C and remaining unchanged, and the
set value of the chilled water outlet temperature remaining at 8 ◦C.

As depicted in Figure 24a, the MDMC performs better than the PID control in the
regulation of the settling time of the air outlet temperature. When the initial value Tair,out is
set to 14 ◦C from the prediction time domain, the MDMC adjusts the air flow rate during the
following 50 s. So, the air outlet temperature reaches the setpoint value much more quickly,
and the response time of the MDMC is much shorter than that of the PID control. When
the disturbance is added, according to the results of the previous operation, the MDMC



Energies 2024, 17, 1425 21 of 27

can predict the future trend of the outlet temperature change, and, in order to bring the air
outlet temperature up to the set value, adjust the flow rate of the heat source every 50 s in
the period of 2000–2500 s. The PID control reacts more slowly and generates an overshoot
of 3.8%, while MDMC generates an overshoot of 1.1%. Due to the fact that the set PID
control parameters, kp, ki, and kd, cannot be corrected in real time, and large oscillations
occur after large perturbations; these perturbations have serious impacts on the stability
and safety of the system, especially the long-time instability of the inlet air temperature
of the micro-gas turbine, leading to frequent changes in the operating conditions of the
system, which might damage the system.
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Figure 24. Step up of heat source temperature by MDMC and PID control: (a) Response of outlet
temperature for air; (b) Response of outlet temperature for chilled water.

From the regulation of settling time of the chilled water outlet temperature in Figure 24b,
MDMC and PID control both reach a steady state by a certain point in time. The trends
of the two change curves are similar during the start-up phase, but the controlling loop
by PID is still slightly oscillating due to the influence of the fluctuations in the air flow in
the previous loop. Fluctuations in the air flow are reduced by the decoupling of multiple
variables in the MDMC, which makes the regulation more effective. It is proved that the
coupled control of the dual-loop PID still has significant limitations, while the MDMC has
superiority in both response time and controlling overshoot for the simultaneous control of
multiple variables.

The air inlet temperature of the compressor has crucial impacts on the system output
power, and the results are shown in Figure 25. With a target of the air outlet temperature
of 18 ◦C, PID control leads to frequent oscillations of the inlet temperature, resulting in
oscillations of the output power between 96 kW and 102 kW, with an overshoot of 2.5% of
the rated power, and three oscillation cycle occurs before relatively stabilizing; the time to
re-achieve stability is 2000 s. In contrast, the MDMC oscillates by only 0.72%, and takes
only one oscillation from startup to stabilization, which is about 1000 s. Although the micro
gas turbine has the characteristics of fast response, which means better self-regulation, the
frequent oscillations of the inlet temperature are extremely detrimental to the stability of
the power generation system.
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Figure 25. Impacts of air inlet temperature of the compressor on output power by MDMC and
PID control.

Moreover, the impacts of perturbation of the chilled water flow rate on the system are
also investigated. From the air outlet temperature adjustment time in Figure 26a, when the
chilled water flow rate steps from 0.4 kg/s to 0.46 kg/s, and the initial value of the Tair,out
setting is 14 ◦C, MDMC is used. By predicting the change of the air flow rate in the time
domain in the next 50 s, and analyzing the trajectory of the temperature change in each
cycle according to the simulation curve and adjusting the output volume in advance, the
output volume will be adjusted in advance after about 14 prediction cycles of 700 s to reach
the target temperature value. The dual-loop PID control produces more intense attenuation
oscillations in the Tair,out at startup and when disturbed; the number of oscillations reaches
four times, and the Tair,out at startup exceeds the target temperature by 2 ◦C. Compared
with the PID control, the MDMC algorithm has more excellent control performance and
anti-interference in multiple loops.
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Figure 26. Step up of flow rate for chilled water by MDMC and PID control: (a) Response of outlet
temperature for air; (b) Response of outlet temperature for chilled water.

From the settling time of the chilled water outlet temperature in Figure 26b, using PID
control, Tew,out needs about 4500 s to run until 7000 s to reach the set value of 8 ◦C, and
the time required is much larger than the previous perturbation case. While using MDMC,
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Tew,out needs about 1500 s to reach the set value, and the control effect of MDMC is still
better than that of PID control. In terms of anti-interference, the MDMC and PID control
are both relatively smooth, and there is no oscillation near the set temperature.

The chilled water flow also has a crucial impact on the system output power; the
results are shown in Figure 27.
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When the target of outlet temperature for air is set at 18 ◦C, the PID control gradually
reaches a stable state after a few cycles of oscillation, relatively speaking; the changes in the
flow rate of chilled water have less impact on the overall system, and the overall overshoot
is about 2–3%. The PID control reaches the vicinity of the target point after about 1500 s of
oscillation, which is more frequent and difficult to stabilize, and brings a greater test to the
regulation ability of the microfuel engine. The algorithm of the MDMC fluctuates less, and
the stability of the dual-loop control is improved to a certain extent.

Finally, to ensure the stable operation of the novel system and the demand for near-
zero water supply, it is necessary to ensure that the recovered water volume is within a
more stable range, so the water recovery rate (i.e., recovered water volume/injected water
volume) is still controlled using PID and MDMC. With 98% of the water recovery rate as
the control objective, the 20% fluctuation sum of DNI and air flow rate as the perturbation
input of the system, and the flow rate of the heat source into the water/heat recovery system
as the control variable, when DNI fluctuates or air flow rate fluctuates, the temperature
of the input heat source will be affected. At this time, it is assumed that the fluctuation
will occur in the role of the 4000 s. The PID parameter is obtained by using a self-tuning
method, and the parameters that need to be adjusted for MDMC are the sampling time
(Ts = 20 s), the prediction time domain (p = 100 s), and the limiting conditions (heat source
flow and air flow 0 < m ≤ 2 (kg/s)).

As the system operates, the amount of water injection is relatively stable; the system is
subjected to changes such as solar DNI, resulting in changes in the amount of recovered
water affects the stable operation of the system. Assuming that the recovered water is
injected into the system in a timely manner to generate output power, different levels of
water injection will make the system output power change accordingly, as depicted in
Figure 28a.
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Figure 28. DNI fluctuation by MDMC and PID control: (a) Response of water recovery rate; (b)
Response of system output power.

It is seen that the MDMC comes into play at about 400 s in Figure 29a. After
20 prediction cycles of about 2000 s, the control time domain stabilized at around 98%
after only two oscillation cycles. In comparison, the PID control takes five oscillation cycles
of about 4000 s to stabilize at start-up near 95.6%. The instability that water recovery
has indirectly affects the output power. In terms of interference resistance, as shown in
Figures 28b and 29b, the most drastic fluctuations occur in the initial output power of the
system, because the whole system has not reached stability at the time of startup and
the output power is more sensitive to water injection. The overshoot for output power
using PID reaches 3.4%, while the overshoot of MDMC is about 1.2%. Over the fluctuation
of DNI and air flow, the MDMC reduces the influence of air flow through multivariate
decoupling, making the settling time and peak time more than 50% shorter than that of PID.
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Different scales of energy supply and generation systems have different control re-
quirements for different parameters [37], and the system has different settling time and
overshoot under the effect of disturbances. To compare the dynamic characteristics of
different controller disturbances on the novel system, a comparison of the parameters is
given in Table 5. The steady state error ≈ 0.
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Table 5. Comparisons of dynamic characteristics under different disturbance by MDMC and PID
control.

Type of Disturbance Heat Chilled Water DNI Air Flow

Controller PID MDMC PID MDMC PID MDMC PID MDMC

Rise time/s 111.3 36.7 107.2 34.5 160.9 120.0 160.9 120.0
Overshoot/% 3.4 1.2 1.4 0.8 2.3 0.6 2.3 0.6

Settling time/s 648 396 1417 368 2105 1279 3608 2018
Delay-time/s \ \ \ \ 36 22 46 24
Peak time/s 323 149 \ \ 423 196 435 187

It is observed that the maximum overshoot of MDMC is 1.2% from the perturbations
under each operating condition, while the maximum of PID is 3.4%, which further indicates
that the stability of MDMC is better. The settling time and peak time required by MDMC is
generally more than 50% shorter than that of PID, which indicates that the response time of
MDMC is faster. Therefore, in summary, compared to PID, MDMC, with its short settling
time and small overshoot, is more suitable for the control of the novel system described in
this context.

5. Conclusions

In this context, from both control strategy and dynamic characteristics, simulation
on multivariable dynamic matrix control for a novel solar hybrid STIGT system with
near zero water supply is conducted to perform water/heat recovery and improve the
system efficiency.

After modelling and validation of the novel solar hybrid STIGT system, the dynamic
characteristics show that the novel system can operate more stably with the introduction
of MDMC, which overcomes the severe time lag of conventional PID in controlling the
input power to the grid as well as the poor immunity to interference. From the investigated
results, the main conclusions are as follows.

(1) The dynamic control modeling of the novel solar hybrid STIGT system is established
and the error ranges are less than 5%, presenting good enough consistency between
theoretical results and experimental data.

(2) MDMC is introduced into the novel solar hybrid STIGT system, compared with PID
control, and the settling time and peak time under various operating conditions
is reduced more than 50%. This improvement better satisfies the output power
requirements for the rapidity of the power grid.

(3) In the face of disturbance, i.e., heat source temperatures and chilled water flow
rates, output power overshoot reduce from 3.4% of the PID to 1.2% of the MDMC,
and furthermore, the number of oscillations is reduced from 4–5 times of the PID
to 1–2 times of the MDMC. These results show that MDMC can cope with system
disturbances more effectively and improve system stability and performance.

For the novel system, the proposed strategy based on the MDMC is more robust
to properly handle output power transients caused by changes in external disturbances
(e.g., heat, chilled water, DNI, and air flow). The MDMC method is a potential tool for
regulating overshoot and settling time in distribution networks with better stability, speed
and accuracy, and can be extended to similar system applications.

As machine learning methods, such as linear regression (LR), decision trees (DT),
random forests (RF), and artificial neural networks (NN), become a hot research topic in
the energy field [38], the dynamics of the novel systems could be further estimated in the
future by using external data, such as temperature, air flow etc., as well as rated data from
heat exchangers.
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