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Abstract: Temporally and spatially resolved data on wind power generation are very useful for
studying the technical and economic aspects of this variable renewable energy at local and regional
levels. Due to the lack of disaggregated electricity data from onshore and offshore turbines in
Germany, it is necessary to use numerical simulations to calculate the power generation for a given
geographic area and time period. This study shows how such a simulation model, which uses
freely available plant and weather data as input variables, can be developed with the help of basic
atmospheric laws and specific power curves of wind turbines. The wind power model is then
applied to ensembles of nearly 28,000 onshore and 1500 offshore turbines to simulate the wind power
generation in Germany for the years 2019 and 2020. For both periods, the obtained and spatially
aggregated time series are in good agreement with the measured feed-in patterns for the whole of
Germany. Such disaggregated simulation results can be used to analyze the power generation at any
spatial scale, as each turbine is simulated separately with its location and technical parameters. This
paper also presents the daily resolved wind power generation and associated indicators at the federal
state level.

Keywords: wind turbines; reanalysis weather data; wind energy; spatiotemporal modeling

1. Introduction

Renewable energy from wind turbines can significantly reduce the global demand
for conventional energy sources, and thus plays a key role in decarbonizing the electricity
sector, promoting both national independence from fossil fuels and climate protection.
Over the past decade, wind energy has experienced a remarkable upswing worldwide,
supported by a steady decline in the levelized cost of electricity. Nearly 94 GW of new
wind turbine capacity was installed globally in 2021, including 21 GW offshore, leading
to a total capacity of 837 GW [1]. In Germany, the installed onshore capacity rose from
26.8 GW in the year 2010 to 56.1 GW at the end of 2021 [2]. At the same time, the offshore
capacity increased from 80 MW to 7.8 GW [2]. Against the backdrop of the current energy
and climate crisis, the German government’s latest amendment to the Renewable Energy
Sources Act (EEG) intends to raise the share of renewable energies in gross electricity
consumption to at least 80% by 2030. Along with other far-reaching political decisions to
achieve this goal, an accelerated expansion of onshore and offshore wind energy is urgently
needed and essential. This will have a significant impact not only on the future siting of
wind turbines and the associated development of power grids, but also on many other
areas of the electricity sector, creating an urgent need for further research.

National energy studies often include wind power generation using high spatial
but low temporal resolutions, as in many different analyses of the German electricity
sector [3,4]. There are also wind power simulations that already deliver a high temporal
and spatial resolution for Germany [5,6], but do not yet contain data from offshore turbines.
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Offshore wind energy has been strongly expanded in recent years, and is now an important
factor for the German electricity supply [7]. Therefore, it should be included in future
energy studies. In order to better understand the various impacts of a growing share of
variable renewables and to optimize their further expansion [3,4,8,9], disaggregated data
on wind power generation are becoming increasingly important. For example, energy
studies targeting distributed variable renewables in a decentralized power system can
benefit from such information to identify potential power shortages caused by local turbine
outages or regional wind lulls [10]. The absence of disaggregated electricity data for a
given geographic area and time period, e.g., due to restrictive German data privacy laws,
makes it difficult for academia and industry to study the various impacts of wind turbines
at local and regional levels. To overcome this gap, the paper presents a comprehensible
approach for creating power generation data from onshore and offshore turbines with a
high temporal and spatial resolution.

The remaining sections of this work are organized as follows: Section 2 describes the
plant and weather data used, as well as the input data required to calibrate the simula-
tion model and validate the results obtained. The simulation model, which is the next
evolutionary step of our wind power model [11,12], and its implementation are presented
in Section 3. In addition to a more accurate calculation of the atmospheric variables at
the turbine hub height, this extended model now allows simulations for any onshore or
offshore wind turbine in Europe, once its plant data are known. In Section 4, the simulation
model is applied to ensembles of nearly 28,000 onshore and 1500 offshore turbines in Ger-
many to simulate the wind power generation for 2019 and 2020. The time series obtained
are spatially aggregated and then compared with measured feed-in data to validate the
simulations performed. Section 5 uses these simulation results for an application example
in which the wind power generation and associated indicators are shown at the federal
state level (NUTS-1), where the abbreviation NUTS refers to the Nomenclature of Terri-
torial Units for Statistics. Finally, the paper closes with a set of informative conclusions
in Section 6.

2. Input Data

This section describes the input data needed for the simulations as well as their sources
and characteristics. Figure 1 sketches the development scheme of the presented wind power
model with all involved data from calibration to validation. In this scheme, the input and
output data are represented by red and blue containers, respectively. The direction of the
data flow is indicated by the arrows.
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All of these input data, described in the following subsections, are publicly avail-
able, and allow a better understanding of the presented simulations and facilitate the
development of other wind power models using the same or similar data sources.

2.1. Plant Data

The plant datasets used for the onshore and offshore turbines come from the open-
access research data repository Zenodo (https://doi.org/10.5281/zenodo.6922043
(accessed on 29 July 2022)). These datasets, which contain the wind turbines installed in
Germany until 7 May 2021, were extracted from the Core Energy Market Data Register, as
described in the related data paper [13]. According to this study, machine learning tech-
niques were applied to the datasets in order to fill in missing technical parameters or to
correct misplaced plant locations. After filtering both datasets for plants operating in the
investigated years 2019 and 2020, the final ensembles of onshore and offshore turbines
comprise the following data, as shown in Table 1.

Table 1. Ensemble data listed for each turbine ensemble and year.

Ensemble Data
Onshore Turbines Offshore Turbines

2019 2020 2019 2020

Number of plants 27,532 27,873 1465 1497
Total capacity in MW 52,751 54,076 7545 7764

Total capacity in MW 1 53,187 54,414 7555 7774
1 Figures are from the Working Group on Renewable Energy Statistics (AGEE-Stat) [2].

The resulting installed capacity agrees well with the official German figures for 2019
and 2020, according to AGEE-Stat [2]. In this context, the small deviations of less than 1%
from the official values also confirm that most of the wind turbines receiving guaranteed
feed-in tariffs under the EEG are included in the final datasets. Table 1 also shows that the
expansion of installed capacity in the period from 2019 to 2020 is about 2.5% for onshore
turbines and just under 3% for offshore turbines. This results in a total capacity increase for
Germany of only 1.5 GW in this time period.

As known from previous energy studies [14–16], wind turbine datasets for large areas
or whole countries are hardly complete due to the high number of single plants with many
technical parameters. Therefore, it makes sense to use only the data that are absolutely
necessary to perform the wind power simulations. For example, the presented wind power
model does not require the rotor diameter of a wind turbine, so any uncertainties regarding
this parameter are not able to influence the simulation results. This technical parameter is
typically subject to inconsistencies [13] as the information provided by official sources on
rotor diameter is often incomplete, or there is confusion between rotor radius and rotor
diameter. For each wind turbine, the final datasets include the geographic location in
latitude and longitude coordinates, rated power, hub height, turbine type, and date of
(de)commissioning, as listed in Table 2.

Table 2. Plant data of the wind turbine datasets relevant for the numerical simulations.

Plant Data Model Use

Latitude mandatory
Longitude mandatory

Rated power mandatory
Hub height mandatory

Turbine type optional
Commission date mandatory

Decommission date optional

Since the turbine type is often only incompletely described or not available in the plant
datasets used, the wind turbines are assigned to corresponding power classes with typical

https://doi.org/10.5281/zenodo.6922043
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power curves of common wind turbines. For example, the normalized power curve of an
Enercon E-82 with 2050 kW is used in the simulation model for wind turbines with a rated
power in the range of 1500 to 2500 kW. However, all other plant data listed in Table 2 are
considered separately for each wind turbine. The different power classes with their power
ranges and associated turbine types are shown in Table 3.

Table 3. Power classes with their ranges of rated power (PR) and associated turbine types.

Power Class in kW Power Range in kW Turbine Type

100 PR ≤ 150 Fuhrländer FL100
200 150 < PR ≤ 250 Enercon E-30
500 250 < PR ≤ 750 Enercon E-40

1000 750 < PR ≤ 1500 Vestas V52
2000 1500 < PR ≤ 2500 Enercon E-82
3000 2500 < PR ≤ 3500 Vestas V112
5000 PR > 3500 Enercon E-126

2.2. Weather Data

Validated weather products play a key role in modeling the wind power generation,
and their quality is essential for the accuracy of numerical simulations. For the European
region, weather data with different temporal and spatial resolutions are freely accessible
from numerous weather services worldwide via their web interfaces. Reanalysis weather
products are a commonly used data source for studies on variable renewable energies,
especially for wind power simulations [15–19]. Such reanalysis products are generated by
using weather prediction models that are re-run for a specified period in the past and then
corrected with measured weather information. MERRA and MERRA-2 reanalysis data,
created by NASA’s Global Modeling and Assimilation Office with global coverage and
a horizontal resolution of about 50 km [20,21], have become a de facto standard in many
wind power simulations [18]. There are also several studies available for Germany using
these weather data, e.g., a wind energy index study based on MERRA wind speeds [22].
Compared to the more recent ERA-5 reanalysis product, which has a higher spatial resolu-
tion of about 31 km and can therefore outperform MERRA [18], the improvements over
MERRA-2 in terms of wind power generation for the German region are relatively small
according to [19]. Furthermore, comprehensive wind power simulations for Europe in [23]
show that a high correlation (R2) of more than 0.95 with historical data for Germany can be
achieved with bias-corrected MERRA data.

This work uses MERRA-2 weather data provided by the freely accessible web tool
of renewables.ninja (www.renewables.ninja (accessed on 23 January 2023)) [24], which
delivers bias-corrected reanalysis data for Europe [23]. These weather data, which are
retrieved separately for each turbine site using its geographic coordinates, have a temporal
resolution of one hour. Using the renewables.ninja’s spatial interpolation feature reduces the
number of web requests and avoids subsequent interpolations of the MERRA-2 reanalysis
data. This significantly decreases the runtime of the simulations and the uncertainties
caused by external interpolation routines. The time series, obtained by two web requests
for a given time period and plant location, provide the following data for the wind power
model: date and time in Coordinated Universal Time (UTC), air density at ground level,
and wind speed at 50 m above the ground. Since the retrieved weather information is
available for both onshore and offshore turbine sites, which is not the case for the weather
product employed in our previous wind power simulations [6,12], the MERRA-2 weather
data via the renewables.ninja web tool were used for all numerical simulations in this study.
In addition, the simulations can now be performed for each country or offshore region in
Europe using the same reanalysis product. This also improves the ability to combine and
compare the simulated data since they are based on the same bias-corrected weather product.

www.renewables.ninja
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2.3. Calibration and Validation Data

Further data are required for a meaningful calibration of the wind power model and
a reliable validation of the simulation results. For the calibration of the presented model,
the specific power curves of the used wind turbines with their characteristic cut-in speed,
rated speed and power, and cut-out speed are necessary (Figure 2a). Such power curves
are often available as a list of discrete values, which can usually be found in technical
datasheets provided by wind turbine manufacturers or on various web platforms, e.g.,
www.thewindpower.net (accessed on 29 July 2022) [25]. They describe the relationship
between the wind speed at hub height and the corresponding output power of a wind
turbine operating at a standardized air density of 1.225 kg/m3.
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Figure 2. (a) Power curve (red line) of an Enercon E-40 as an example of a standard wind turbine.
(b) Approximation of the nonlinear segment of the normalized E-40 power curve to a sixth-order
polynomial (red line) with the associated RMSE and R2 values. The black dots on this curve mark the
normalized values calculated from the discrete values of the manufacturer’s datasheet [26].

The red line in Figure 2a depicts the specific power curve of a standard wind turbine,
i.e., a pitch-controlled plant, with its technical parameters. Like the previous wind power
model [12], the extended model uses sixth-order polynomial approximations for the power
curves. As soon as an analytical representation is developed for a normalized power curve,
the output power can be readily determined using the rated power of the wind turbine along
with the wind speed and air density at its hub height. Figure 2b shows the approximated
nonlinear segment of the normalized power curve from Figure 2a and the associated statistical
measures, which also indicate the high accuracy of this modeling approach.

For additional power losses of wind turbines that are not included in the power curves,
a further reduction of the output power has to be considered in the simulation model. These
power losses are mainly caused by the following reasons:

1. Loss of power because of the wake effect (shading by other wind turbines);
2. Feed-in interruptions due to capacity constraints in the surrounding grids;
3. Plant shutdowns to overhaul wind turbines or to protect bats and birds;
4. Power reduction due to dirt or ice on the turbine rotor blades.

Since such data are not available for every single wind turbine, these kinds of power
losses are considered in the wind power model as an averaged overall loss factor for the
whole turbine ensemble. According to [27], this loss factor is typically between 5 and 30%
for wind turbines at onshore sites. Moreover, offshore turbines experience further losses due
to the larger distance from the onshore grid connection points and the additional converter
platforms required. Such platforms convert the alternating current from offshore wind
farms into direct current to reduce transmission losses to the mainland, but otherwise cause
additional electrical losses in the conversion of electricity. Thus, the averaged overall loss
factor is higher for offshore turbines, which must be taken into account for the simulations.

www.thewindpower.net
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Meaningful average values for the turbine ensembles are also used for the Hellmann
exponent, which is needed to extrapolate the wind speed to the hub height of the wind
turbines using Hellmann’s exponential law [28,29]. This Hellmann exponent or friction
coefficient is a function of the topography at a given geographic location, taking into
account the surface roughness. For onshore regions with a very heterogeneous topography
of the plant locations, e.g., areas with hill or mountain ranges, the wind turbine ensemble
can also be sorted into groups using different Hellmann exponents for the simulations to
ensure a high degree of accuracy. The presented simulations for onshore turbines use the
general value for open land, which fits well with the onshore sites of most wind power
plants in Germany. For the offshore region, the value for lakes or sea is applied in the wind
power model [29]. Table 4 shows the selected calibration data for onshore and offshore
turbine ensembles. The values in this table have been shown in previous simulations to be
realistic averages for turbine ensembles. In addition, the values listed for onshore turbines
have already been used in peer-reviewed energy studies [6,12].

Table 4. Calibration data for onshore and offshore turbines needed for the wind power model.

Calibration Data Onshore Turbines Offshore Turbines

Loss factor in % 16 22
Friction coefficient 1/7 1/10

Furthermore, the results obtained from the wind power model have to be compared
with measurements on real power systems to validate the simulations and to assess their
accuracy. The presented simulation model is the next evolutionary step of our wind power
model, which has already been validated with measurements of a technically known wind
turbine [12]. Since the extended model includes modified calculations that only improve the
accuracy of atmospheric variables at the turbine hub height, it is not practical to repeat the
model validation with a single wind turbine using measured wind speeds at its hub height.
Nevertheless, the numerical simulations shown in this paper consider large ensembles of
onshore and offshore turbines. Therefore, the simulated data showing the power generation
from these ensembles need to be checked against the measured feed-in time series. Since
there is no publicly available information on wind power generation with a high spatial
resolution, the simulated data cannot be validated at a highly resolved scale. However,
if the simulation results are spatially summarized over Germany, they can be verified with
measured feed-in time series for the whole of Germany. Such feed-in data are freely accessible
via the SMARD web platform (www.smard.de (accessed on 19 January 2022)) [30].

3. Simulation Model

This section introduces the wind power model, which is the next evolutionary step of
our simulation model, presented in [11,12]. From a general perspective, data about wind
power generation can be produced using either statistical [31] or physical models [15,19].
In contrast to statistical approaches such as vector autoregressive or Monte Carlo methods,
as used in [31], the results of physical models are based on weather data obtained from
extensive measurements or meteorological models. Thus, an advantage of physical models,
such as the presented wind power model, is the ability to provide power generation data at
a highly resolved temporal and spatial scale.

The data flows and calculation steps of the simulation model are depicted in Figure 3,
where the plant and weather data are the input variables for the calibrated wind power
model. The calculation steps are displayed as grey rectangles; all other symbols have the
same meanings as in Figure 1.

www.smard.de
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As mentioned in the previous subsection, the extended wind power model includes
modified calculations that improve the accuracy of the atmospheric variables at the hub
height of the wind turbines. For the necessary extrapolation of the wind speed to the
required hub height, Hellmann’s exponential law is used, which can be described by the
following expression [28,29]:

vH ≈
(

HH

H0

)α

· v0 (1)

In this expression, vH stands for the unknown wind speed at the turbine hub height
HH and v0 is the known wind speed at height H0 provided by the weather product. The
exponent α represents the Hellmann exponent. Unlike the previous simulation model,
which uses wind speed data at 10 m above the ground, this wind power model operates
with wind speeds at 50 m, which significantly improves the accuracy of the wind speed
extrapolation to the hub height due to smaller height differences. For the air density, the
other required atmospheric variable, the calculations have also been further improved in
the presented wind power model. In contrast to the previous model, which estimates the
air density at the turbine hub height using air pressure and temperature information, the
extended model uses the air density data provided by the weather product. The necessary
extrapolation of the air density to the required hub height is performed by the following
approximation applying the barometric height formula:

ρH ≈ exp
(
−HH

HS

)
· ρ0 (2)

In this formula, ρH denotes the unknown air density at the turbine hub height HH
and ρ0 is the air density at ground level provided by the weather data. The scale height
HS has a value of about 8430 m for an isothermal atmosphere of 288.15 K. As described in
the previous subsection and shown in Figure 2b, the simulation model uses sixth-order
polynomials for the normalized power curves of wind turbines. With this analytical
representation of the power curve, the output power can be readily calculated for any
intermediate wind speed, i.e., without the need for interpolations. This calculation step
delivers the output power PN at a standardized air density ρN of 1.225 kg/m3, which
corresponds to an air temperature of 288.15 K at a normal atmospheric pressure of 1.013 bar.
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Therefore, the output power value obtained must be corrected with the actual air density at
the turbine hub height using the power correction relationship given in [32]:

PC ≈
(

ρH

ρN

)
· PN (3)

In this relationship, PC represents the corrected output power using the air density at
the hub height of the wind turbine. The next step is to calculate the produced electricity by
multiplying the corrected output power with the time window provided by the temporal
resolution of the weather product. In the case of MERRA data, this is an hourly resolution.
In this calculation step, additional turbine losses and the date of (de)commissioning of the
wind turbines are also taken into account in order to include power losses not covered by
the power curve, as well as possible plant changes in the considered time period. Finally, the
resulting hourly resolved time series is converted from UTC to local time and, if necessary,
aggregated to another time series, e.g., with a daily resolution. After the calculation steps,
as shown in Figure 3, have been performed for all wind turbines of the plant dataset, the
time series are stored as comma-separated values.

4. Simulation Results

The following subsections present the results obtained with the previously described
input data and the extended wind power model. The simulated and spatially aggregated
time series of the turbine ensembles are compared with the measured feed-in data for
all of Germany in order to validate the simulations and to discuss the reasons for the
existing deviations.

4.1. Onshore Turbine Ensemble

The presented simulation model was used to determine the power generation from
onshore wind turbines in Germany for the years 2019 and 2020. After model validation
using measurements of a technically known wind turbine [12], the numerical simulations
were performed with an ensemble of 27,532 onshore turbines for 2019 and 27,873 onshore
turbines for 2020, as presented in Table 1. For this purpose, each wind turbine of the used
plant datasets was simulated separately, and the MERRA-2 reanalysis data were retrieved
via the renewables.ninja web tool for each turbine site. According to Table 4, an overall
loss factor of 16% and a Hellmann coefficient of 1/7 was applied to the entire onshore
turbine ensemble. After performing the simulations, the hourly resolved time series were
transformed into a time series for each year to verify the obtained results with measured
feed-in data for all of Germany. To facilitate this verification, the measured and simulated
time series were converted from an hourly to a daily resolution, as displayed in Figure 4.
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Figure 4. Measured feed-in time series (red line) and simulated wind power generation (blue line)
from onshore turbines in Germany for the years (a) 2019 and (b) 2020 with a daily resolution.
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As shown in Figure 4, the simulated wind power generation is in good agreement
with the measured feed-in time series for the entire period from 2019 to 2020. It can also
be seen that most of the electricity is produced in the winter months, which is typical for
wind turbines located in onshore regions. The small deviations between the measured and
simulated time series are mainly due to the following reasons, which are not covered by
the presented simulation model:

1. Deviations due to the interpolation of the weather data to the turbine sites;
2. The use of an averaged overall loss factor for the turbine ensembles;
3. The assignment of wind turbines to corresponding power classes;
4. Deviations due to the use of hourly averaged wind speed data.

For an additional verification at a small spatial scale, we compared the simulation
results with annual values at the NUTS-1 level. The city-state of Hamburg was chosen
because it covers a small geographic area and provides official values for the power
generation from onshore turbines for the years 2019 and 2020. Table 5 shows the simulated
and official values, as well as the ratio of official to simulated values as a relative measure
of the existing deviations.

Table 5. Annual power generation from onshore turbines in the city-state of Hamburg.

Power Generation 2019 2020

Simulated value in GWh 256 257
Official value in GWh 1 237 236

Deviation in % 7.4 8.2
1 Figures are from the Statistisches Amt für Hamburg und Schleswig-Holstein [33].

These deviations in the single-digit percentage range indicate that the simulations also
provide sufficiently accurate results even at small spatial scales with a low number of wind
power plants.

4.2. Offshore Turbine Ensemble

The offshore wind turbines were simulated in the same way as the onshore turbine
ensemble, i.e., using the input data previously described and the calibration values for
offshore turbines from Table 4. After running the numerical simulations for an ensemble
of 1465 offshore turbines for 2019 and 1497 offshore turbines for 2020, the hourly resolved
data were transformed into a time series for each year to compare the simulation results
with measured feed-in data of all German offshore turbines. The measured and simulated
time series, also transformed to a daily resolution, are depicted in Figure 5.
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Figure 5. Measured feed-in time series (red line) and simulated wind power generation (blue line)
from offshore turbines in Germany for the years (a) 2019 and (b) 2020 with a daily resolution.
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Figure 5 shows that our wind power model reproduces well the pattern of the mea-
sured time series for both annual periods. Compared to onshore sites, the offshore wind
power generation is more constant throughout the year due to the more stable wind condi-
tions at sea. The existing deviations between the measured and simulated time series are
caused by the same reasons as already described for the simulation results of the onshore
turbines. In addition, the often-higher values from the simulations may indicate a higher
number of feed-in interruptions for offshore turbines due to capacity constraints in the
surrounding, insufficiently developed mainland grids.

4.3. Validation of the Simulations

In order to verify the simulation results not only visually with measured feed-in
data, additional statistical measures were applied to numerically assess the quality of the
simulations. For this purpose, the Root-Mean-Square Error (RMSE) and the Mean Absolute
Error (MAE) were determined for the time series to identify the differences between the
measured and simulated data. Furthermore, the RMSE and MAE can also be set in relation
to the total feed-in Ftot in order to indicate the relative deviations. These relative statistical
measures can be described by the following equations:

RMSErel =

√
1

n · F2
tot

∑n
i=1(xi − yi)

2 (4)

MAErel =
1

n · Ftot
∑n

i=1|xi − yi| (5)

In both equations, xi and yi represent the daily values of the measured and simulated
time series of length n. As a deeper statistical evaluation, a Pearson correlation between the
first differences of the measured and simulated time series was determined according to
the following relationship [6]:

RXY =
∑n−1

i=1 (Xi − Xm) · (Yi −Ym)√
∑n−1

i=1 (Xi − Xm)2 · ∑n−1
i=1 (Yi −Ym)2

(6)

In this relationship, RXY stands for the correlation coefficient, Xi and Yi are the first
differences for the daily values of the measured and simulated time series of length n, and
Xm and Ym are the corresponding mean values. Table 6 shows the measured total feed-in
and the statistical measures of the simulation results for each turbine ensemble and year.

Table 6. Total feed-in (Ftot) and statistical measures for each turbine ensemble and year.

Ensemble Measures
Onshore Turbines Offshore Turbines

2019 2020 2019 2020

Ftot in TWh 99.6 103.1 24.2 26.9
RMSE in GWh 32.9 33.9 18.5 19.9
RMSErel in % 0.03 0.03 0.08 0.07
MAE in GWh 26.9 27.6 16.0 17.3
MAErel in % 0.03 0.03 0.07 0.06

RXY 0.98 0.98 0.94 0.94

The calculated statistical measures in this table confirm that the simulation results
are in good agreement with the measured feed-in data for all of Germany. The relative
RMSE and MAE values in the range of 0.03 to 0.08% underline this agreement. Moreover,
correlation coefficients of 0.98 for onshore turbines and 0.94 for offshore turbines indicate
that the trends of the measured and simulated time series vary in the same direction and
magnitude. In addition, the obtained statistical measures show comparably low or partly
lower deviations compared to previous wind power simulations for the year 2016 [6,12],
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which employed satellite-based weather data with even a higher horizontal resolution. This
reveals another advantage of our wind power model over simulation models that use only
wind speed data as an atmospheric variable [34,35], because it also incorporates air density
data from the same weather product to correct the output power provided by the power
curve, resulting in more accurate simulations. Thus, the obtained results can be used to
determine the power generation from wind turbines at different spatial scales for Germany.

5. Application Example

Local and regional advances in the transformation of the electricity sector towards
a higher share of wind energy can be reliably tracked by the spatiotemporal distribution
of wind turbines and their power generation. Thus, the simulation results generated in
this study may help to better monitor the German energy transition. As an example of
application at the regional scale, Figure 6 shows the power generation from offshore turbines
and onshore turbines at NUTS-1 level with a daily resolution. Particularly at this spatial level,
many political decisions and regulations are made in Germany which have a major impact on
the decarbonization of the energy system and the speed of its implementation.

Energies 2023, 16, x FOR PEER REVIEW 11 of 16 
 

 

lower deviations compared to previous wind power simulations for the year 2016 [6,12], 

which employed satellite-based weather data with even a higher horizontal resolution. 

This reveals another advantage of our wind power model over simulation models that 

use only wind speed data as an atmospheric variable [34,35], because it also incorporates 

air density data from the same weather product to correct the output power provided by 

the power curve, resulting in more accurate simulations. Thus, the obtained results can be 

used to determine the power generation from wind turbines at different spatial scales for 

Germany. 

5. Application Example 

Local and regional advances in the transformation of the electricity sector towards a 

higher share of wind energy can be reliably tracked by the spatiotemporal distribution of 

wind turbines and their power generation. Thus, the simulation results generated in this 

study may help to better monitor the German energy transition. As an example of appli-

cation at the regional scale, Figure 6 shows the power generation from offshore turbines 

and onshore turbines at NUTS-1 level with a daily resolution. Particularly at this spatial 

level, many political decisions and regulations are made in Germany which have a major 

impact on the decarbonization of the energy system and the speed of its implementation. 

  

  

  

0

60

120

180

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Offshore

0

60

120

180

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Schleswig-Holstein

0

90

180

270

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Lower Saxony

0

60

120

180

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Mecklenburg-Western Pomerania

0

60

120

180

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

North Rhine-Westphalia

0

60

120

180

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Brandenburg

Figure 6. Cont.



Energies 2023, 16, 3239 12 of 16Energies 2023, 16, x FOR PEER REVIEW 12 of 16 
 

 

  

  

  

  

Figure 6. Aggregated wind power generation from offshore turbines and onshore turbines at NUTS-

1 level in Germany for the years 2019 (green line) and 2020 (blue line) with a daily resolution. The 

city-states Bremen, Hamburg, and Berlin are not included due to the low number of wind power 

plants. 

From the time series in Figure 6, it is easy to see that power generation from onshore 

turbines is much higher in the northern states, such as Schleswig-Holstein, Lower Saxony, 

and Brandenburg, than in the southern states, such as Saxony, Saarland, and Baden-Würt-

temberg, even though the latter is the third largest federal state in terms of area. It can also 

0

60

120

180

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Rhineland-Palatinate

0

60

120

180

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Saxony-Anhalt

0

20

40

60

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Saarland

0

20

40

60

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Hesse

0

20

40

60

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Thuringia

0

20

40

60

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Saxony

0

20

40

60

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Baden-Württemberg

0

20

40

60

0 60 120 180 240 300 360

W
in

d
 p

o
w

e
r 

g
e

n
e

ra
ti
o

n
 i
n

 G
W

h

Time in days

Bavaria

Figure 6. Aggregated wind power generation from offshore turbines and onshore turbines at NUTS-1
level in Germany for the years 2019 (green line) and 2020 (blue line) with a daily resolution. The
city-states Bremen, Hamburg, and Berlin are not included due to the low number of wind power plants.

From the time series in Figure 6, it is easy to see that power generation from onshore
turbines is much higher in the northern states, such as Schleswig-Holstein, Lower Saxony,
and Brandenburg, than in the southern states, such as Saxony, Saarland, and Baden-
Württemberg, even though the latter is the third largest federal state in terms of area. It can
also be seen for the investigated years 2019 and 2020 that onshore sites typically generate
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more wind power from October to March than in the other months, especially in inland
states such as North Rhine-Westphalia, Thuringia, and Bavaria. As already mentioned
in the previous section, the offshore wind power generation is more constant throughout
the year due to the more stable wind conditions at sea. This is also partly the case in
federal states with a high proportion of coastal areas, such as Schleswig-Holstein and
Mecklenburg-Western Pomerania.

The simulated power generation can be also related to the installed capacity of the
wind turbines in order to determine their efficiency depending on the geographic area and
time period under investigation. Moreover, the installed capacity can be set in relation to
the investigated area to have a comparable indicator of how far this region is in terms of
wind energy deployment. For this purpose, a spatiotemporal capacity density CDst and
capacity factor CFst can be defined according to the following equations:

CDst =
Cwt

A
(7)

CFst =
Ewt

T · Cwt
× 100% (8)

In these equations, Cwt represents the wind turbine capacity installed in the investi-
gated area A, T stands for the investigated time period, and Ewt is the generated electricity
from wind turbines in this area and period. Table 7 provides the capacity density and the
capacity factor at NUTS-1 level in Germany for the years 2019 and 2020.

Table 7. Capacity density (CDst) and capacity factor (CFst) at NUTS-1 level for 2019 and 2020.

Offshore/Federal State
CDst in kW/km2 CFst in %

2019 2020 2019 2020

Offshore - - 45.1 48.4
Schleswig-Holstein 425 433 31.8 31.7

Mecklenburg-Western Pomerania 144 147 26.8 26.6
Bremen 475 475 25.9 26.5

Lower Saxony 232 235 25.1 25.8
Hamburg 161 161 24.1 24.2

North Rhine-Westphalia 169 178 20.9 21.8
Berlin 14 14 22.9 22.6

Brandenburg 244 252 20.7 20.5
Rhineland-Palatinate 185 188 18.6 20.0

Saxony-Anhalt 251 256 19.1 18.6
Saarland 185 196 19.2 20.3

Hesse 103 107 18.7 18.9
Thuringia 98 101 17.3 17.4

Saxony 68 69 17.5 17.6
Baden-Württemberg 43 44 16.6 17.0

Bavaria 35 36 16.9 16.7

Onshore 148 151 22.6 22.9

Table 7 shows that the increase in capacity density, and therefore installed capacity,
between 2019 and 2020 is small in all federal states. Some states, such as Saxony, Baden-
Württemberg and Bavaria, show very little growth or, like the three city-states, no growth
at all. The federal states with the lowest values of capacity density, excluding Berlin, are
also Saxony, Baden-Württemberg, and Bavaria, i.e., there is a large untapped potential for
wind energy in these regions. These three states are also well below the average onshore
value in Germany, which increases from 148 to 151 kW/km2 in this time period. The
capacity factors show that the values are highest for offshore turbines, with 45% in 2019
and 48% in 2020, and also for federal states with a high proportion of coastal areas. For
example, Schleswig-Holstein achieves a capacity factor of 32% and Mecklenburg-Western
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Pomerania of 27% in the time period considered. In contrast, the states in the far south,
such as Baden-Württemberg and Bavaria, only reach values of 17%, also due to the poorer
wind conditions there. The average onshore capacity factor for the whole of Germany is
23% for 2019 and 2020.

Since each wind turbine is simulated separately with its geographic location and
technical parameters, the power generation can also be represented at any other spatial
scale, e.g., at the county level, which has already been shown for the year 2016 using the
previous wind power model [6].

6. Conclusions

The main motivation for this study was to obtain high-resolution electricity data of
wind turbines in Germany, which are currently not publicly available to academia and
industry due to restrictive German data privacy laws. The years 2019 and 2020 were
chosen because, at the time of writing this paper, the plant and weather data applied were
only fully available until the end of 2020. Another reason for using this time period is
the continuation of the energy transition analysis of the German electricity sector [3,6],
including power generation data of onshore and offshore turbines for 2019 and 2020.

This work presents a comprehensible approach for generating highly resolved power
generation data of wind turbines using numerical simulations. In order to support such an
approach, the necessary input variables, i.e., the plant and weather data, should be publicly
available, so that potential users can develop their own wind power model based on the
ideas presented. The simulations in Section 4 clearly show that the wind power model
can be used to generate sufficiently accurate electricity data for large onshore and offshore
turbine ensembles. For the simulation of the wind power generation in Germany for the
years 2019 and 2020, nearly 28,000 onshore and 1500 offshore turbines were considered.
The resulting time series have a spatial resolution at the turbine site level and reach an
hourly time resolution based on the weather product. To the best of our knowledge, such
high-resolution power generation data for 2019 and 2020, taking into account almost all
wind turbines in Germany that receive guaranteed feed-in tariffs under the EEG, have
never been reported before. These simulation results can also serve as a basis for modeling
optimal transformation paths of the German energy system with the help of scenario
calculations using the numerical model described in [36,37]. In addition, the wind power
model presented in this paper can be used for any country or offshore region in Europe, if
the required plant data are available for these geographic areas.

Furthermore, the increasing share of variable renewable energies in the electricity
sector requires additional efforts to ensure an optimal use of flexible renewables, such as
biogas power plants [38]. Thus, the presented wind power model in combination with
the photovoltaic model introduced in [39] can also help to optimize the local and regional
demand for flexible power generation in order to better balance the fluctuating power from
wind turbines and photovoltaic systems. Many other scientific studies can benefit from the
power generation data provided by the simulation model for a given geographic area and
time period, such as the influence of wind turbine noise on seismic recordings [40] or the
effects of climate change on variable renewables [41].
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