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Abstract: The pitch control system has a profound impact on the development of wind energy, and
yet a delay or non-minimum phase can weaken its performance. Thus, there is a strong incentive to
enhance pitch control technology in order to counteract the negative effects of unidentified delays
and non-minimum phase characteristics. To reduce the complexity of the parameter-tuning process
and improve the performance of the system, in this paper, we propose a novel control method for
wind turbine pitch angle with time delays. Specifically, the proposed control method is state-space
PIDD2, which is based on internal model control (IMC) and the open-loop system step response.
Then, considering the tracking, disturbance rejection and measurement noise, the proposed controller
is verified through simulations. The simulation results demonstrate that the state-space PIDD2
(SS-PIDD2) can provide a trade-off between robustness, time domain performance and measurement
noise attenuation and effectively improve pitch control performance in contrast to series PID and PI
control methods.

Keywords: pitch angle control; wind turbine systems; time delay; state-space PIDD2; internal
model control

1. Introduction

Renewable energy sources such as wind [1,2] and photovoltaic energy [3,4] have
developed rapidly in recent years and have become some of the most feasible ways to
meet soaring energy demands and address environmental concerns. Pitch control performs
an indispensable function in the control of wind power systems, which is critical for
maintaining the stable power output of wind turbines at variable wind speeds. To date,
some pitch control methods have been developed, including but not limited to the gain
scheduling method [5], adaptive nonlinear sliding mode method [6], fuzzy logic control
method [7], linear matrix inequality (LMI) method [8], linear quadratic regulator (LQR) [9]
or linear quadratic Gaussian (LQG) control method [10], the PI control [11] and PID control
methods [12] and so on. With the increasing power generation capacity of wind turbines
and the expansion of the wind turbine blade scale, as well as the influence of factors such
as model uncertainty, sometimes the above methods cannot effectively address practical
problems; thus, it is essential to devise a valid and reliable control measure to achieve a
satisfactory performance [13].

Proportional–integral–derivative (PID) control is a widely used method for controlling
industrial processes and engineering applications due to its simplicity and versatility [14].
PID control is a feedback control mechanism that regulates a process that is variable
by adjusting a control variable in response to the error between the desired and actual
values of the process variable. The proportional term provides a direct response to the
error, the integral term accounts for the cumulative error over time, and the derivative
term anticipates future changes in the error. The combination of these terms allows PID
controllers to be used in pitch control systems. Specifically, the authors of [15] utilized
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a graphical technique to determine the stability domain of the PI controller and found
suitable parameters for the pitch control system, which is a complex procedure aiming to
find the stability domain. The authors of [16] determined the selection range of PI controller
parameters when the gain and phase margin was satisfied, and yet the unpredictability
of the actual operation increased the difficulty of controller design. The authors of [17]
designed a pitch controller based on particle swarm optimization (PSO) and radial basis
function neural network (RBFNN). Since this method requires data set support and the
training process is sluggish, it is not conducive to practical engineering applications. In
addition, there are many studies on pitch control systems: for example, the authors of [18]
designed delay estimators and compensators and adopted PI and PID controllers for a
wind turbine system; the authors of [19] analyzed the H∞ and PID controller for the
uncertainty problem of wind turbine systems; and the authors of [20] provided a series
PID controller designed for the dynamic characteristics of oscillations in wind turbine
systems. However, these techniques often require complex mathematical computations, a
large amount of information and substantial computational time and computing resources,
making the design of these controllers challenging for real-time systems with variable
system parameters and interval models. Furthermore, due to the higher-order oscillation
characteristics of the wind turbine system, the disturbance rejection of the above method is
not good, and the noise attenuation performance is not taken into account.

As is well-known, the internal model control (IMC) technique [21,22] has attracted
widespread attention because of its sole tuning parameter (λ) and good stability and control
effect. While the control performance of the IMC is recognized, most of the actual industrial
processes exhibit oscillation characteristics, as is the case for the wind turbine pitch control
system studied in this paper. As a consequence, the IMC-PID is widely used in the field
of industrial processes. IMC-PID controllers for oscillatory second-order processes with
dead time (SOPDT) are proposed in [23,24]. The authors of [25] modified the integral
form of the IMC-PID tuning criterion and obtained a simple tuning formula, and the
controller parameters met the requirements of IAE, TV, and robustness. Additionally,
the IMC fractional-order PID controller (FOPID) [26,27] has also been investigated by
academics. In summary, we can build on this foundation to research wind turbine pitch
control systems.

Notwithstanding the fact that the application of PID is universal, it is unable to meet
the actual demand in some cases [28]. To improve the performance of conventional PID, a
new conventional controller named proportional–integral–double derivative (PIDD2) is
widely used [29,30]. Unfortunately, the PIDD2 controller has not discussed been in regard
to wind turbine pitch control systems (non-linear, higher-order oscillation with time delay
characteristics). For this reason, this paper makes a bold attempt to consider robustness,
disturbance rejection and noise attenuation performance in using the above IMC method
to tune PIDD2.

The contributions of this paper include:

1. The development of a new pitch angle with the time delay control method (SS-PIDD2).
2. The proposed controller parameters are obtained through the Maclaurin expansion of

the IMC and extension of the applicability of the IMC method.
3. The proposed controller parameters are determined taking into consideration robust-

ness and noise factors.
4. The proposed controller can provide a trade-off between robustness, time domain

performance and measurement noise attenuation.

The remainder of this paper consists of four components: Section 2 describes the
large wind turbine system model. Section 3 provides an introduction to the PIDD2 con-
troller’s design and implementation. Section 4 analyzes the simulation results of the
SS-PIDD2 controller with those of series PID and PI controllers from a performance point
of view. Section 5 concludes the analysis of the control effect and offers perspectives on the
proposed method.



Energies 2023, 16, 5096 3 of 22

2. Large Wind Turbine System Model

The typical pitch angle control system consists of two parts: the pitch angle controller
and the pitch angle system model. In this section, we focus on the pitch angle system
model. Most theoretical studies of modern pitch angle control systems investigate their
linearized structures. A basic linear model block diagram of the generation system of the
wind turbine is shown in Figure 1.
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The transfer function of the pitch control system is defined as follows [17,31]:

P(s) =
a2s2 + a1s + a0

s4 + b3s3 + b2s2 + b1s + b0
e−τs (1)

where a0, a1, a2, b0, b1, b2 and b3 are the time constants of the wind turbine generation (WTG)
model, of which the values depend on the operating conditions of the wind turbine for
generation. τ is the time delay of the process.

According to the different operating conditions of the WTG, the WTG can be divided
into three types, WTG1, WTG2 and WTG3 [15,32], and the corresponding model parameters
are shown in Table 1.

Table 1. Parameters of Equation (1).

Process/Parameters a2 a1 a0 b3 b2 b1 b0 τ

WTG1 −0.6219 −8.7165 −2911 5.018 691.3 1949 1.15 × 105 0.25

WTG2 2.426 −4.6345 −147.3 4.857 126.2 266.4 3.66 × 103 0.25

WTG3 −0.2545 −0.0647 0.9384 2.28 878.5 437.7 7.7 × 104 0.25

WTG1: Rotor diameter = 27 m, tower height = 42 m, rated power = 275 MW, operating
conditions: wind speed = 15 m/s, pitch angle = 0◦.

WTG2: Rotor diameter = 70 m, tower height = 90 m, rated power = 1.5 MW, operating
conditions: wind speed = 15 m/s, pitch angle = 0◦.

WTG3: Rotor diameter = 15 m, tower height = 25 m, rated power = 50 MW, operating
conditions: wind speed = 15 m/s, pitch angle = 0.75◦.

Since Equation (1) is a high-order oscillatory plant, its abundant features and the effect
of time delay increase the complexity of process control. It is difficult to directly implement
Equation (1). To facilitate our research, this complex plant is approximated using the step
response of an open-loop system as an oscillatory second-order model with zero plus dead
time (SOZPDT) [20]. Table 2 shows the specific parameters of Equation (2).

Pz(s) = K
Tzs + 1

T2s + 2Tξs + 1
e−τzs (2)
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Table 2. Parameters of Equation (2).

Process/Model K T Tz ξ τz

WTG1 −0.0253 0.05 0.10 0.018 0.42

WTG2 −0.0402 0.14 0.42 0.060 0.51

WTG3 1.2374 × 10−5 0.1006 −3.5159 0.0157 0.10

3. PIDD2 Controller Design and Implementation

PIDD2, as a variant of PID, has a new degree of freedom (differential action) in
comparison to PID, which can accelerate the transient and closed-loop performance of
the control system and contributes to promoting the phase margin, steady-state accuracy
and stability of the controlled plant. As such, in this section, we describe the design and
implementation process of the PIDD2 controller in detail.

3.1. Description of the SS-PIDD2 Controller

The PID controller has widespread applicability in industrial process control because
of its simple operation, high efficiency and easy implementation. Aiming to overcome the
drawbacks of conventional PID controllers and improve their performance, the PIDD2
controller has also gradually become recognized in the industry. PIDD2 has the same
structure as PID, except for an additional second-order derivative gain. An ideal PIDD2
controller has the following transfer function form:

CPIDD(s) = Kp +
Ki
s
+ Kds + Kdds2 (3)

where Kp,Ki, Kd and Kdd are the proportional, integral, derivative and double-derivative
gain, respectively. PIDD2 control can be written as a state-feedback control law, as follows:

u(t) = Kdd
(..
r(t)− ..

y(t)
)
+ Kd

( .
r(t)− .

y(t)
)

+Kp(r(t)− y(t)) + Ki
∫ t

0 (r(τ)− y(τ))dτ

=: Ko(r(t)− x(t))

(4)

where y(t) is the controlled variable, u(t) is the manipulated variable, and r(t) is the
reference input signal:

r(t) =
[

..
r(t)

.
r(t) r(t)

∫ t
0 r(τ)dτ

]T
(5)

and the state vector is

x(t) =
[

..
y(t)

.
y(t) y(t)

∫ t
0 y(τ)dτ

]T
(6)

and state-feedback gain is
Ko =

[
Kdd Kd Kp Ki

]
(7)

The state vector x(t) (6) contains the derivate of y(t). The state variable x(t) cannot be
measured directly; hence, here, we estimate it in the form of an observer. Thus, we consider
a triple-integral model: ...

y (t) = u(t) (8)

Let
x1 =

..
y, x2 =

.
y,x3 = y (9)
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Then, Equation (8) can be written in the form of state space:

 .
x1.
x2.
x3

 = Ao

x1
x2
x3

+ Bou

y = Co

x1
x2
x3

 (10)

where

Ao =

0 0 0
1 0 0
0 1 0

, Bo =

1
0
0

, Co =
[
0 0 1

]
(11)

Thus, Equation (12) can be used to estimate
[ ..
y

.
y y

]T .
.
x1.
x2.
x3

 =
(

Ao − LCo
)x1

x2
x3

+ Bou + Ly (12)

where L is the observer gain:
L =

[
β1 β2 β3

]T (13)

If L is chosen such that Ao − LCo is asymptotically stable, then x̂1 →
..
y and x̂2 →

.
y

and x̂3 → y . Furthermore,
∫ t

0 y(τ)dτ can be calculated using another state x̂4, where

.
x4 = x3 = y (14)

Combining Equations (12) and (14), we can obtain the expression for the state estimator
as: .

x =
(

Ae − LoCe
)

x + Beu + Loy (15)

where x =
[
x1 x2 x3 x4

]T ,

Ae =


0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0

, Be =


1
0
0
0

, Ce =
[
0 0 1 0

]
(16)

Lo is the observer gain vector.

Lo =
[
β1 β2 β3 1

]T (17)

When Lo is chosen properly, Ae − LoCe is asymptotically stable, and

x1(t)→
..
y(t), x2(t)→

.
y(t), x3(t)→ y(t), x4(t)→

∫ t

0
y(τ)dτ (18)

Hence, an ideal PIDD2 controller can be approximated with the following third-order
state-space PID (SS-PIDD2) controller.{ .

x =
(

Ae − LoCe
)

x + Beu + Loy
u = Ko(r− x)

(19)
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Thus, the expression for the feedback controller from y to u becomes:

Kc(s) = Ko
(
sI − Ae + BeKo + LoCe

)−1Lo

=
(Kdd β1+Kd β2+Kp β3+Ki)s3+(Kd β1+Kp β2+Ki β3)s2+(Kp β1+Ki β2)s+Ki β1

s[s3+(Kdd+β3)s2+(Kdd β3+Kd+β2)s+β1+Kdd β2+Kd β3+Kp]

(20)

and Ko is the controller gain vector, as in Equation (7).
Figure 2 shows a basic structural block diagram of the SS-PIDD2. α is the weight factor

of the setpoint used to reduce the overshoot of the trace response. In general, α = 1, and
the value of α can be regulated according to the actual situation.
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3.2. Derivation of SS-PIDD2 Controller Parameters
3.2.1. Internal Model Control (IMC)

Figure 3 shows the structure of the two-degree-of-freedom IMC (TDF-IMC). PM(s) is the
model plant of P(s), Q(s) is the internal model controller, and Qd(s) is the feedback controller.
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The design process of the TDF-IMC controller is as follows [33]:

(1) Factor the plant model PM(s) into two parts:

PM(s) = PM+(s)PM−(s) (21)
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where PM+(s) is the portion of the minimum phase and PM−(s) is the portion of the
model that is not inverted.

(2) The setpoint-tracking controller Q(s) is defined as follows:

Q(s) = P−1
M+

(s) f (s) (22)

where f (s) denotes a low-pass filter:

f (s) =
1

(λ1s + 1)n (23)

where λ1 represents the parameter of f (s) and n represents the relative degree of
PM+(s).

(3) The feedback controller Qd(s) is defined as follows:

Qd(s) =
αmsm + · · ·+ α1s + 1

(λ2s + 1)r (24)

The denominator of Qd(s) is a polynomial consisting of the m poles of PM(s), the
disturbance rejection filter 1

(λ2s+1)r has the order r ≥ m, and λ2 is the parameter that
determines the disturbance-rejecting performance of the controller. The poles p1 · · · pm of
PM(s) can be canceled with the zeros α1 · · · αm of Qd(s), i.e., α1 · · · αm should satisfy:

(1− PM(s)Q(s)Qd(s))|s=p1···pm
= 0 (25)

Thus, we can obtain the transfer function for the IMC controller as:

KIMC(s) =
Q(s)Qd(s)

1− PM(s)Q(s)Qd(s)
(26)

3.2.2. The IMC Controller’s Design for the SOZPDT System

The controllers Q(s) and Qd(s) for Equation (2) are:

Q(s) =
T2s2 + 2Tξs + 1

k(λ1s + 1)2(Tzs + 1)
(27)

Qd(s) =
α2s2 + α1s + 1

(λ2s + 1)3 (28)

Here, r is chosen as 3, and α1, α2 meet Equation (25).
Through the above-mentioned derivation, the final term of Equation (26) is:

KIMC(s) =
1
k

(T2s2 + 2Tξs + 1)(α2s2 + α1s + 1)

(λ1s + 1)2(λ2s + 1)3 − (Tzs + 1)(α2s2 + α1s + 1)e−τs (29)

From the above derivation, we can cancel the roots of T2s2 + 2Tξs + 1. To obtain a
finite-dimensional controller, we take the first-order Padé approximation technique [33,34]
to approximate the pure delay.

e−τs =
1− τ

2 s
1 + τ

2 s
(30)

Then, Equation (29) becomes:

KIMC(s) =
1
k

(1 + τ
2 s)(T2s2 + 2Tξs + 1)(α2s2 + α1s + 1)

(1 + τ
2 s)(λ1s + 1)2(λ2s + 1)3 − (Tzs + 1)(α2s2 + α1s + 1)(1− τ

2 s)
(31)
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It is worth noting that the selection of λ1 and λ2 has a significant impact on the
control effect of IMC. However, there is no general tuning rule for the selection of λ1 and
λ2. The authors of [35] mentioned that a small λ1 can improve the disturbance rejection
performance and tracking performance of the controller and worsen the robustness of
the system. Thus, the choice of λ1 requires the consideration of robustness issues. For
various types of systems, the authors of [36] set the value of λ1 based on experience. For
the second-order plus time delay (SOPTD) system, the expression of λ1 for τ and T, which
is only applicable to non-oscillating systems, is given in [37]. The authors of [23] provided
a definition of λ1 for the underdamped oscillation system. The authors of [33] assumed
that the bandwidth is equal to the inverse of λ1 and λ2 and that the values of λ1 and λ2
determine the tracking performance and disturbance rejection performance of the closed-
loop system. Therefore, in this paper, λ1 and λ2 are selected under conditions that meet the
consideration of robustness and disturbance rejection.

3.2.3. The Derivation of SS-PIDD2 Controller Parameters

To obtain SS-PIDD2 parameters from the IMC, we expand the transfer function as the
Maclaurin series with s = 0 and retain the first three terms. The parameters of the SS-PIDD2
can be computed from Equation (31) as:

Kp = AB2−2C
B3

Ki =
2
B

Kd = B3C−ACB2−2EB+C2

B4

Kdd = 2α1T2+T2τ+α2τ+4α2Tξ+2α1Tτξ
B +

(2C−A)(BE−C2)+EC+B2C
B3

− 4kλ1λ3
2+6kλ2

1λ2
2+kλ3

2τ+6kλ1λ2
2τ+3kλ2

1λ2τ+Tzα2kτ
B

(32)

where

A = 2α1 + τ + 4Tξ;

B = −2Tzk + 6kλ2 + 4kλ1 − 2α1k + 2kτ;

C = 2T2 + 2α2 + α1τ + 4α1Tξ + 2Tτξ;

D = 6kλ2
2 + 12kλ1λ2 + 2kλ2

1 − 2α2k− 2Tzα1k + Tzkτ + 3kλ2τ + 2kλ1τ + α1kτ;

E = 2kλ3
2 + 12kλ1λ2

2 + 6kλ2
1λ2 − 2Tzα2k + 3kλ2

2τ + 6kλ1λ2τ + kλ2
1τ + α2kτ + Tzα1kτ;

(33)

The above Maclaurin expansion can only obtain four parameters of the SS-PIDD2. The
method used to set the observer bandwidth ωo is also highlighted in this subsection. As is
well known, the observer has the characteristic that it does not depend on the model, so
that the observer’s bandwidth ωo can be chosen as not restricted to the model. The authors
of [38] referred to the fact that the smaller the value of ωo is, the less sensitive the observer
is to noise. The authors of [39] illustrated the relationship between ωo and robustness.
For this purpose, we need to take into consideration robustness and noise factors when
choosing an appropriate ωo.

4. System Simulation and Analysis

To demonstrate the superiority of the method presented in this paper, simulations
were conducted on three distinct pitch control systems for wind turbines, which included
the SS-PIDD2, series PID [20], PI1 [15] and PI2 [6]. All the simulation results are based on
MATLAB2021a and the Simulink experimental platform.

The following indices are presented to evaluate the performance and robustness of
the controllers:
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Robustness index:
Ms = ‖S‖∞ = max

ω

∣∣∣ 1
1+L(jω)

∣∣∣
Mt = ‖T‖∞ = max

ω

∣∣∣ L(jω)
1+L(jω)

∣∣∣
ε := sup

ω
(‖S‖∞ + ‖T‖∞)

(34)

where L(s) = C(s)P(s) is the open-loop transfer function of the system, Ms and Mt are
the maximum sensitivity, S(s) and T(s) are the sensitivity functions, and ε denotes the
robustness of the system.

Performance index: The performance of the controller was assessed using two mea-
sures. The definition of the integral of time and absolute error (ITAE) is:

ITAE =
∫ ∞

0
t|r(t)− y(t)|dt (35)

To assess the control effect of the controller, the total variation (TV) in the controller
output u(t) is also taken as a performance index.

TV = ∑∞
1 |ui+1 − ui| (36)

The TV is used to measure the smoothness of the control signal, and its value should
be as small as possible.

As the series PID adds a pre-filter, the same filter was added to the other three
controllers for fairness. Figure 4 shows the step response of the WTG1 system, adding
a unit step signal with an amplitude of 1 at t = 0 s. From Figure 4, we can see that
the response of the SS-PIDD2 can reach a steady state relatively quickly and without
overshooting. Figure 5 shows the step response of the WTG1 system, adding a unit step
signal with an amplitude of 1 at t = 0 s and an input disturbance signal 50

2s+1 inserted at
t = 25 s. As we can observe, the controller proposed in this paper can achieve a good control
effect, and the disturbance rejection is fast and without overshoot. Figures 4 and 5 show
the controller in terms of tracking and disturbance rejection, respectively. The dynamic
response of the WTG1 system with measurement noise (the amplitude is 0.0001) is shown
in Figure 6. In the case of measurement noise, Figure 6 illustrates that the proposed method
has minimal volatility compared with the other control methods for both the control output
and the system output. The robustness strategy change process is illustrated in Figure 7.
The robustness indices of the controllers are 2.9583, 4.4391, 2.8270 and 6.0392, respectively.
Hence, the SS-PIDD2 has relatively low robustness and thus has the ability to deal with
external uncertainties. Table 3 demonstrates the parameters and performance metrics of the
different control methods. From the comprehensive analysis (ε, ITSE, TV), we can conclude
that the SS-PIDD2 controller has a good control performance and can achieve an acceptable
control effect.

Table 3. Parameters and performance metrics of the different methods for WTG1.

System Methods
Controller Parameters Robustness

Index
ITAE
Index

Total
Variation

Kp Ki Kd Kdd ωo ε ITAE TV

WTG1

PIDD2
(λ = 0.1;
λ2 = 0.03)

3.0986 −52.3634 1.3377 −0.1854 3 2.9583 4.20 × 103 102.4039

Series_PID −28.46 −39.5278 −20.4912 4.4391 4.60 × 103 107.545

PI1 1 −9 2.827 2.10 × 104 91.5393

PI2 1.0242 −20.5914 6.0392 8.00 × 103 91.868
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Figure 4. The dynamic response of the WTG1 system: the controller output dynamic step responses
(on the left); the system output dynamic step responses (on the right).
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Figure 5. The dynamic response of the WTG1 system under step disturbance: the controller output
dynamic step disturbance responses (on the left); the system output dynamic step disturbance
responses (on the right).

Remark 1. The expression for the pre-filter [20] is F = 1
T2

f s2+
√

2Tf s+1
(Tf = 1).

Simulation process in Figure 4: A unit step reference signal (the step module in
Simulink) with an amplitude of 1 is added to the input (before the pre-filter) of the whole
system. The step response on the left side of Figure 4 can be obtained by connecting an
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oscilloscope to the controller output. The step response on the right side of Figure 4 can be
obtained by connecting an oscilloscope to the system output.
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Figure 6. The dynamic response of the WTG1 system with noise: the controller output noise responses
(on the left); the system output noise responses (on the right).
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Figure 7. The robustness change process of the different methods for WTG1.

Simulation process in Figure 4: The process is the same as in Figure 4, except that a dis-
turbance signal of 50

2s+1 is added to the controller output and the input of the controlled plant.
Simulation process in Figure 4: Based on Figure 4, a white noise module with an

amplitude of 0.0001 is connected at the output end of the system.



Energies 2023, 16, 5096 12 of 22

Figure 4 is derived from Equation (34), and the values of ITAE and TV are calculated
through Equations (35) and (36), respectively.

λ1 and λ2 are selected under conditions that meet the consideration of robustness and
disturbance rejection. The value of ωo takes into account the robustness and the noise factor.

Since the time delay will increase the complexity of the system, to verify the stability of
the system, we conducted a simulation study on the uncertainty of the time delay τ. Here,
we consider changing the time delay τ in Equation (1) by 10%. For WTG1, the simulation
results are shown in Figures 8 and 9. When τ is reduced by 10%, the robustness indices
are 2.8134, 6.8300, 3.2044 and 3.5105, respectively; the ITAE indices are 428.1043, 552.4503,
3.4803× 103 and 4.2302× 103, respectively; and the total variation values are 50, 50, 50.1292
and 91.1828, respectively. When τ is increased by 10%, the robustness indices are 3.1356,
3.1654, 2.0311 and 3.5699, respectively; the ITAE indices are 428.1043, 552.4504, 3.4810 × 103

and 939.4192, respectively; and the total variation values are 50, 50, 50.1308 and 50.0295,
respectively. Thus, we can draw the same conclusion as above.
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Figure 8. The dynamic response of the WTG1 system under step disturbance when τ decreases by 10%.

For the WTG2 system, Figure 10 (the left) shows the controller output responses. The
SS-PIDD2 controller output tends to be stable at 6 s, without overshoot. The series PID
controller output response presents a large overshoot, and the stabilization time is the
longest. The system output (on the right) leads us to similar conclusions (to those discussed
in the previous WTG1), which are not described here. Although it is difficult to see which
controller has the best disturbance rejection performance in Figure 11 (adding a unit step
signal with an amplitude of 1 at t = 0 s and an input disturbance signal 20

2s+1 inserted at
t = 20 s). In addition, considering the situation with measurement noise (the amplitude
is 0.0001), Figure 12 shows that both the controller output and the system output of the
SS-PIDD2 controller are least influenced by noise. Figure 13 and Table 4 show that the
disturbance rejection performance (ITSE) and robustness (ε) of the SS-PIDD2 controller are
the best. The TV indices in Table 4 further demonstrate this. Therefore, we can conclude
that the proposed method offers better results for wind turbine pitch angle systems than
the other methods.
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Figure 9. The dynamic response of the WTG1 system under step disturbance when τ increases by 10%.
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Figure 10. The dynamic response of the WTG2 system: the controller output dynamic step responses
(the left); the system output dynamic step responses (the right).

Remark 2. The expression for the pre-filter [20] is F = 1
T2

f s2+
√

2Tf s+1
(Tf = 1.41).

Simulation process in Figure 10: A unit step reference signal (the step module in
Simulink) with an amplitude of 1 is added to the input (before the pre-filter) of the whole
system. The step response on the left side of Figure 10 can be obtained by connecting an
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oscilloscope to the controller output. The step response on the right side of Figure 10 can
be obtained by connecting an oscilloscope to the system output.
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Figure 11. The dynamic response of the WTG2 system under step disturbance: the controller output
dynamic step disturbance responses (on the left); the system output dynamic step disturbance
responses (on the right).

Energies 2023, 16, x FOR PEER REVIEW 14 of 21 
 

 

 
Figure 11. The dynamic response of the WTG2 system under step disturbance: the controller output 
dynamic step disturbance responses (on the left); the system output dynamic step disturbance re-
sponses (on the right). 

 
Figure 12. The dynamic response of the WTG2 system with noise: the controller output noise re-
sponses (on the left); the system output noise responses (on the right). 

 
Figure 13. The robustness change process of different methods for WTG2. 

0 10 20 30 40
-45

-40

-35

-30

-25

-20

-15

-10

-5

0

5

0 10 20 30 40
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Propsed-PIDD
Series-PID
PI1
PI2

0 20 40 60
-50

-40

-30

-20

-10

0

10

0 20 40 60
-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Propsed-PIDD
Series-PID
PI1
PI2

0 10 20 30 40 50 60 70 80 90 100
1

1.5

2

2.5

3

3.5

Propsed-PIDD
Series-PID
PI1
PI2

Figure 12. The dynamic response of the WTG2 system with noise: the controller output noise
responses (on the left); the system output noise responses (on the right).
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Figure 13. The robustness change process of different methods for WTG2.

Table 4. Parameters and performance metrics of the different methods for WTG2.

System Methods
Controller Parameters Robustness

Index
ITAE
Index

Total
Variation

Kp Ki Kd Kdd ωo ε ITAE TV

WTG2

PIDD2
(λ = 0.1;
λ2 = 0.15)

10.9016 −32.8347 −4.2875 1.7644 1.8 2.0181 3.30 × 103 44.9046

Series_PID −20.73 −20.73 −20.73 3.2589 3.50 × 103 56.4178

PI1 0.5 −15 2.6708 4.00 × 103 45.9361

PI2 1 −20 3.4635 3.00 × 103 47.4178

Simulation process in Figure 11: The process is the same as in Figure 10, except
that a disturbance signal of 20

2s+1 is added to the controller output and the input of the
controlled plant.

Simulation process in Figure 12: Based on Figure 11, a white noise module with an
amplitude of 0.0001 is connected at the output end of the system.

For WTG2, the stability simulation results are shown in Figures 14 and 15. When τ is
reduced by 10%, the robustness indices are 2.0288, 2.3827, 3.1003 and 4.0432, respectively;
the ITAE indices are 373.5015, 490.5610, 482.8402 and 319.2728, respectively; and the total
variation values are 20.0666, 20.0585, 20.0990 and 20.1565, respectively. When τ is increased
by 10%, the robustness indices are 2.0694, 4.4646, 2.5629 and 3.9859, respectively; the ITAE
indices are 373.5436, 490.7258, 482.8974 and 319.3154, respectively; and the total variation
values are 20.0667, 20.2003, 20.0991 and 20.1567, respectively. Thus, we can also draw the
same conclusion as above.
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Figure 14. The dynamic response of the WTG2 system under step disturbance when τ decreases
by 10%.
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Figure 15. The dynamic response of the WTG2 system under step disturbance when τ increases
by 10%.

Figure 16 shows the bode plots of the systems. As shown in Figure 16, WTG3 has two
oscillation modes, it is more sophisticated than the former two, and higher demands are
also placed on the controllers. As the current research on WTG3 is limited to PI control
methods, we used both SS-PIDD2 and PI controllers for the simulation comparison analysis.
Using a similar process to that mentioned above for WTG1 and WTG2, simulations were
performed for the step responses, disturbance response, measurement noise response and
robustness change process, respectively. In Figures 17–20, we can see that the control speed
of the SS-PIDD2 controller is fast and has no overshoot. However, under the conditions of
disturbance and measurement noise, there is no obvious advantage in comparison to the
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SS-PIDD2 controller and PI controller. Moreover, we can see from the performance metrics
data in Table 5 that the overall performance (ε, ITAE and TV) of the SS-PIDD2 controller
is satisfactory. In particular, the value of the ITAE clearly shows the disturbance rejection
performance of the SS-PIDD2 controller. We can thus state that SS-PIDD2 controllers can
also control wind turbine pitch angle systems with non-minimum phases very effectively.
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Figure 17. The dynamic response of the WTG3 system: the controller output dynamic step responses
(on the left); the system output dynamic step responses (on the right).
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Figure 18. The dynamic response of the WTG3 system under step disturbance: the controller output
dynamic step disturbance responses (on the left); the system output dynamic step disturbance
responses (on the right).
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Figure 19. The dynamic response of the WTG3 system with noise: the controller output noise
responses (on the left); the system output noise responses (on the right).
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Figure 20. The robustness change process of different methods for WTG3.

Table 5. Parameters and performance metrics of the different methods for WTG3.

System Methods
Controller Parameters Robustness

Index
ITAE
Index

Total
Variation

Kp Ki Kd Kdd ωo ε ITAE TV

WTG3

PIDD2
(λ = 0.55;
λ2 = 0.055)

−146.50 1.6787 × 104 −6.7989 1.2153 8 4.1550 14.2170 89.7097

PI2 250 10,000 5.1587 31.3843 89.8783

Remark 3. Simulation process in Figure 17: A unit step reference signal (the step module in
Simulink) with an amplitude of 1 is added to the input of the whole system. The step response on the
left side of Figure 17 can be obtained by connecting an oscilloscope to the controller output. The
step response on the right side of Figure 17 can be obtained by connecting an oscilloscope to the
system output.

Simulation process in Figure 18: The process is the same as in Figure 17, except that a
disturbance signal is added to the controller output and the input of the controlled plant.

Simulation process in Figure 19: Based on Figure 18, a white noise module with an
amplitude of 0.0001 is connected at the output end of the system.

For WTG3, the stability simulation results are shown in Figures 21 and 22. When τ
is reduced by 10%, the robustness indices are 6.3170 and 10.4073, respectively; the ITAE
indices are 0.6194 and 2.0623, respectively; and the total variation values are 22.0852 and
22.2214, respectively. When τ is increased by 10%, the ITAE indices and 3.5253 and 2.0531,
respectively; and the total variation values are 32.3195 and 21.5306, respectively. Although
the control effect of PIDD2 is less than that of PI at this point, it is generally good.
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Figure 21. The dynamic response of the WTG3 system under step disturbance when τ decreases
by 10%.
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Figure 22. The dynamic response of the WTG3 system under step disturbance when τ increases
by 10%.

5. Conclusions

The purpose of the current study was to investigate the application of the SS-PIDD2
controller in wind turbine pitch control systems (non-linear, higher-order oscillation with
time delay characteristics). The pitch control system can be approximated using the step
response as an oscillatory second-order model with zero plus dead time. While maintaining
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the characteristic independence of a conventional PID from the plant, we investigated the
ideal PIDD2 in the form of a state space. Furthermore, the SS-PIDD2 controller parameters
were obtained through Maclaurin expansion of the IMC and self-tuning. The effectiveness
of the proposed method was verified through the simulation analysis of three pitch angle
models. The results of this study indicate that the SS-PIDD2 controller has a certain research
value for research on complex systems, such as pitch control systems (minimum phase
and non-minimum phase), which expands the application field of the high-order PID. In
practical industrial production, engineers can consider using SS-PIDD2 instead of PI or
PID, which are both easy to operate and can achieve the desired control effect.

The present study confirmed previous findings offering a new understanding of PID
controllers. A further study should consider SS-PIDD2 control for other aspects of wind
turbine systems.
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