energies

Article

A Comprehensive Analysis of the Penetration of Detailed
Type 4 Wind Turbine Generators in the Two-Area
Benchmark System

Rodrigo Trentini »*©, Riidiger Kutzner >0, John J. A. Saldanha 13(), Ademir Nied 3*

Tiago Jackson May Dezuo 3

check for
updates

Citation: Trentini, R.; Kutzner, R.;
Saldanha, ].J.A.; Nied, A.; Dezuo,
T.J.M.; Cavalca, M.SM. A
Comprehensive Analysis of the
Penetration of Detailed Type 4 Wind
Turbine Generators in the Two-Area
Benchmark System. Energies 2023, 16,
4970. https://doi.org/10.3390/
en16134970

Academic Editors: Davide Astolfi,
Mohit Bajaj, Padmanabh Thakur,
Olena Rubanenko and Arvind R.
Singh

Received: 17 May 2023
Revised: 16 June 2023
Accepted: 22 June 2023
Published: 27 June 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

and Mariana Santos Matos Cavalca 3

Department of Electrical Engineering, Federal Institute of Santa Catarina—IFSC, R. dos Imigrantes 445,
Jaragua do Sul 89254-430, Brazil; john.saldanha@ifsc.edu.br

Department of Control Engineering and Mechatronics, University of Applied Sciences and Arts
Hannover—HsH, Ricklinger Stadtweg, 30459 Hannover, Germany; ruediger.kutzner@hs-hannover.de
Department of Electrical Engineering, Santa Catarina State University—UDESC, R. Paulo Malschitzki 200,
Joinville 89219-710, Brazil; tiago.dezuo@udesc.br (T.].M.D.); mariana.cavalca@udesc.br (M.S.M.C.)

*  Correspondence: rodrigo.trentini@ifsc.edu.br (R.T.); ademir.nied@udesc.br (A.N.)

Abstract: The shift towards RES introduces challenges related to power system stability due to the
characteristics of inverter-based resources (IBRs) and the intermittent nature of renewable resources.
This paper addresses these challenges by conducting comprehensive time and frequency simulations
on the IEEE two-area benchmark power system with detailed type 4 wind turbine generators (WTGs),
including turbines, generators, converters, filters, and controllers. The simulations analyse small-
signal and transient stability, considering variations in active and reactive power, short-circuit
events, and wind variations. Metrics such as rate of change of frequency (RoCoF), frequency nadir,
percentage of frequency variation, and probability density function (PDF) are used to evaluate the
system performance. The findings emphasise the importance of including detailed models of RES in
stability analyses and demonstrate the impact of RES penetration on power system dynamics. This
study contributes to a deeper understanding of RES integration challenges and provides insights
for ensuring the reliable and secure operation of power systems in the presence of high levels of
RES penetration.

Keywords: renewable energy sources; wind turbine generator; penetration of RES; two-area
benchmark system; inverter-based resources

1. Introduction

The world is shifting towards renewable energy sources, such as hydro, biomass, wind,
and solar PV, to reduce reliance on traditional thermal sources, such as coal and gas. This
transition aligns with the Paris Agreement’s goal of limiting global temperature rise. Over
130 countries have committed to the Net Zero Emissions by 2050 Scenario, reflecting the
importance of sustainable energy and combating climate change. The International Energy
Agency (IEA) tracks the growth of renewables and reports a rise in power generation from
RES, increasing from 19.8% to 28.7% between 2010 and 2021 [1]. However, more progress is
needed to meet the targets, requiring the renewable share of power generation to surpass
60% by 2030. Wind power is a leading non-hydro technology, with significant growth in
2021, led by China, the United States, and Brazil [2].

All of these data highlight the importance of continuous evolution of RES technology,
which is not only vital for improving the performance and reliability of current systems
but also for driving down costs and making renewable energy more competitive with
traditional energy sources. Additionally, emerging technologies, such as energy storage,
smart grids, and carbon capture and storage, can further enhance the capabilities and
flexibility of renewable energy systems.
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On the other hand, compared to all the cited development and sharp increase in RES
share, researchers and practitioners have detected some issues concerning high levels of
penetration of this type of energy in actual power systems. For instance, the use of power
converters imposes new challenges for the integration of power systems, such as low inertia,
low short-circuit capability, high nonlinearities, and resource intermittency. The atypical
response to a power outage at the Hornsea offshore wind farm—which caused a blackout
in the UK grid in August 2019—provides compelling evidence of the need for caution when
increasing RES penetration in power systems. Some previous works on RES penetration
often assumed that synchronous generators could compensate for frequency fluctuations,
which is generally true for large power systems with sufficient reserves. However, this
assumption does not hold for small systems or islanded grids. As large-scale thermal
power plants are replaced by RES, the frequency of the power system present accentuated
variations, and power quality may be significantly affected. These fluctuations may result
in frequent load shedding and, in severe cases, even blackouts [3].

According to Shair et al. [4], compared to traditional synchronous generators (SGs),
the inertia of inverter-based resources (IBRs) of grid following type is significantly lower.
This is because the power electronic converter interface separates the input power of the
prime mover from the output electromagnetic power of the grid, resulting in a lack of
traditional inertia response based on rotational kinetic energy. Furthermore, the energy
storage elements in IBRs, such as inductors and capacitors, have limited ability to absorb
and discharge power deviations caused by disturbances and resist frequency deviations on
the grid [5,6].

However, power electronic equipment has a smaller short-circuit current capacity
compared to SGs. Power electronic equipment does not have a sub-transient process during
a short-circuit fault. Although the initial short-circuit current is low, the steady state short-
circuit current decreases rapidly because of its high internal reactance and fast controllable
reference current. Consequently, the amplitude and time span of the short-circuit current
are smaller than those of traditional SGs, which presents challenges in controlling and
protecting power electronic equipment [7].

Wu et al. [8] and Shah et al. [9] state that, compared to traditional SGs, IBRs exhibit
more pronounced nonlinear characteristics due to various factors. These include discrete
switching operations, control nonlinearities, such as limiters and saturation triggered by
overloading, and sequential switching of control and protection strategies under different
modes, such as P/Q and V/f, as well as operating conditions. According to Mansour
et al. [10], although IBRs are efficient in converting power, they encounter challenges in
maintaining stability when connected to weaker grids and may experience synchronisation
issues with the grid.

At last, perhaps the most known issue faced by RES is unpredictability. The power
output of IBRs is dependent on variable environmental and climatic factors, such as
wind speed and solar irradiance, which can change continuously. In contrast, SGs have
controllable primary sources, such as coal and water, which are stable and predictable.
Although the wind and solar powers can be forecasted, there are significant uncertainties
associated with these predictions [11].

The stability of a power system can be basically assessed in two perspectives: small-
and large-signal stability. Small-signal stability analysis assesses the ability of the power
system to remain synchronised with the grid despite small disturbances. Mansour et al. [10]
investigate the small-signal stability analysis in power systems with RES from the injected
current on the point of common coupling (PCC). This injection affects the phase-locked loop
(PLL), creating a positive feedback loop called a “self-synchronisation loop”, which can lead
to system instability, especially if a high-gain PLL is used. Furthermore, synchronisation
instability can generate sideband oscillations in voltage and current waveforms. Large-
signal or transient stability analysis, in contrast, examines the existence of an equilibrium
point for the system under normal and faulty conditions. This type of instability can occur if
the system lacks a stable equilibrium point or does not have sufficient damping to drive the
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system towards the equilibrium point. In transient stability analysis of power systems with
RES, the converter is considered an ideal controllable current source as the PLL dynamics
are much slower than the inner control loops.

Several researchers (e.g., [12-20]) observed that the increase in RES poses various
challenges to the stability of power systems. The physical structure, mechanical characteris-
tics, energy conversion mechanism, and control characteristics of power generators and
equipment have a significant impact on the stability characteristics of traditional power
systems based on SGs. As the proportion of renewable energy and power electronic con-
verter equipment increases, the impact of it depends largely on the location in the system.
The extent of the influence on system stability is determined by the share of renewable
energy and power electronic equipment. Therefore, it is essential to consider the impact of
renewable energy and power electronic equipment on system stability and coordinate their
dynamics to ensure reliable and secure operation of power systems.

Hence, the use of reliable simulation models is crucial in accurately evaluating the
effects of high penetration of RES on power systems. It is imperative to thoroughly
investigate the impacts of renewables on known power systems to compare the potential
effects in a more realistic way. Trondheim et al. [21] show interesting results on the stability
of the Suduroy (Faroe Islands) grid. The findings suggest that the use of approximated
models for frequency and voltage regulation, which exclude inverter-based resources,
is insufficient. These sources must be included in the approximation through triggered
behaviours or the use of detailed models. This conclusion is applicable not only to the
Faroese power system or isolated power systems but to all power systems that utilise
frequency-triggered technologies and simplify simulations to reduce computational time.
The authors also suggest that it is crucial to examine the system gradually, considering not
only the initial and final states (e.g., current and far future condition) but also intermediate
stages as expansions in between could potentially cause instabilities, even if the final system
configuration does not exhibit any issues. Taul et al. [22] also exemplify that, when grid-tied
converters are exposed to severe grid faults, they can suffer from transient instability and
synchronisation loss. As these phenomena involve large-signal disturbances, a linearized
equivalent of the system may no longer provide accurate results. To address this issue, a
widely used approach is to perform time-domain simulation studies using a detailed model
of the system. Despite an eventual computational burden, it allows for a comprehensive
assessment of the system transient stability and overall performance.

However, simplified models are often utilised for analysis and controller design
purposes. For instance, Gayathri et al. [23] conducted several simulations to investigate
the impact of high RES penetration on power system dynamics using both IEEE-9 bus
system and the two-area system with simplified wind turbine generators (WTGs) models.
Various common contingencies, such as generation outage, generation reduction, load
shedding, and three-phase faults, were considered in the analysis, where one of the SGs
of each system is replaced by a WTG. The penetration percentage of RES is changed with
the increase in generated power of the single simplified WTG. The results show that the
replacement of conventional sources with RES can cause a steep frequency plot, leading
to a significant reduction in frequency nadir. The study highlights the need for careful
consideration of RES integration in power systems and the importance of addressing
the impact on system dynamics, although without analysing detailed WTG integration.
Wilches-Bernal et al. [24] investigate the impact of wind integration on the inter-area
oscillation using a simple two-machine two-area system. The WTGs use average models
for the converters and the penetration of RES is tested from 0% to 43%. The results
demonstrate that, while wind integration can increase the damping of the interarea mode, it
has the potential to destabilise the system when WTGs are installed in the area that imports
power. Similarly, Piccoli et al. [25] use the four-machine two-area system with linearized
models for the converters to investigate the impact of the penetration of RES in an islanded
power system. Four scenarios (0%, 25%, 50%, and 75%) of RES penetrations are tested.
The paper concludes that the behaviour of the power system becomes unstable for load
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and generator input power variations when two or more WTGs replace the original SGs
and exhibits oscillatory behaviour during a three-phase fault. According to the authors,
this instability raises concerns about the increasing penetration of RES in power systems,
it being, therefore, necessary to conduct in-depth studies on effective control methods
to mitigate such problems. In [26], the authors use an artificial neuro-fuzzy inference
system (ANFIS) to map measurements from phasor measurement units (PMUs) to the
external equivalent model of the Northeast Power Coordinating Council (NPCC) power
system, treating it as a black box. This approach has been extensively used in the literature
and has the benefit of not requiring a mathematical model of the system or extensive
computational simulations. However, it does not provide detailed information on the
signals of each machine, control saturation, limiting the ability to understand the effects
of various scenarios, particularly when RES are integrated. Dong et al. [27] examine the
correlation between small-signal stability and grid strength as measured by the short
circuit ratio (SCR) in a single-infeed power electronic system using analytical techniques
to extend these relationships to a multi-infeed power electronic system (MIPES) through
eigenvalue decomposition. The aim is to provide a thorough mathematical explanation for
stability assessment of power converters with reduced computational burden. However,
the converters are not modelled in detail, and machine dynamics are not considered, which
limits the ability to understand the impact of integrating renewable energy sources (RES) in
large-scale power systems. An interesting work on a simplified model of a type 3 WTG is
presented in [28], which incorporates an approximate representation of the power electronic
converter. The primary objective of the model is to reduce computational effort while
analysing the dynamics of instantaneous electrical variables. This allows for an expansion
in the scope of network studies related to primary frequency control and power quality
studies in high-penetrated wind power systems, all at a lower cost and computational time.
The results of the study demonstrate a minimal delay between the proposed model. The
authors claim that transient and steady state responses are accurately approximated by
the simplified model; however, neither is a short-circuit simulation conducted—which is
known as the worst case for transient stability analysis—nor an extended power system
tested. Other examples of usage of simplified models can be found, such as [29-33].

Therefore, the objective of this study is to make a significant contribution to the
existing literature by conducting a comprehensive investigation on the penetration of
detailed WTGs of type 4 using time and frequency simulations, including their turbines,
generators, switching converters, filters, and associated controllers. To accomplish this, the
research employs the widely recognised two-area system, initially introduced by [34], as
the benchmark for the analysis. This system is chosen due to its extensive use in power
system stability analysis, thereby ensuring that the reference outcomes (with four SGs) are
widely documented in previous studies (e.g., [35,36]). The ultimate goal of this paper is to
provide a more profound understanding of the effects of RES penetration on power systems
that experience high power transfer between distinct regions. By the end of this study, we
aim to shed light on the intricate dynamics of power systems under these conditions, thus
contributing significantly to the existing knowledge in this area.

To that aim, the paper provides a detailed overview of the study power system,
including information on machines, turbines, converters, and controllers in Section 2. The
obtained simulated results are presented in Section 3, which includes time and frequency
simulations for both small-signal and transient stability analysis. The simulations test
changes in active and reactive power reference, short-circuit events, and variations in
wind, with the results analysed using metrics such as rate of change of frequency (RoCof),
frequency nadir, and probability density function (PDF). Section 4 presents discussions on
the results, the main contributions of the work, and final conclusions.

2. Materials and Methods

The present work focuses on analysing the original two-area benchmark system,
commonly referred to as Kundur’s system, as mentioned in the Introduction. Figure 1
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illustrates the system, which consists of four SGs rated at 900 MVA /20 kV, with generator
2 acting as the swing bus. The system is symmetrical and is divided into two areas, namely
area 1 and area 2, each having two groups of generators. These two areas are connected
by two long 230 kV transmission lines in parallel, each spanning 220 km. The loads are
located at the end of each area, with the active power of the load in area 2 being nearly
twice that of area 1, resulting in a power transfer of approximately 420 MW from area 1 to
area 2. Generators 1 and 4 provide 700 MW each, whilst generator 3 provides 719 MW and
generator 2 the remaining 795 MW to maintain grid stability.

Area 1 Area 2

1T15 6 7 9 10 11 T33

o] FOH)

G1 ] [ G3

G2 G4

Figure 1. Four-machine two-area benchmark system.

All prime movers are of the thermal type (steam turbine), and the governors utilise
droop control. The excitation system comprises an automatic voltage regulator (AVR) and
power system stabiliser (PSS). It is important to note that, without the PSSs, the two-area
system would be inherently unstable. Further details about the system are presented in [37].
All simulations run in Matlab® /Simulink® with the toolbox Simscape Electrical™.

The schematic of the WTGs that replaces the original SGs is shown in Figure 2. The
WTGs have equivalent rated power and consist of a wind turbine, SG, rectifier, boost
converter, inverter, and filter. The system includes controllers for pitch angle, active and
reactive power, DC-link, and field voltages, which are discussed in detail in the next section.

&
Wind — 777# e ~ = = L ,:Q) 777777
_ _ . - { );
Rectifier Boost Inverter Filter Transf. Grid
Turbine
_I_
Gearbox

Figure 2. Type 4 wind turbine generator.

2.1. Detailed Type 4 WIG

The wind turbine model is based on [38], whilst the SG with field winding is obtained
directly from the block diagram of the Matlab®/Simulink® Simscape Electrical™ toolbox.
Rectifier, boost converter, and inverter are regarded with their switching behaviour. This fact
increases the computation time, but it delivers a higher amount of reliability to the simulations.

The implemented WTG mimics a wind farm composed of 450 WTGs of 2 MVA each,
given that the implementation of such amount of WIGs in a simulation environment is
impractical due to the computational burden. It means that all aspects of the WTG must
be converted to rated power, including generator reactances, time and inertia constants,
snubber resistances and capacitances, switches/diodes forward resistances, boost and filter
inductances, resistances, and capacitances. All amounts are regarded in pu. The original
data for the 2 MVA WTG are obtained from [39].
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It is important to highlight that elements that are commonly implemented with WTGs
for stability improvements—such as grounding transformers, synchronous converters,
etc.—are not present in the proposed implementation since the main idea of this work is
exactly to experiment the replacement of SGs with WTGs to verify system stability without
any other countermeasure.

Moreover, some highly cited papers in the RES literature, such as Ratnam et al. [5], Saha
et al. [11], Alam et al. [12], Trondheim et al. [21], cite that the gearbox does not impose
important issues in load flow and dynamic behaviour of the power system. Therefore, this
item is not considered in the simulations of this work.

As previously cited, each WTG has five Pl-based control loops implemented with
saturation and anti-wind-up effect: one for active power, one for reactive power, one for
the pitch angle, one for the DC-link voltage, and one for the field voltage. Next sections
detail each of them.

2.1.1. Active Power Controller

Notice that, differently from other studies where the WTG injects power into the grid
according to its generation, this work uses an active power control loop to establish a
constant injected power regardless of the generation—provided that the generation is equal
or higher than the active power setpoint.

In fact, the active power controller has a cascade structure as shown in Figure 3, with
P, and i, being the references for active power and inductor current, and Py, and i, being
the measured corresponding signals. The outer loop controls the active power, whilst the
inner one regulates the boost converter inductor current. The current controller provides
the duty cycle percentage used for a 2 kHz PWM generation for the boost switch.

P, H?_, e

P, m (29
Figure 3. Active power control structure.

2.1.2. Pitch Angle Controller

The pitch angle controller is composed of a single loop and is based on the reference
shaft speed (wy = 1 pu). A rate limiter is used given that the variation in the pitch angle is
relatively slow due to its dynamics. Figure 4 shows the block diagram for its control loop,
with w;, being the measured shaft speed.

Wr —>0- e

Wm
Figure 4. Pitch angle control structure.

2.1.3. Field Voltage Controller

The traditional SGs terminal voltage signal is not suitable for WTG feedback of type 4.
For this kind of machine, a flux estimator is required. In this work, the quasi-steady-state
flux estimator presented by Trevisan et al. [39] is used. The estimated flux is then fed back
to the control loop. Its reference may vary depending upon the machine speed. If it is
lower than 1 pu, the flux reference is set to 1 pu. On the other hand, if the machine speed is
greater than 1 pu, then the reference flux is given by the inverse of the same speed. The
error between the reference and estimated fluxes is computed by a PI controller, which
provides the necessary field voltage that ensures the required electromagnetic torque of the
machine. Figure 5 exemplifies the cited control loop.
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Figure 5. Field voltage control structure.

2.1.4. Grid-Side Controller

The inverter control, or grid-side control, is composed of two cascade structures that
generate the required modulation index for the inverter switches. Figure 6 shows the
implemented inverter controller.

iq

d —
a | PWM = To
abe gen. [ switches
—

Figure 6. Grid side control structure.

The first loop regulates the DC-link voltage. Its PI controller generates the d-component
current reference iy for the Pl-based current control, which returns the d-component of
the inverter voltage. Notice that a feedforward element is added to this control signal to
compensate mainly for the grid impedance Ry and L.

In the second loop, the reactive power controller generates the grid voltage reference
vy, using this voltage as the initial condition y of the controller. Similarly to the previous
one, this PI controller provides the g-component of the reference current i;,, whilst another
PI controller provides the g-component for the inverter voltage. As well as for the d-
component, a feedforward structure is used.

The modulation index m is obtained from the transformation of the rectangular com-
ponents (dq) to polar ones (magnitude and phase). Notice that the modulation index
magnitude regards twice the rated RMS phase voltage vy divided by the DC-link one
U4c [39]. It ensures that m = 1 pu only if (vﬁ + 03)0'5 = 1. Then, the inverse Park transfor-
mation is used with the help of the angle 8p 1, which is obtained from a phase-locked loop
(PLL) that uses the grid voltage measurement. A 2-level PWM generator with 3 kHz is
used for the pulse generation for the inverter switches.

2.2. Simulations

The influence of the penetration of RES in the two-area benchmark system is experi-
mented using 8 different cases:

Original—no modification in the system is performed.

24% of RES (case 1)—Gl1 is replaced by a WTG of the same rated power.

24% of RES (case 2)—G3 is replaced by a WTG of the same rated power.

24% of RES (case 3)—G4 is replaced by a WTG of the same rated power.

48% of RES (case 1)—G1 and G3 are replaced by WTGs of the same rated powers.
48% of RES (case 2)—G1 and G4 are replaced by WTGs of the same rated powers.
48% of RES (case 3)—G3 and G4 are replaced by WTGs of the same rated powers.

N L



Energies 2023, 16, 4970

8 of 19

8. 72% of RES—G1, G3, and G4 are replaced by WTGs of the same rated powers.

Given that this work aims to provide a comprehensive analysis for each cited case, the
following simulations are proposed:

1. Short-circuit (transient analysis)—a 200 ms 3-phase fault in the middle of one of the
220 km transmission lines is experimented. Two breakers—each in both ends of the
line—open 100 ms after the fault, remaining opened until the end of each simulation.

2. Change in active power reference (small-signal analysis)—a 4% step in the active
power reference is tested. In this simulation, the power system may present a similar
dynamic behaviour of a load decrease.

3. Change in reactive power reference (small-signal analysis)}—a —0.1 step in the reactive
power reference is set.

4. Sweep of active power reference (frequency response, small signal analysis)—a chirp
signal with £5% of the rated active power is applied. The frequency varies from
1 Hz to 100 Hz within 600 s. The aim of this simulation is to determine the oscillation
modes of the power system when it is penetrated by RES compared to the original
case (four SGs).

5. Probability density function (PDF) of frequency (statistical analysis)—the variation in
grid frequency is analysed for each penetration case.

6. Wind variation (statistical analysis)—30 s Monte Carlo simulation considering a
normally distributed pseudorandom wind variation of 2 m/s around its rated value.
Changes in wind speed occur as gusts each 3 s.

By the end of this paper, the expectation is to gain a deep understanding of the system
dynamics under different stability conditions for eight RES penetrations. The next section
exploits the simulations results and WTG model cited herein.

3. Results

This section presents the simulation results obtained with eight different cases using
time and frequency simulations, according to Section 2. All discussions concerning the
results are presented in Section 4.

3.1. Short-Circuit

Figures 7-9 show the behaviour of the active powers, frequencies, and terminal
voltages for the eight simulated cases, from (a) to (h), respectively. For all simulations,
(a) represents the nominal case with four SGs, (b) has machine 1 as WTG (24% of RES),
(c) has machine 3 as WTG (24% of RES), (d) has machine 4 as WTG (24% of RES), (e) has area
2 with WTGs (48% of RES), (f) has machines 1 and 3 as WTGs (48% of RES), (g) has machines
1 and 4 as WTGs (48% of RES), and (h) has machines 1, 3, and 4 as WTGs (72% of RES).

In Figure 7, the internal zoom of each graph highlights the behaviour of each machine
during the fault. It is important to remark that the fault takes 200 ms to be cleared; however,
the breakers open the faulted transmission line after 100 ms.

Notice that, despite slight transient differences, in cases (b), (c), and (d) (24% of RES),
the machines present similar results. In the same manner, cases (f) and (g) also present
similar results. For these reasons, Sections 3.2-3.4 consider only the results for the nominal
case (a) (0% of RES), WTG in machine 1 case (b) (24% of RES), WTGs in machines 3 and
4 case (e) (48% of RES), and WTGs in machines 1, 3, and 4 in case (h) (72% of RES).

As a complement to Figure 8, Table 1 details the results for RoCoF, percentage
of frequency variation, and frequency nadir for each machine (M 1-M 4) for the the
eight cases.
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(b) WTG 1

Time (s)

(c) WTG 3

(d) WTG 4

Time (s)

Time (s)

Figure 7. Dynamic behaviour of the active power of the four machines for a 3-phase short-circuit

between busbars 7 and 9.
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Figure 8. Dynamic behaviour of the frequency of the four machines for a 3-phase short-circuit

between busbars 7 and 9.
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Figure 9. Dynamic behaviour of the terminal voltage of the four machines for a 3-phase short-circuit
between busbars 7 and 9.
Table 1. Rate of change of frequency (RoCoF), percentage of frequency variation, and frequency nadir
for the short-circuit simulation.
c RoCoF (Hz/s) % of Frequency Variation Frequency Nadir (Hz)
ase
M1 M2 M3 M4 M1 M2 M3 M4 M1 M2 M3 M4
(a) 0.2174 0.2172 02171 02047  0.90% 0.97% 0.83% 0.89% 09946  0.9951 0.9965 0.9972
(b) 02071  0.2029 0.1985 0.2033  1.86% 1.53% 0.96% 1.04% 09876  0.9875 0.9885  0.9886
(0 0.1998  0.2027  0.1960  0.2012  0.97% 1.05% 1.28% 1.62% 09981  0.9981  0.9952  0.9953
(d) 0.1997  0.2027 0.2039 0.1994  0.96% 1.04% 1.88% 1.36%  0.9981  0.9981 09917  0.9936
(e) 02175 02174 0.2179 02178  1.43% 1.55% 11.31% 11.14% 09963 0.9963  0.9962  0.9964
() 02069 0.2033  0.2068 0.2024  1.90% 1.68% 1.88% 1.67% 09839 0.9841  0.9838  0.9806
(g) 0.2166  0.2026  0.2014  0.2021 1.89% 1.66% 1.54% 1.83%  0.9810 0.9808 0.9800  0.9806
(h) 02145 0.2169 0.2171  0.2172 - - - - 09902 0.9900 0.9846  0.9854

3.2. Change in Active Power Reference

Figure 10 shows the results for a 4% step in the active power reference. For cases (a)
(0% of RES), (b) (24% of RES), and (d) (72% of RES), the step is applied in machine 1. For
case (c) (48% of RES), it is applied in machine 3.
Notice that two results appear for each case, both being presented in column form.
For instance, case (a) regards the active power (upper graph) and frequency (bottom graph)
variations. The same holds for the remaining cases.
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Figure 10. Dynamic behaviour of the active power of the four machines for a 4% step in active
power reference.
3.3. Change in Reactive Power Reference

The results for a —0.1 pu step in the reactive power references are presented in
Figure 11. As well as in the previous section, cases (a) (0% of RES), (b) (24% of RES), and
(d) (72% of RES) have the step applied to machine 1. For case (c) (48% of RES), it is applied
in machine 3. Here, the columns represent the reactive power (upper graph) and terminal
voltage (bottom graph) of each simulated case.

However, it is important to remark that the SGs used in this work do not have the
possibility of reactive power control. Instead, they present the option for terminal voltage
control. Therefore, aiming at fair comparisons, in case (a), a step in terminal voltage is used
that provides nearly —0.1 pu as well.

s (a) 4 SGs s (b) WTG 1 s (¢) WTG 3.4 s (d) WTG 1,34

Machine 1
Machine 2 [

— 02 Machine 3 0.2 02 >~ 0.2
2 — Machine 4
= T 1 P~
£ 01 0.1 0.1 0.1
a
£
S 0 0 0 0

-0.1 -0.1 -0.1 -0.1

0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
1 1 1 1

Z 008 0.98 0.98 0.98
i:D 0.96 0.96 0.96
E
T‘g 0.94 0.94 0.94
g
g 0.92 0.92 0.92
€

0.9 0.9 0.9

0 1 2 3 4 0 1 2 3 4 0 1 2
Time (s) Time (s) Time (s) Time (s)

Figure 11. Dynamic behaviour of the reactive power of the four machines for —0.1 pu step in reactive

power reference.
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3.4. Sweep of Active Power Reference

The power spectral densities (PSDs) for the cases with four SGs (a) (0% of RES), with
WTG in machine 1 (b) (24% of RES), with WTGs in machines 3 and 4 (48% of RES), and with
WTGs in machines 1, 3, and 4 (d) (72% of RES) are presented in Figure 12. Cases (a) and (b)
regard the input signal (chirp) applied in machine 1, whilst cases (c) and (d) concern the
application of the chirp signal in machine 4.

0.04 (a) 4 SGs x1073 (b) WIG 1

T

Machine 1

/‘\ Machine 2

Machine 3

0.03 - “ Machine 4 ||
|

2 002}
Ay

0.01 q

u,\ w
Wbl ”M\um’ .....

5 %1073 (c) WTG 3,4 %1073 (d) WTG 1,34

<]

ﬂw‘ M \}MMM\ [T

1 4 5 6 7 8 9 10
Frequency (Hz) Frequency (Hz)

Figure 12. Power spectral densities for the four machines with different RES penetrations.

3.5. PDF of Frequency

The probability density functions (PDFs) for the eight original cases are presented in
Figure 13, where case (a) represents the nominal one (0% of RES), case (b) regards machine
1 as WTG (24% of RES), case (c) concerns machine 3 as WTG (24% of RES), in case (d)
machine 4 is a WTG (24% of RES), case (e) shows area 2 with WTGs (48% of RES), case (f)
presents machines 1 and 3 as WTGs (48% of RES), case (g) regards machines 1 and 4 as
WTGs (48% of RES), and machines 1, 3, and 4 are concerned WTGs in case (h) (72% of RES).
The frequencies are measured at the machines’ terminals.

3.6. Wind Variation

The last results presented in Figure 14 show the system response to wind variation
introduced by the Monte Carlo simulations. Here, case (a) concerns machine 1 as WTG (24%
of RES), case (b) regards machines 3 and 4 as WTGs (48% of RES), and case (c) shows the
results for machines 1, 3, and 4 as WTGs (72% of RES). As well as for previous simulations,
each case is presented in column form with results for the active powers (upper graphs)
and frequencies (bottom graphs).
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Figure 14. Monte Carlo simulations for the three main study cases: upper figures show the active
power of the four machines, whilst bottom figures show the behaviour of their frequencies.

4. Discussion

This section provides an in-depth analysis and interpretation of the results presented
in Section 3, organised into separate subsections corresponding to each simulation outcome.
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4.1. Short-Circuit

In comparison with the nominal case (Figure 7a), it is noticed that the insertion of
WTG in the system changes its transient behaviour.

Cases (b), (c), and (d) show that the machine that is replaced by a WTG (machines 1, 3,
and 4, respectively) present similar oscillation behaviour, with maximum amplitude around
1.3 pu, recovering from the fault in less than 1 s. These three cases also present interesting
behaviour for their closest SG (machines 2, 4, and 3, respectively): for each separated case,
these machine are the ones that presented both the higher oscillation amplitudes and longer
time to reach the steady state. In case (b), it is also possible to observe a clear interarea
oscillation between generating areas 1 and 2, mainly wrt machine 2 against machines
3 and 4. This behaviour is not observed in cases (c) and (d), which represent the same
penetration ratio as in case (b). These results are aligned with numerous studies in the
literature that emphasise the significance of the WTG location as a crucial parameter in
power system design.

Case (e) shows the instability created after the fault, with area 2 being fully composed
of WTGs. Notice that all machines oscillate abruptly for more than 0.5 s. Despite returning
relatively fast to steady state, the oscillatory behaviour indicates that the power system is
close to instability, and countermeasures might be applied.

Cases (f) and (g) present very similar results, with case (g) showing slightly more
oscillations than in case (f). Both cases represent the most symmetric representation of
the power system, with one WTG in each generating area (48% of RES). Again, the WTGs
present fewer oscillations than the SGs. However, it is noticeable that their oscillations
demonstrate strong nonlinear behaviour, different from the oscillations presented in cases
(b)—(d), where the system has 24% of RES penetration.

Finally, case (h) shows that the power system, in the way it is designed in this paper,
is not able to maintain synchronism after a fault when penetrated by 72% of RES; in this
case, machines 1, 3, and 4 are WTGs.

Figures 8 and 9 complement the results discussed from Figure 7.

In Figure 8, it is also observed that the nominal case (a) presents less post-fault
frequency oscillations than any other. Cases (b), (f), and (g) show frequency variations
that would fit into the category of “tolerable abnormal operating range” [40]. In cases (c)
and (d), this variation is within the operating range. However, case (e) (area 2 fully RES)
presents a frequency variation for machines 3 and 4 that extrapolates the operating limits of
the power system. Again, case (h) shows a loss in synchronism that would lead to a global
blackout.

Table 1 complements the results of Figure 8. It is interesting to notice that the highest
RoCoF values occur for cases (a), (e), and (h). The smallest RoCoF values are present in
cases (c) and (d). Despite this, it is important to highlight that the WTGs do not significantly
alter the RoCoF values of the system.

The same table still shows the frequency nadir and the percentage of frequency
variation. It is decided to show both amounts since the frequency nadir does not always
represent the best measure to understand the variation in the frequency signals. For
instance, it is observed that the lowest frequency nadir happens for case (g). However,
according to the results presented in Figure 8, case (e) shows a very high positive frequency
variation after the fault. Table 1 informs that the percentage of the frequency variation in
this case is above 11% for machines 3 and 4. In practice, these variations would activate
protection systems to ensure the grid stability.

Notice that, apart from case (e) and case (h)—where there is a loss in synchronism—the
frequency variations remain below 2% for all cases.

The behaviour of the terminal voltages is shown in Figure 9. The voltage drop is
slightly greater than 10% after the fault for cases (b), (c), (d), (f), and (g). In comparison to
the nominal case (a), these five cases also present a higher voltage drop during the fault.
Notice also that cases (e), (f), and (g) present steady state values lower than 1 pu for the
terminal voltages. In case (e) (area 2 fully RES), voltage steady state is 0.9 pu in area 2,
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which is below the operating limits of the power system. Cases (f) and (g) (48% of RES)
present nearly 0.95 pu for the steady state value of the terminal voltages. Again, case (h)
shows that there is a loss in synchronism in the power system after the fault.

It is important to acknowledge the terminal voltage profiles of WTGs as they exhibit
higher levels of noise compared to SGs. This outcome is to be expected in practical scenarios
due to the inverter switchings. However, it is worth noting that this aspect is not always
adequately addressed in the literature, primarily due to simplifications and the use of
average models.

4.2. Change in Active Power Reference

Figure 10 shows the simulation results for the four main cases, namely: (a) with four
SGs (0% of RES), (b) with machine 1 as WTG (24% of RES), (c) with area 2 fully RES (48% of
RES), and (d) with machines 1, 3, and 4 as WTGs (72% of RES). This simulation experiments
system small-signal stability.

All the graphs show the results until 4 s. However, this time frame is only used to
better show the details of the power step for each case. Therefore, it is important to remark
that, for all cases, power and frequency steady state values are only reached in longer
periods. For instance, in the nominal case (a), the new active power reference is only
reached after nearly 10 s.

In comparison, the WTGs in cases (b), (c), and (d) are able to reach the active power
reference within 4 s in a very stable manner. However, the sharp increase in their active
powers reflects in oscillations in the SG machines. As an example, in case (b), the SGs
oscillate oppositely to the step in active power of the WTG, presenting also a very slow
oscillation that damps out after nearly 25 s. The same behaviour is noticed in cases (c) and
(d), with increasing oscillation amplitude whenever the RES penetration increases.

Similarly,, it is also noticed that the frequency drops are steeper with the increase in
RES penetration, reflecting also the increase in active power delivered by the machines.
Worth noting as well is the noise in the WTGs frequency in comparison with SGs.

4.3. Change in Reactive Power Reference

In Figure 11, a 0.1 pu drop in reactive power is experienced for the same four cases
presented in Section 4.2.

An expected result that can be clearly observed in the results is that the SGs reactive
powers compensate for the lack of reactive powers of the WTGs since the latter have
reactive power references equal to zero. Hence, the higher the RES penetration, the higher
the reactive power of the remaining SGs in the system.

It is also remarkable that the oscillations in reactive power after the step are more
pronounced for systems with less RES penetration, as in case (b).

Concerning the behaviour of the terminal voltages, it is observed that the increase
in RES penetration impacts negatively the terminal voltage steady state value. Case (c)
presents terminal voltage values for machines 3 and 4 (both WTGs) that are outside the
operating limits, whilst the same limits are transgressed by machines 1, 3, and 4 (all WTGs)
in case (d).

4.4. Sweep of Active Power Reference

The experiment presented in Figure 12 also highlights the small-signal stability but
aiming at the possible oscillation modes presented in the system.

It is observed in case (a) that the nominal system has a very pronounced oscillation
mode around 1.3 Hz, which is known in the literature as being an interarea mode.

Notably, none of the tested systems (with RES penetration levels of 24%, 48%, and
72% in cases (b), (c), and (d), respectively) exhibited a significant interarea mode. The
findings indicate that the 1.3 Hz oscillation mode is effectively damped in all cases, with
the highest mode now occurring at approximately 3.2 Hz. However, it is worth mentioning
that, although the oscillation bandwidth has increased, the amplitude of this mode is
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significantly lower compared to the nominal case. Consequently, the power system is not
adversely affected to the same extent as it is by the 1.3 Hz oscillation.

A deeper investigation is carried out to understand why there is no important interarea
mode whenever WTGs are inserted in the tested power system. The interarea modes are
characterised by low frequency oscillations caused mainly by large power exchanges
between two or more generating areas. These modes are inherently tied to the system
synchronous inertia.

Therefore, the increase in RES penetration operates in two fronts: first by reducing the
total synchronous inertia of the system, which causes eventual modes to have higher fre-
quencies, and second by the ordinary implementation of WTG controllers, which inherently
damps out the low-frequency modes presented in the system. This is mainly completed by
the active power controller, but not only by it. Less inertia means that the integral times of
the PI controllers can be tuned using lower values, which increases the bandwidth, helping
in filtering out lower frequencies.

4.5. PDF of Frequency

Figure 13 details a result that was shortly explored in Section 4.2, which is the frequency
deviation and noise wrt of the penetration of RES in the tested power system, analysing
now their probability density functions (PDFs).

The increase in RES impacts negatively the frequency steady state value. Notice that
cases (b), (c), and (d) (all with 24% of RES) present nearly the same frequency for the SGs,
which is greater than 59.84 Hz for all three. Cases (b) and (c) present similar results, with
the WTG showing a spread PDF in comparison with the SGs. Remarkably, this fact does
not occur in case (d), where all machines have similar PDF profiles. On the other hand, for
the cases with 48% of RES penetration (cases (e), (f), and (g)), there is a frequency drop to
around 59.7 Hz, with a more pronounced PDF spread of the WTGs. Lastly, case (h) shows
that the frequency mean value is around 59.18 Hz for 72% of RES penetration, which is
clearly dangerous for the power system integrity.

4.6. Wind Variation

The Monte Carlo simulation results shown in Figure 14 detail the behaviour of the
power system for pseudo-random wind variations.

Case (a) (machine 1 as WTG) shows that, among thirty simulations with ten wind
variations each, for five times, there is a loss in synchronism in the WTG, representing
1.67% of all wind variations. However, the remaining grid—which is composed of SGs—is
capable of compensating the lack of generation of machine 1. The frequency oscillates and
returns to its steady state.

In case (b) (machines 3 and 4 as WTGs), the same amount of simulations have shown
that machine 3 has lost its synchronism for six times, whilst the same happened for machine
4 for seven times, which represents 4.33% of the tested systems. There was never a
simultaneous loss in synchronization for machines 3 and 4. In all cases, the remaining grid
was capable of keeping the system stability. For two times, there are steep frequency drops,
which are fully recovered after 30 s. In practice, these drops would lead to the trip of all
machines in area 2.

Finally, case (c) (machines 1, 3, and 4 as WTGs) shows that there is loss in synchronism
for twenty-six times (8.67% of the tested cases): five times for machine 1, nine times for
machine 3, ten times for machine 4, and once for machine 2 (swing bus). The loss in
synchronism of machine 2 is the cause for the grid collapse observed in the frequency graph
in case (c). Despite some oscillations, all machines recover their frequency levels for the
other cases.

5. Conclusions

This work provides a comprehensive analysis of the impact of RES penetration on an
IEEE benchmark system. The study utilises detailed type 4 WTG, which include various
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components, such as wind turbines, generators, rectifiers, boost converters, inverters, and
filters. The controllers employed include pitch control, active and reactive power control,
DC-link control, and field voltage control. Eight different scenarios are simulated, ranging
from 0% to 72% RES penetration. The analysis focuses on transient and small-signal
stability, as well as statistical analysis, to shed light on the complex dynamics of modern
power systems.

The transient stability study, conducted through short-circuit analysis, reveals that the
introduction of RES into the two-area benchmark system significantly alters its oscillatory
behaviour compared to the nominal case with four SGs. A 24% RES penetration primarily
impacts the amplitude and oscillation duration following a fault. However, a 48% pen-
etration indicates that the power system begins to exhibit stability issues. For instance,
frequency and voltage limits are exceeded when area 2 relies solely on RES. Finally, the
system experiences complete loss in synchronism at 72% RES penetration, suggesting that,
for the simulated power transfer amount, the power system becomes unstable.

In general, the results demonstrate that increased RES penetration negatively affects
the system frequency, ranging from 60 Hz with 0% RES to 59.18 Hz with 72% RES. This
variation is significant because the normal operation limit for the system is 59.5 Hz, which
is maintained up to 48% RES penetration.

Additionally, the paper reveals that wind speed variations of +2 m/s around the
rated value of the wind turbine generator can impact active power transfer. Despite
this, power systems with 24% and 48% RES penetration are still capable of maintaining
stability, whereas the simulation indicates a collapse of the entire power system at 72%
RES penetration.

An interesting finding pertains to the interarea mode as the common 1.3 Hz oscillations
do not occur in the system with RES penetration due to the presence of inherent controllers
in the WTG.

One of the major challenges encountered in this study was the simulation time. Given
the numerous simulations conducted, a substantial amount of time was required to com-
plete them all. Future research should consider using real-time simulation systems to
overcome this limitation. Moreover, further experiments should be conducted to analyse
RES penetration ranging from 0% to 50% in order to study the system within its stability
limits. Additionally, it would be interesting to replace the WTGs with solar PV and battery
cells to investigate their dynamic behaviours within the same IEEE benchmark system.
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