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Abstract: Physics-informed neural network (PINN) architectures are recent developments that can
act as surrogate models for fluid dynamics in order to reduce computational costs. PINNs make use
of deep neural networks, where the Navier-Stokes equation and freestream boundary conditions
are used as losses of the neural network; hence, no simulation or experimental data in the training
of the PINN is required. Here, the formulation of PINN for fluid dynamics is demonstrated and
critical factors influencing the PINN design are discussed through a low Reynolds number flow over
a cylinder. The PINN architecture showed the greatest improvement to the accuracy of results from
the increase in the number of layers, followed by the increase in the number of points in the point
cloud. Increasing the number of nodes per hidden layer brings about the smallest improvement in
performance. In general, PINN is much more efficient than computational fluid dynamics (CFD) in
terms of memory resource usage, with PINN requiring 5–10 times less memory. The tradeoff for this
advantage is that it requires longer computational time, with PINN requiring approximately 3 times
more than that of CFD. In essence, this paper demonstrates the direct formulation of PINN without
the need for data, alongside hyperparameter design and comparison of computational requirements.

Keywords: physics-informed neural network; low Reynolds number; fluid dynamics; surrogate
modelling; Navier-Stokes equation; machine learning

1. Introduction

Fluid flows are ubiquitous in many processes, and accurate simulation of fluid flows
is crucial in many applications, such as civil, aerospace, and biomedical engineering. The
investigations of low Reynolds number flows remain critical, where fluid simulation is
crucial in different applications, such as the development of micro air vehicles with flapping
wings [1], as well as investigations into microfluidics [2]. Conventionally, the motion of
viscous fluids can be described by a set of non-linear partial differential equations (PDE)
called the Navier-Stokes equation, which are solved numerically using computational
fluid dynamics (CFD) through the finite volume method [3]. CFD simulations are often
cumbersome processes, especially for flows with complicated geometries. In addition,
the pre-processing step of CFD, which requires the generation of computational mesh,
is an arduous process especially for complicated domains with moving boundaries, and
poor generation of mesh could lead to inaccurate results. Hence, grid independence
study becomes crucial to ensure that the CFD solution is converged, but itself is a time-
consuming process. In spite of the recent rise in computational power, fluid simulations
using CFD continues to be computationally demanding and is especially so for design
processes where multiple iterations have to be performed, for instance, in the optimization
of aircraft geometries. This has prompted researchers to look for cost-effective alternatives
to overcome the computation burden surrounding conventional CFD methods.

One of the most common methods to reduce the computational cost for aerodynamics
simulations is to use a surrogate model. Traditional methods such as proper orthogonal
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decomposition (POD) and kriging interpolation were used to perform dimensional reduc-
tion. Such methods often rely on CFD or experimental data for the formulation of these
surrogate models and are limited to specific applications [4]. Lately, due to advancements
in machine learning and artificial intelligence techniques, artificial neural networks have
shown to be suitable candidates to act as surrogate models for fluid dynamics. Existing
surrogate models using artificial neural networks work by estimating a relationship be-
tween the input features and the desired outputs of the problem, similar to the multiple
regression method. Thuerey et al. [5] used the U-Net algorithm as a nonlinear regression
tool to solve for flow fields around an airfoil, whereas Zhang, Sung, and Mavris [6] devel-
oped a convolutional neural network (CNN) framework to predict the lift coefficient of
an airfoil based on pixel images of the airfoil geometry. Separately, Belbute-Peres et al. [7]
combined CFD solvers with graph neural networks to predict the flow around airfoils and
Han et al. [8] trained a convolutional long short-term memory (ConvLSTM) network to
capture the spatial-temporal features of unsteady flow, using data from high-dimensional
unsteady CFD results. By exploiting the neural network prediction speed, these methods
are effective in aerodynamic predictions. However, the limitation is that the training of the
neural networks requires huge datasets, often generated using CFD or experiments, which
remains computationally expensive. Training the network using CFD or experimental
data also limits the application of the model to very specific problems, and requires a
whole new set of data to train a model for other problems. Additionally, these methods
are considered as “Black Box” methods, which do not take into consideration the physical
definitions of the model [9]. By compromising on physical definitions, the model could
produce non-physical results, which have the tendency to affect the accuracy of the model.

In recent years, a novel concept called physics-informed neural networks (PINN) was
introduced by Raissi et al. [10]. PINN works by solving the governing equations through the
reduction of residuals and errors in the neural network training steps [11]. This new neural
network architecture aims to overcome the shortcomings of surrogate modeling methods
of the past which lack physical definitions. Raissi et al. [10] demonstrated the use of PINN
to solve simple partial differential equations, namely the Schrodinger equation, Allen-Cahn
equation, and Burgers’ equation. Raissi et al. [12] then extended the concept to compute the
lift and drag forces on a bluff body undergoing vortex-induced vibrations. Developments
were made for efficient solutions of fluid dynamic problems using PINN, which, however,
are limited to very simple cases. Sun et al. [13] made use of PINN to solve the Navier-Stokes
equations directly for stenotic flow in blood vessels without the use of any experimental
or simulation data. Mao et al. [14] used PINNs to approximate the Euler equations to
model high-speed aerodynamics involving shockwaves. In recent years, Cai et al. [15] used
PINNs to simulate fluid flows for 3D unsteady cases, turbulent flows, as well as biomedical
flows, which are augmented with data obtained from CFD and experimental measurements.
Arzani et al. [16] augmented PINN with sparse measurement data to model near-wall blood
flow applied to stenosis and aneurysm. Eivazi et al. [17] resolved turbulent boundary layer
flow by incorporating the Reynolds-averaged Navier-Stokes (RANS) equation to the PINN
with large eddy simulation data for the boundaries of the computation domain. Jin et al. [18]
used the velocity–vorticity formulation of the Navier-Stokes equation in PINN to solve for
various fluid flow problems while augmenting the network with experimental data on the
computation boundaries. It was observed that the velocity–vorticity formulation was less
accurate than the primitive variables (velocity–pressure) formulation, which is caused by
the definition of experimental data in primitive variables. There have also been attempts
to model melt pool dynamics from metal additive manufacturing using PINN, where a
simple case of solidification of metal is performed without training data, whereas more
complex simulations require the use of data obtained from high-fidelity simulations [19].

PINN had also been used for the prediction of fluid problems which are not solved
using the Navier-Stokes equations. For instance, Almajid and Abu-Al-Saud [20] developed
a PINN to model the Buckley-Leverett problem for two-phase flows through a porous
medium. Their results showed that the PINN performed better when data is being aug-



Energies 2023, 16, 4558 3 of 20

mented into the framework, and results without data augmentation were sub-optimal.
Bararnia and Esmaeilpour [21] modeled flow problems involving viscous and thermal
boundary layers by solving the Blasius-Polhausen, Falkner-Skan, and free convection
equations. The PINN prediction of the solution to the ordinary differential equations
(ODE) agrees with numerical solutions. Sufficient neurons per layer are required to predict
solutions with acceptable accuracy.

Currently, PINNs have only been used to study simple cases, and more complex
flow problems require augmentation with data obtained from external sources [22–24].
Moreover, the effects of the various hyperparameters in the neural network on the accuracy
of the results have not been reported in detail. Limited studies have also been conducted
on the computational efficiency of PINN as compared to other methods.

As such, the objective of this study is to demonstrate the use of PINN to solve for
low Reynolds number flows, as well as to investigate the critical factors that influence the
design of the PINN architecture. These include varying the number of neural network
layers, nodes, and size of the point cloud. Here, our PINN will incorporate the Navier-
Stokes equation into the training process to predict flow fields across a cylinder without
any use of simulation or experimental data. Freestream conditions are prescribed for the
boundaries of the computation domain and will be used for the training of the PINN. In
Section 2, the methodology involving PINN theory, constraints, setup, and validation will
be discussed. Following this, in Section 3, factors influencing PINN in flow field predictions
will be presented. Discussions on maximum error and resource utilization are subsequently
discussed in Section 4, followed by Conclusions in Section 5.

2. Methodology
2.1. Physics-Informed Neural Network

The PINN is built from fully connected layers where the weights and biases are
adjusted according to physical governing equations and predefined boundary conditions.
For a fully connected neural network, every node in each layer is linked to every node in
the subsequent layer. The first layer is called the input layer, where the number of nodes is
determined by the number of selected features that are to be fed into the network. For fluid
flows, the features are the coordinates and time. The last layer in the neural network is the
output layer, which gives the predicted values for the given input features. The number
of nodes in the output layer is the same as the number of predictions needed. The layers
between the input layer and output layer are known as hidden layers, and each layer can
have any number of nodes.

Figure 1 shows the schematic for the computation of the output value of a single node.
Every connection holds a weight, and each node is assigned a bias, which is utilized in
calculating the output value of each node. Every node in the PINN holds an activation
function, which determines the nodal output based on its input values. The output value
of each node is computed as:

y = ϕ(w1x1 + w2x2 + . . . + wnxn + b) (1)

y = ϕ(w·x + b) (2)

where y denotes the nodal output, ϕ represents the activation function, x ∈ Rn gives the
inputs into the node, w ∈ Rn represents the vector of connection weights, and b represents
the nodal bias. Some of the activation functions that are commonly used in deep neural
networks are the sigmoid function, rectified linear unit (ReLU), and the hyperbolic tangent
function [25]. The activation functions add nonlinearity to the network, which is critical
as many problems in physics exhibit nonlinear characteristics. The activation functions
also allow for the automatic differentiation algorithm to be used in order to compute the
spatial or temporal derivatives found in the governing equations [26]. Once the output
of the node is computed, it will be used as the input into the node of the next layer. This
process repeats all the way to the output node.
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During the training phase, the neural network loss is computed based on the output
values generated by the network. This requires a loss function to be formulated specifically
for the problem at hand. The neural network initially learns by updating the weights and
biases through the backpropagation algorithm in order to minimize the loss until it reaches
a specified tolerance level [27]. Subsequently, the weights and nodal biases are corrected by
a factor that scales with the gradient of the loss function. A complete iteration through the
entire set of training points is referred to as an epoch, and the backpropagation process is
repeated for multiple epochs until the loss falls below the tolerance level.

2.2. Physics Constraints for Fluid Flows

The physics of fluid flows is governed by the Navier-Stokes equations. In the case of
incompressible flows, the continuity and momentum equations can be expressed as follows:

∇·u = 0, x, t ∈ Ω f × [0, T] (3)

∂u
∂t

+ (u·∇)u = −1
ρ
∇p + ν∇2u, x, t ∈ Ω f × [0, T] (4)

where t and x are the temporal and spatial coordinates, respectively, u is the velocity vector,
and p is pressure, ρ and ν are the fluid density and kinematic viscosity, respectively, and
Ω f ⊂ R3 denotes the fluid domain [3]. Additionally, the initial and boundary conditions
need to be obeyed and are given as:

u = Iu(x), x ∈ Ω f , t = 0 (5)

p = Ip(x), x ∈ Ω f , t = 0 (6)

u = Bu(x), x, t ∈ ∂Ω f × [0, T] (7)

p = Bp(x), x, t ∈ ∂Ω f × [0, T] (8)

where ∂Ω f represents the boundaries of the computational domain. The governing equa-
tions and the initial and boundary conditions have to be completely satisfied within the
domain, and any imbalance in the equations indicates errors in the flow fields. Therefore,
Equations (3) and (4) must be integrated into the loss function for fluid flow, given by:

L = LI + LB + Lphy (9)

LI =
∥∥∥∼u(x, 0)− Iu(x)

∥∥∥
Ω f

+
∥∥∥∼p(x, 0)− Ip(x)

∥∥∥
Ω f

(10)
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LB =
∥∥∥∼u(x, t)− Bu(x)

∥∥∥
∂Ω f×[0,T]

+
∥∥∥∼p(x, t)− Bp(x)

∥∥∥
∂Ω f×[0,T]

(11)

Lphy =
∥∥∥∇·∼u∥∥∥

Ω f×[0,T]
+

∥∥∥∥∥∂
∼
u

∂t
+

(∼
u·∇

)∼
u +

1
ρ
∇∼p − ν∇2∼u

∥∥∥∥∥
Ω f×[0,T]

(12)

Variables denoted with a tilde represents velocities and pressure predicted by the
PINN. LI represents losses due to initial conditions and LB represents losses in the boundary
condition, and they are given by the magnitude of the difference between the PINN
predicted values and the prescribed values. Lphy represents the loss in the physics, where
the first and second terms are the error for the continuity equation and the momentum
equation of the Navier-Stokes equations, respectively. The errors for both equations must
be eliminated to satisfy the Navier-Stokes equations. Thus, any nonzero error values can be
regarded as loss to the PINN. The spatial derivatives for the Navier-Stokes equations are
computed using automatic differentiation [26]. Automatic differentiation is preferred over
numerical differentiation in this case as the latter causes truncation errors from the choice
of finite difference schemes, whereas automatic differentiation provides the analytical
derivative based on the PINN as a continuous function [13]. Since the objective of the PINN
is to solve the governing equations by minimizing the errors across the fluid domain, no
experimental or simulation data is necessary for the training and solution step. Figure 2
summarizes the PINN framework used to predict flow fields using a point cloud as the
input data.
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2.3. Implementation of PINN

Figure 3 shows a flowchart of the training and implementation of a PINN for fluid
dynamics. The implementation of the PINNs is done in PyTorch v 1.5.1 [28], which is
an open-source machine learning framework which allows for rapid prototyping and
development of various neural network architectures. First, a fully connected neural
network is set up using PyTorch. The number of hidden layers, nodes, and activation
function are defined in the setting up of the neural network. Secondly, the point cloud for
the fluid domain and boundaries are generated using Latin hypercube sampling (LHS).
In a 2D steady case, each point in the point cloud of the fluid domain contains x and y
coordinates, which acts as the input features for training of the fully connected network.
The training process operates in iterations, or epochs, starting with the forward propagation
of the input features to compute the predicted output values of velocities and pressure
at each point. The output values are used to compute the spatial derivatives needed by
the Navier-Stokes equations given in Equations (3) and (4). The derivatives are computed
using automatic differentiation, which is a built-in function in PyTorch which takes the
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velocities and pressure at a point, and its corresponding spatial coordinates to compute
the derivatives. With these derivatives, a custom physics-based loss function based on
Equations (9) to (12) is computed. In each epoch, an optimizer aims to reduce the loss
function, and hence reduce the residuals and errors from the Navier-Stokes equation to
solve the flow problem with the given boundary conditions.
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2.4. PINN Setup

A flow over cylinder case will be used to demonstrate PINN and investigate the effects
of the density of points, number of layers, and nodes on its accuracy. The input data used
to train the PINN is represented by a point cloud, as shown in Figure 4, which includes
freestream boundaries, cylinder boundaries, and the collocation points within the fluid
domain that are used for the computation of errors and imbalance in the Navier-Stokes
equations. The coordinates for the point cloud are randomly generated using LHS. Unlike
in typical CFD meshes, LHS produces a random but uniform point cloud throughout the
fluid domain rather than having greater density of points around the cylinder. Instead
of using several neighboring points to compute the derivatives, PINN uses automatic
differentiation to enforce the governing equation at each single point. Hence, a sufficiently
dense point cloud is required across the entire fluid domain in order to capture the flow
fields accurately. 180 points are placed along the cylinder surface and 600 points for the
freestream boundary conditions. Since this case is used to study the effect of various critical
factors in the PINN, the number of points, layers, and nodes varies according to Table 1,
and 3000 epochs are used to reach a root-mean-squared error (RMSE) of below 10−3 [29]
as there is no observable further reduction in the loss as the number of epochs increases
beyond that.



Energies 2023, 16, 4558 7 of 20

Energies 2023, 16, x FOR PEER REVIEW 7 of 21 
 

 

10−3 [29] as there is no observable further reduction in the loss as the number of epochs 

increases beyond that. 

 

Figure 4. Schematic of point cloud for the cylinder case used to train the PINN. The orange points 

enforce the freestream boundary condition of 1 m/s, the blue enforce the no-slip boundary condition 

on the cylinder surface, and the green points are the LHS sampled collocation points where errors 

due to the governing equations are computed and reduced. 

Table 1. Parameters for parametric study on flow over cylinder. 

Study Case 1 Case 2 Case 3 Case 4 

Number of Points 2000 5000 10,000 15,000 

Number of Nodes 30 40 50 60 

Number of Layers 10 15 20 25 

Unless otherwise stated, the PINN is developed using the machine learning frame-

work, PyTorch [28], and trained using the Adam optimizer, which is a gradient descend 

algorithm to find the point of minimal loss, on an RTX 2060 GPU. 

2.5. Validation Setup with Computational Fluid Dynamics 

In order to validate the results obtained from PINN, CFD simulations are performed 

for flow over cylinder. The flow over cylinder case will be used as a simple test case to 

perform parametric study on PINN, and to evaluate PINN’s ability to simulate flow over 

bluff bodies. Steady-state incompressible Navier-Stokes equations are solved using the 

finite volume method. For 2D incompressible steady-state problems, the governing equa-

tions reduces to, 

𝜕𝑢

𝜕𝑥
+

𝜕𝑣

𝜕𝑦
= 0 (13) 

𝑢
𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
= −

1

𝜌

𝜕𝑝

𝜕𝑥
+ 𝜈 (

𝜕2𝑢

𝜕𝑥2
+

𝜕2𝑢

𝜕𝑦2
) (14) 

𝑢
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𝜕𝑥
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= −
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𝜕2𝑢
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for the flow over a cylinder are shown in Figure 5. Here, a computational domain of 40 𝐷 

Figure 4. Schematic of point cloud for the cylinder case used to train the PINN. The orange points
enforce the freestream boundary condition of 1 m/s, the blue enforce the no-slip boundary condition
on the cylinder surface, and the green points are the LHS sampled collocation points where errors
due to the governing equations are computed and reduced.

Table 1. Parameters for parametric study on flow over cylinder.

Study Case 1 Case 2 Case 3 Case 4

Number of Points 2000 5000 10,000 15,000
Number of Nodes 30 40 50 60
Number of Layers 10 15 20 25

Unless otherwise stated, the PINN is developed using the machine learning frame-
work, PyTorch [28], and trained using the Adam optimizer, which is a gradient descend
algorithm to find the point of minimal loss, on an RTX 2060 GPU.

2.5. Validation Setup with Computational Fluid Dynamics

In order to validate the results obtained from PINN, CFD simulations are performed
for flow over cylinder. The flow over cylinder case will be used as a simple test case
to perform parametric study on PINN, and to evaluate PINN’s ability to simulate flow
over bluff bodies. Steady-state incompressible Navier-Stokes equations are solved using
the finite volume method. For 2D incompressible steady-state problems, the governing
equations reduces to,

∂u
∂x

+
∂v
∂y

= 0 (13)

u
∂u
∂x

+ v
∂u
∂y

= −1
ρ

∂p
∂x

+ ν

(
∂2u
∂x2 +

∂2u
∂y2

)
(14)

u
∂u
∂x

+ v
∂u
∂y

= −1
ρ

∂p
∂x

+ ν

(
∂2u
∂x2 +

∂2u
∂y2

)
(15)

The open-source software OpenFOAM [30] is used to simulate the following cases on
an Intel Xeon processor.

The schematics of the CFD computational domain and a close-up view of the mesh for
the flow over a cylinder are shown in Figure 5. Here, a computational domain of 40 D by
20 D is defined, where D = 0.1 m is the diameter of the cylinder. The dotted arrow extends
from the upper surface of the cylinder to the top edge of the computational domain and
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indicates the line in which the various flow fields will be plotted for comparison of results
between CFD and PINN. The CFD mesh is comprised of hexahedra cells, and the near wall
cell thickness are refined to ensure that the boundary layer is well defined. An inlet velocity
of 1 m/s with kinematic viscosity ν = 2× 10−2 m2/s is prescribed 10 D upstream from the
center of the cylinder and to the bottom and top boundaries of the computation domain.
The resulting Reynolds number for this case is 5. A low Reynolds number is selected to
ensure that the flow remains steady, and no vortex shedding happens. The right boundary
of the domain is prescribed as a pressure outlet, and its placed 30 D from the center of the
cylinder. A no-slip boundary condition is applied to the surface of the cylinder.
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cylinder wall.

The Navier-Stokes equations are solved numerically using simpleFoam, which uses
the Semi-Implicit Method for Pressure Linked Equations (SIMPLE) algorithm to update the
velocity and pressure iteratively. Spatial discretization is performed using second order
upwind schemes.

Table 2 shows the grid independence study for the flow over cylinder. Based on this
study, mesh Cylinder-2 is used as the drag difference between Cylinder-2 and Cylinder-1 is
only 0.0045%. Table 3 compares the drag coefficient obtained from the CFD simulations
with past experiments and numerical studies. The current result of the drag coefficient
agrees well with experimental results from Tritton [31] and DNS simulation from Posdzeich
and Grundmann [32] for Reynolds number of 5.

Table 2. Grid independence study for cylinder case.

Meshes Number of Cells CD Difference

Cylinder-1 20,392 4.5028 -
Cylinder-2 41,772 4.5030 0.0045%

Table 3. Comparison of current CFD results with experiments and DNS.

Method CD

Tritton [31] Experiment 4.467
Posdziech et al. [32] DNS 4.1904

Current CFD 4.503

3. Results

The effect of number of point cloud, hidden layers, and nodes per hidden layer on
the accuracy of PINN is first investigated. First, the point cloud has to be dense enough
to resolve flow fields near the cylinder. Insufficient points in the point cloud could lead
to poorly resolved boundary layer, which leads to unsatisfactory results throughout the
entire domain. The number of hidden layers and number of nodes per hidden layer
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together affects the expressive power of the PINN. As demonstrated by Cybenko [33] and
Hornik [34], if the number of hidden layers is insufficient, PINN will require large amounts
of nodes to obtain an accurate result that leads to high computational overheads in the
training process. Having an insufficient number of nodes will have to be compensated by
large number of hidden layers. It is, therefore, a delicate process to balance the number of
hidden layers and number of nodes per hidden layer to achieve desired accuracy of results
and minimal computational costs. Table 4 shows the number of points, number of hidden
layers, and number of nodes per hidden layer used in this parametric study.

Table 4. Test cases for the effect of number of points in point cloud, number of hidden layers, and
number of nodes in hidden layer on the accuracy of PINN.

Case No. of Points No. of Layers No. of Nodes per Layer

Effect of number of
points in point cloud

2000, 5000, 10,000,
15,000 20 50

Effects of number of
hidden layers 5000 10, 15, 20, 25 50

Effects of number of
nodes in hidden layer 5000 20 30, 40, 50, 60

3.1. Effect of Number of Points

The density of the point cloud affects the resolution of the solution. Insufficiently
dense point clouds can lead to the failure in properly resolving near wall flow conditions.
Point clouds that are too dense can encounter difficulty in neural network training. In order
to isolate the effects of number of points, the number of layers in the network and number
of nodes per layer were kept as constants. PINN consists of 20 hidden layers, with 50 nodes
per hidden layer. The accuracy of PINN was investigated for 2000 points, 5000 points,
10,000 points, and 15,000 points.

The u velocity component, v velocity component, as well as pressure fields for
2000 points in the point cloud from PINN and CFD are shown in Figure 6(a1–c1) and
Figure 6(a2–c2), respectively. The differences between PINN and CFD are shown in
Figure 6(a3–c3). When using just 2000 points in the fluid domain, it is clear that PINN
was unable to achieve comparable results to CFD. PINN was unable to capture the correct
leading-edge velocity profiles, as well as the correct pressure field and magnitude. This
suggests that 2000 points created a fluid domain is too sparse to accurately capture the
correct velocity and pressure fields for this case.

Increasing from 2000 to 5000 points, the PINN starts to capture the velocity and
pressure fields with greater accuracy. While the velocity profile is similar between PINN and
CFD, the PINN captured lower velocity magnitudes, and smaller area of flow acceleration.

The velocity and pressure fields obtained from both PINN and CFD for 10,000 points
on the point cloud are shown in Figure 7. After increasing the number of points from
5000 to 10,000, no improvements could be observed for the velocity components. The u
velocity components captured the wake profile, but the velocity magnitudes around the
leading-edge, and the accelerated flow region are diminished. Similarly, for the v velocity
profile, the trends are well captured, but regions of higher velocity magnitudes are also
diminished. However, when looking at the pressure profile, the profile captured by PINN
begins to look more symmetrical. Same as before, the pressure magnitudes captured by
PINN is lower than the pressure magnitudes captured by CFD.
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Figure 6. Flow fields near a cylinder for 2000 points from PINN (left), CFD (middle) and error
between PINN and CFD (right). First row is for u velocity, second row is for v velocity, and third
row is for P pressure. (a1) u velocity field predicted by PINN, (a2) u velocity field computed by
CFD, (a3) error magnitude for u velocity, (b1) v velocity field predicted by PINN, (b2) v velocity
field computed by CFD, (b3) error magnitude for v velocity, (c1) pressure field predicted by PINN,
(c2) pressure field computed by CFD, (c3) error magnitude for pressure.
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Figure 7. Flow fields near a cylinder for 10,000 points from PINN (left), CFD (middle) and error
between PINN and CFD (right). First row is for u velocity, second row is for v velocity, and third
row is for P pressure. (a1) u velocity field predicted by PINN, (a2) u velocity field computed by
CFD, (a3) error magnitude for u velocity, (b1) v velocity field predicted by PINN, (b2) v velocity
field computed by CFD, (b3) error magnitude for v velocity, (c1) pressure field predicted by PINN,
(c2) pressure field computed by CFD, (c3) error magnitude for pressure.
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For 15,000 points in the point cloud, increasing the number of points from 10,000
to 15,000 provided no improvement to the accuracy of the velocity and pressure profiles
from PINN. The general trend of the wake and profiles are well captured; however the
magnitudes captured by PINN are generally lower than the magnitudes obtained from CFD.

Figure 8 shows a plot of the u and v velocity components as well as the pressure of the
flow field obtained from the top of the cylinder surface to the top edge of the computational
domain for the different number of points in the point cloud. Looking at the plots, it is
evident that 2000 points is insufficient, as the velocity and pressure values deviate from the
CFD results to a large extent. For 5000 to 15,000 points, the near field velocities and pressure
agrees with CFD. In the far field, the u velocity components from PINN match closely
to CFD results; however, significant deviation is observed for the v velocity component
and pressure values. This could be attributed to the relatively small magnitudes when
compared to the u velocities, which results in difficulty in the reduction of error for the
v velocity and pressure. The accuracy of PINN can potentially be improved by adding a
scaling factor to the errors related to v velocity and pressure to facilitate training.
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Figure 8. Line plots of u velocity, v velocity, and pressure field from top surface of cylinder to edge of
computational domain for varying number of points in the point cloud.

3.2. Effect of Number of Hidden Layers

Another important parameter in the investigation of PINN is to define the number of
hidden layers on the accuracy of the results. Hidden layers essentially create composite
functions. By having a larger number of hidden layers, PINN is able to capture more com-
plex problems such as those with large gradients or discontinuities. Having an insufficient
number of hidden layers will result in simple, smooth solutions, which may compromise
on accuracy. To study the effects, the number of points in the point cloud and number of
nodes per layer are kept at 5000 points and 50 nodes per hidden layer, respectively. The
accuracy of PINN is then investigated for 10, 15, 20, and 25 hidden layers.

First, for 10 hidden layers, the u velocity flow field around the cylinder is shown in
Figure 9 where PINN is unable to produce accurate results. The results for 15 hidden layers
are similar to the result for 10 hidden layers, where PINN is unable to capture the velocity
and pressure fields around the cylinder accurately.
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Figure 9. Velocity flow fields (u) near a cylinder for 10 hidden layers from PINN (a) and CFD (b).

For 20 hidden layers, PINN started to capture the general trends of the flow field,
although the magnitudes obtained from PINN for the velocity and pressure fields are
slightly diminished when compared to the CFD results.

With 25 hidden layers in Figure 10 and looking at the u velocity component, the
leading-edge and wake profile captured by PINN largely agrees with CFD. However, there
is a reduction in the magnitude and area of accelerated flow when compared to CFD.
Additionally, the wake velocity magnitudes are also lower for PINN. The PINN is able
to capture the v velocity profile accurately, and the region of negative velocity below the
cylinder is also well captured. The PINN also managed to predict the small spot of high
velocity in the region above the cylinder. With 25 hidden layers, the stagnation point is
found on the middle of the leading-edge of the cylinder. Regions of high and low pressure
are accurately predicted, with the values predicted by PINN being marginally lower than
the results computed by CFD.
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Figure 10. Flow fields near a cylinder for 25 layers from PINN (left), CFD (middle) and error between
PINN and CFD (right). First row is for u velocity, second row is for v velocity, and third row is for P
pressure. (a1) u velocity field predicted by PINN, (a2) u velocity field computed by CFD, (a3) error
magnitude for u velocity, (b1) v velocity field predicted by PINN, (b2) v velocity field computed by
CFD, (b3) error magnitude for v velocity, (c1) pressure field predicted by PINN, (c2) pressure field
computed by CFD, (c3) error magnitude for pressure.

The line plots of the velocity components and pressure for varying number of hidden
layers is shown in Figure 11. The PINN with 10 and 15 layers failed to follow similar trends
with CFD, suggesting that more hidden layers are needed to better represent the flow field.
This observation is consistent with the contour plots shown in Figure 9. The PINN with
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20 and 25 layers managed to capture the trends in the near field region; however, slight
deviations are observed in the far field for v velocity and pressure. Similar to the previous
case, the small magnitudes of the v velocity and pressure resulted in greater difficulty in
the training of the PINN.
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Figure 11. Line plots of u velocity, v velocity, and pressure field from top surface of cylinder to edge
of computational domain for varying number of hidden layers.

3.3. Effect of Number of Nodes per Hidden Layer

To evaluate the effect of number of nodes per hidden layer, the number of points
in the point cloud and number of hidden layers are kept as constants. The number of
nodes affects the expressive power of PINN to fully resolve all scales of the neural network.
Similar to how the Fourier series works, the more layers in the network, the more refined
the small-scale solutions. The PINN made use of a point cloud consisting of 5000 points,
with 20 hidden layers. The accuracy of PINN is investigated for 30, 40, 50, and 60 nodes
per hidden layers.

First, a neural network utilizing only 30 nodes fails to accurately predict the flow fields
for u velocity component, v velocity component, and pressure. Significant improvement in
the accuracy can be seen when the number of nodes per hidden layer is increased from 30
to 40. However, some discrepancies between the results from PINN and CFD still prevails.
For instance, for u velocity component calculated by PINN, the leading-edge stagnation
point is displaced slightly upwards. The wake and pressure fields showed good agreement
between PINN and CFD, but the magnitude of u and v velocities are lower for PINN.

For 50 nodes, there is some improvement in the accuracy of the results produced by
PINN. The wake and leading-edge u velocity components are in good agreement with
each other, apart from the lower velocity magnitudes around the flow acceleration region
captured by PINN. Similarly, the v velocity components calculated by PINN follows a
similar trend when compared the CFD result. The pressure field computed by PINN are in
good agreement with the CFD results. The regions of high pressure upwind of the cylinder,
and regions of low pressure downwind of the cylinder are well captured, the exception of
the stagnation pressure being of a lower magnitude when compared with the CFD result.
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When 60 nodes are used for the cylinder in Figure 12(a1,a2), the wake region of the u
velocity component computed by PINN is longer than the wake computed by CFD. The
leading-edge region computed by PINN also had a cone shaped extension when compared
with the CFD result. The flow acceleration region is not well captured by PINN as well.
Looking at Figure 12(b1,b2), PINN is able to capture the leading-edge profile and the wake.
However, the velocity magnitudes in the core of the leading-edge profile are smaller, and
of lower magnitudes than CFD. Some discrepancies are observed in the pressure profile
captured by PINN in Figure 12(c1) when compared to the CFD results in Figure 12(c2). The
PINN failed to adequately capture the high-pressure stagnation point on the leading-edge
of the cylinder. The downwind low-pressure region is also not symmetrical about the x-axis.
In general, increasing from 50 to 60 nodes did not improve the accuracy of PINN.
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Figure 12. Flow fields near a cylinder for 60 nodes per layer from PINN (left), CFD (middle) and
error between PINN and CFD (right). First row is for u velocity, second row is for v velocity, and
third row is for P pressure. (a1) u velocity field predicted by PINN, (a2) u velocity field computed
by CFD, (a3) error magnitude for u velocity, (b1) v velocity field predicted by PINN, (b2) v velocity
field computed by CFD, (b3) error magnitude for v velocity, (c1) pressure field predicted by PINN,
(c2) pressure field computed by CFD, (c3) error magnitude for pressure.

Figure 13 plots the u and v velocity components and pressure to for both CFD and
PINN with varying number of nodes per hidden layer. For the u velocity component, the
PINN using 30 nodes had significant deviations from the results obtained from CFD. The
PINN with 40 and 50 nodes performed much better, with the results matching closely with
CFD. However, increasing the number of nodes to 60 resulted in a drop of performance,
consistent with the flow fields observed from Figure 12. The PINN with 50 and 60 nodes
are able to capture the near field v velocity with much accuracy, but similar to the previous
cases, slight deviations can be observed in the far field.
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4. Discussions

In general, the magnitudes computed by the PINN are smaller than the CFD results.
This slight discrepancy could be due to the difficulty in the computation of pressure.
Pressure is not explicitly defined in the momentum equations, and is only indirectly
enforced by the continuity equation. One possible way to improve the performance of
PINN is to construct an equation for pressure, for example, the pressure Poisson equation,
and incorporate it as part of the loss to the neural network. However, the validity and
performance of this method has yet to be investigated.

4.1. Maximum Error between PINN and CFD

The absolute error between PINN and CFD is defined as

εi(x) =
∣∣∣∼y i(x)− yi(x)

∣∣∣ (16)

where
∼
y i represents the pointwise flow variables predicted by PINN, yi represents the

pointwise flow variables computed by CFD, and i = u, v, p are the index which represents
u velocity, v velocity and pressure, respectively. The maximum absolute error between
PINN and CFD is shown in Figure 14 for u and v velocity components for varying number
of points, hidden layers, and nodes per hidden layer. Looking at the results for number
of points, the accuracy stagnates after reaching 5000 points in the point cloud. This is an
indication that once the minimum number of points required has been used, an increase in
the number of points does not lead to a more accurate velocity field. For the pressure field
error in Figure 14, the case with 10,000 points achieved the lowest maximum absolute error
and increasing the number of points resulted in amplification of the error. This is due to
difficulty in training the pressure field as pressure is implicitly defined in the Navier-Stokes
equation. Increasing the number of points led to an increase in difficulty in training of the
pressure field.
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and nodes per hidden layer for u velocity component (blue), v velocity component (orange), and
pressure field (green).

For the investigations of the effect of number of hidden layers on the accuracy of
the PINN, the maximum error for all flow fields is high for 10 and 15 hidden layers,
which suddenly drops when it reaches 20 hidden layers. Having a low number of hidden
layers prevented PINN from generalizing the solution for the entire domain. There are no
significant improvements in accuracy when the number of hidden layers increased from
20 to 25 layers. This suggests that the accuracy for these cases reaches a limit at 20 hidden
layers, and any additional layers will not improve the results any further. While the
maximum error did not decrease significantly when increasing the number of hidden layers
from 20 to 25, the accuracy of the wake produced by PINN decreased significantly. PINN is
unable to obtain accurate wake velocity magnitudes for the network using 25 hidden layers.
This could be largely due to an increase in the difficulty of training when the network size
gets larger, leading to a less accurate result.

For different number of nodes per hidden layers in the network, insufficient nodes
render the PINN unable to fully generalize the solution throughout the entire spatial scale.
This is akin to the Fourier series, where a larger number of terms are required to capture the
small-scale changes in the function. It is interesting to observe that as the number of nodes
per hidden layer increases from 50 to 60, the accuracy of PINN results decreases. In other
words, when the number of nodes per layer reaches a certain threshold, the performance
of PINN remains stagnant, or in this case, worsens. Increasing the number of nodes per
hidden layer increases the dimensions of the training parameters, which makes training of
the PINN harder, resulting in a less accurate result.

From the study, increasing the number of nodes per hidden layer provided the least
improvement in performance for the PINN. As observed, there is a saturation point in which
increasing the number of nodes per layer led to no significant increase in accuracy. Going
beyond this saturation point only brings about unnecessary waste of memory resources,
and potential increase in computational time. Since the simulations are performed on a
GPU, increment in the parameter values did not increase the computation time significantly.
However, as GPU memory is limited, any increase in the number of points, number of
hidden layers, or number of nodes per hidden layer results in poor optimization of GPU
memory resource. Hence, finding the optimal network parameters is key to the performance
of the neural network. Observing the error reduction as the parameter changes, increasing
the number of hidden layers brings about the largest reduction of error. Hence, when
optimizing the PINN, adjustment to the number of hidden layers should be the priority.
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The next best option is to increase the number of points in the point cloud. Increasing the
number of nodes per hidden layer brings about the smallest improvement in performance.

4.2. Comparison of Resource Utilzation

The comparison of computational resource usage by PINN and CFD against number
of points in the point cloud is shown in Figure 15. As observed, the computation time
for PINN shows a non-linear time complexity, with respect to the number of points in
the point cloud, where the time taken for PINN to solve for flow over cylinder varies
quadratically with the number of points. Thus, having a larger number of points will lead
to a drastic increase in the computation time. Looking at the memory usage, PINN memory
usage increases linearly with the number of points. When comparing the time taken
for PINN with CFD, PINN takes almost 3 times longer to solve when using 5000 points.
However, when comparing the memory usage between PINN and CFD, PINN uses more
than 10 times less memory. While PINN takes more time to solve the problem, it is more
efficient in the computational resource’s aspect.
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Figure 15. Computational resources used by PINN and CFD for varying number of points, hidden
layers, and nodes per hidden layer. (Top) Comparison of computational time between PINN (blue)
and converged CFD (red). (Bottom) Comparison of memory usage between PINN (blue) and
converged CFD (red).

PINN has a linear time complexity with respect to the number of layers. Comparing
the time taken by PINN with CFD, PINN took almost 3 times the amount of time to solve
for flow around cylinder using 20 hidden layers. In terms of computation time, CFD is still
more efficient. However, PINN is able to make up for that when it comes to memory usage.
The PINN memory usage varies linearly as the number of hidden layers increases. PINN is
more than 5 times more efficient in memory usage than CFD, making it less demanding on
the hardware requirement for solving the problem using PINN.

For different number of nodes per hidden layer, the time complexity for PINN is linear
for 30 to 50 nodes; however, there is a larger jump in computational time when the number
of nodes per hidden layer increases from 50 to 60. When comparing the computation time
with CFD, CFD is more computationally efficient, taking almost 3 times less time to solve
for the flow around the cylinder. The memory usage of PINN is more than 5 times less than
the memory usage of CFD, making PINN more efficient on the hardware and resources.
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In general, the computational time for PINN is at least 3 times longer than CFD. The
automatic differentiation process is the main cause for the long computation time. Auto-
matic differentiation requires an additional backpropagation step, where partial derivatives
of every parameter (nodal weights) have to be computed, and the derivatives with respect
to the spatial coordinates can be obtained via the chain rule. This additional backpropa-
gation step scales with the number of layers and number of nodes, and, hence, resulted
in higher computational cost for large PINN architectures. Another reason CFD is more
efficient in this case is that the CFD mesh is simple, with relatively low number of cells.
With more cells in the mesh, CFD could potentially be less efficient in computation time.
This can be highlighted when compared to a similar study using PINN to solve for low
Reynolds number flow over an airfoil [35]. Table 5 compared the computational time used
by CFD and PINN for two cases with varying number of cells for CFD. It can be seen that
for cases requiring finer CFD mesh, the PINN is 4.5 times more computationally efficient
than CFD. For the airfoil case, a larger number of cells is required, which resulted in a
huge increase in computational time for CFD. However, the computational time for PINN
remains relatively constant. Hence, in more complex cases with finer mesh, PINN can
potentially use significantly less computation time.

However, what PINN lack in time efficiency, it made up in terms of the space efficiency.
In all cases, PINN require about 10 times less memory when compared to CFD. The data
format for PINN are simple tensors which only includes the spatial coordinates, and
weights and bias of the neural network. Unlike PINN, the data which defines the CFD
mesh is more complicated, including the cell vertices, cell faces and cell neighborhood,
which results in larger memory usage for the CFD.

Table 5. Comparison of computational time between CFD and PINN.

Study Number of Cells CFD Time PINN Time

Cylinder 41,772 170 ~500
Airfoil [35] 100,172 1687 ~500

5. Conclusions

Physics-informed neural network (PINN) architecture for fluid flows is demonstrated
for a low Reynolds number flow around a cylinder without the use of experimental or
simulation data. The PINN is able to capture the general trend of the flow field. Velocity
fields produced by PINN are comparable with the results captured by CFD. However,
PINN struggled slightly with the pressure fields as the pressure term is not explicitly
defined in the loss function. Critical factors of designing the PINN architecture have been
investigated and discussed, and showed that increasing the number of layers leads to the
greatest improvement to the accuracy of results, followed by increasing number of points in
the point cloud. Increasing the number of nodes per hidden layer brings about the smallest
improvement in performance.

In terms of computational demands, PINN is more efficient in memory usage than
CFD but not necessary for computation time. In simple cases where the number of cells in
the CFD mesh is low, PINN takes longer than CFD to compute the results. However, in
more complex cases that involves higher number of cells in the CFD mesh, PINN has the
potential to be more time efficient.
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