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Abstract: Distortions of current and voltage waveforms from a sinusoidal shape are, not only a
source of technical problems, but also have serious economic effects. Their occurrence is related to the
common use of loads with nonlinear current-voltage characteristics. These are both high-power loads
(most often power electronic switching devices supplying high-power drives), but also widely used
low-power loads (power supplies, chargers, energy-saving light sources). The best way to eliminate
these distortions is to use active power filters. The cost of these devices is relatively high. Therefore,
scientists all over the world are conducting research aimed at developing techniques for the proper
placement of these devices, in order to minimize their investment costs. The best solution to this
problem is to use optimization techniques. This paper compares the methods and criteria used by the
authors of publications dealing with this topic. The summary also indicates a possible direction for
further work.

Keywords: active power filters; harmonics; optimization algorithms; power quality; state of the
art review

1. Introduction

Today, when we observe constantly increasing electricity consumption and extremely
rapid technological progress, it is necessary to pay attention to responsible energy utiliza-
tion. The shift from fossil fuels to clean energy sources is inevitable, and the increased
demand for energy makes power quality (PQ) issues very important [1].

Ensuring an adequate level of power quality becomes more difficult as the number of
loads that have a negative impact on PQ indicators increases. The distortion of voltage and
current waveforms caused by nonlinear loads and manifested by higher harmonics is one
of the most important parameters of power quality. The elimination of higher harmonics is
one of the basic tasks for power quality improvement systems [2].

The placement of harmonic reduction devices, including active power filters (APFs),
in power systems is one of the key elements in the successful improvement of power
quality, not only from a technical, but also from economic, point of view [3]. In many
cases, filters must be used in complex and large power networks with many nonlinear
loads and a significant number of nodes. Among these nodes, there are many to which
an APF or other high-quality power supply equipment can be connected. Therefore, the
system designer must be able to solve the optimization problem consisting in the location
of devices, ensuring, among other things, the effective elimination of higher harmonics,
while keeping solution costs under control.

One of the fundamental concepts related to power quality are the so-called harmonics.
The direct cause of the generation of current higher harmonics are nonlinear loads. This
type of load distorts the current waveforms. Such waveforms can be treated (according
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to the definition of the Fourier series) as the sum of a constant component (DC) and an
infinite series of sinusoidal (harmonic) waveforms, the frequency of which is a multiple of
the fundamental frequency [4]:

f (t) = A0 +
∞

∑
h=1
|Cm(h)| sin(hω0t + ϕ(h)). (1)

In the case of current and voltage waveforms, the coefficients |Cm(h)| are the ampli-
tude values of the individual harmonics of currents and voltages, respectively. They form
the amplitude spectrum of the f (t) (current/voltage) waveform.

Historically, harmonics have been associated with power systems since their inception.
However, their share depends on the number of nonlinear loads. In recent years, the number
of devices that distort the current waveform (from the sinusoidal wave) has increased,
to the level where it is necessary to control the participation of higher harmonics in the
waveforms of the supply system.

Higher harmonic sources include the elements of the power system, the currents
of which are distorted from a sinusoidal wave. The sources of higher harmonics in the
system current waveforms are loads with nonlinear current-voltage characteristics or power
electronic devices. The nonlinear load supplied with sinusoidal voltage takes a current
with a waveform distorted from the sinusoid. The flow of current through the network
impedance, in turn, causes a voltage drop, which leads to distortion of the supply voltage,
i.e., voltage harmonics. There are also direct sources of higher voltage harmonics in a power
system. These sources may be synchronous machines and some types of power electronic
converter [5,6]. Harmonic current sources can be divided into three basic groups:

• transformers and electrical machines, in which the current distortion is caused by the
nonlinearity of the magnetization characteristics of the materials used for their construction;

• arc furnaces and other devices in which an electric arc occurs, such as discharge lamps
and welding machines;

• power electronics and electronic loads with switching elements.

Figure 1 shows examples of current waveforms, along with the harmonic spectrum
for loads that are a source of higher harmonics.
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Figure 1. Examples of waveforms and harmonic spectra with distorted current: (a) single-phase
pulse power supply, (b) energy-saving light bulb, (c) three-phase converter drive.

The distortion of the current and voltage waveforms in supply networks involves
several unfavorable effects, the most important of which are [5–7]:

• power network overloads caused by an increase in the root mean square (RMS) value
of the current, and thus an increase in losses in resistance elements;
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• overload of neutral wire, caused by the summation of third-order harmonics, caused
by single-phase loads;

• overload, vibration, and premature ageing of generators, transformers, and motors;
• overloads and premature ageing of capacitor banks intended for power factor correction;
• disruptions in the operation of sensitive loads;
• premature ageing of insulation;
• dangerous failures resulting from the occurrence of resonance phenomena;
• disruptions in communication networks and telephone lines;
• unjustified triggering of protection devices.

The effects of the above-mentioned phenomena are primarily of an economic nature,
and mainly related to greater active power losses and a shorter lifetime of devices. This
applies mainly to motors, generators, and transformers. The appearance of harmonics in
the current waveforms of these machines causes additional active power losses related to
an increase in the RMS value of the current, the skin effect, and additional losses resulting
from eddy currents. The level of acoustic disturbance emission also increases. In the
case of transformers, active power losses may even be twice as high for nonlinear loads
compared to losses for linear loads [6,7]. Therefore, it is necessary to have specially designed
transformers in an environment with distorted currents and voltages, which significantly
increases their production costs.

It is difficult to assess the indirect effects of harmonics in the form of disturbances
of sensitive devices and unjustified triggering of protections. It is connected with the
necessity to replace devices and production downtime. Additional costs are also incurred
for the installation of systems protecting against harmonics. According to [8], the impact
of harmonics on power quality costs is only 5.4% of the total PQ cost, but it is still a huge
sum. The authors of the 2005–2006 report [7] estimate that losses in the European Union
related to power quality amounted to approximately EUR 150 billion at that time. Currently,
there are no new studies on this topic, but it can be concluded that the increased share of
nonlinear loads means that these losses are now much greater.

2. Methods of Harmonic Reduction

To evaluate the distortion of the current or voltage waveforms, indicators describing
the deformation were introduced. The two most important are [4]:

• Individual harmonic component:

HDV(h) =

∣∣∣U(h)

∣∣∣∣∣∣U(1)

∣∣∣ , HDI(h) =

∣∣∣I(h)∣∣∣∣∣∣I(1)∣∣∣ , (2)

• Total harmonic distortion factor (THD) for voltage (THDV) and current (THDI):

THDV =

√
∑N

h=2

∣∣∣U(h)

∣∣∣2∣∣∣U(1)

∣∣∣ , THDI =

√
∑N

h=2

∣∣∣I(h)∣∣∣2∣∣∣I(1)∣∣∣ . (3)

|U(1)| and |I(1)| in this case are the RMS values of the first harmonic for voltage and
current, respectively. The upper limit N of the sum in the numerator is usually 40 or 50.

When there are components in the waveform, the frequencies of which are not an
integer multiple of the fundamental component, then such components are called interhar-
monics. Interharmonics with a frequency lower than the fundamental frequency are also
called subharmonics. There are two basic reasons for the generation of interharmonics:

• changes in the amplitude of the supply voltage, due to commutation of high power
loads (such changes are usually random);

• asynchronous switching of power electronic components in converters.



Energies 2022, 15, 1175 4 of 35

The total harmonic distortion factor in the case of the presence of interharmonics is
calculated using the following formulae:

THDV =

√
|U|2 −

∣∣∣U(1)

∣∣∣2∣∣∣U(1)

∣∣∣ , THDI =

√
|I|2 −

∣∣∣I(1)∣∣∣2∣∣∣I(1)∣∣∣ . (4)

The other factors used in power quality analysis include:

• Total demand distortion (TDD) coefficient:

TDD =

√
∑N

h=2

∣∣∣I(h)∣∣∣2
IL

, (5)

where IL is defined as the maximum demand load current (fundamental frequency compo-
nent) at point of common coupling (PCC).

• Motor load losses (MLL), which express the more important effect of lower, compared
to higher, harmonics on electrical motor-harmonics, which have detrimental effects
on electrical motors, such as proliferation losses, increased temperature, and ageing
process [9]:

MLL =
1∣∣∣U(1)

∣∣∣
√√√√√√ N

∑
h=2

∣∣∣U(h)

∣∣∣2
h

. (6)

• Telephone interference factor (TIF) of voltage and current waveforms in electric supply
circuits, which is the ratio of the square root of the sum of the squares of the weighted
root mean square values of all sine wave components (including alternating current
waves, both fundamental and harmonics) to the root mean square value (unweighted)
of the entire wave:

TIF =

√
∑
(

XhWh
Xh

)2
=

Xw

X
, (7)

where X is total RMS voltage or current, Xw is weighted RMS voltage or current, Xh is single
frequency RMS current or voltage at the frequency corresponding to the harmonic h, and
Wh is single frequency TIF weighting at the frequency corresponding to the harmonic h.

There are standards [10–13] that define the method of measuring harmonics and the
factors listed. Therefore, it is possible to compare the coefficients obtained under different
conditions and measured with different instruments. Usually, this analysis is performed
assuming that harmonics are steady-state components, but there are also tools that allow
analysis of the behavior of time-varying waveform distortions [14].

The selection of an appropriate harmonic reduction method depends on many factors.
The source of the harmonics, the parameters of the supply network, and economic factors
are important.

The basic methods for reducing higher harmonics concern changes depending on the
systems and devices that generate harmonics. With appropriate modifications, it is possible
to reduce the value of the THDI factor, without significantly affecting the operation of
these systems. An example is the use of input chokes in converter systems. There are also
converter circuits in new configurations, which play the same role, the additional advantage
of which is the reduction of the generated harmonics. In addition, standards [15,16] impose
on device manufacturers the need to ensure that the THDI is at an appropriate level, due to
which the harmonics are partially reduced directly at the source.
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If it is impossible to influence the source of higher harmonics, it is necessary to use
higher harmonic filters to reduce them. When classifying higher harmonic filters, a basic
division can be made into passive filters, active filters, and hybrid filters.

Passive tuned filters have historically been the most popular method of reducing
higher harmonics in supply networks [4,5,17–22]. The main advantages of these systems
are their relatively low price and simple construction (Figure 2). An additional advantage
of passive filters is the possibility of using them in medium and high voltage networks.
Unfortunately, these filters have many disadvantages, the most important of which are:

• dependence of filtering properties on network parameters;
• limited filtration possibilities, due to the finite quality of the chokes;
• possible resonance between the network and the filter;
• dependence of filtering properties on changes in the value of filter components (e.g.,

due to ageing);
• large size and weight.
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Figure 2. Basic branches of passive tuned filters: (a) first order filter, (b) second order filter, (c) second
order damped filter, (d) filter combination for 5th, 7th and higher harmonics.

The efficiency of harmonic filtration by passive filters is highest when they are con-
nected at loads that cause an increase in the THD value of the network voltage. If, on the
other hand, the content of higher harmonics in the voltage depends on the loads at other
points of the network, then the use of a passive filter may have the opposite effect than
the desired one, i.e., an increase in the THD value of the currents [17,23]. Furthermore, the
increasing level and variability of harmonics in power networks meant that passive solu-
tions were not always sufficient, so other solutions were sought to improve the THD value.
Active filters are such a solution. The idea of active power filters was presented for the first
time in 1971 [24]. The authors showed a new method to reduce current harmonics using an
injected current source. The name ‘active power filter’ was used for the first time in [25]
in 1976, where the first practical implementation was also shown. Further development
of active power filters took place in the 1980s, with the development of technology and
the development of new control methods, mainly related to the power pq theory [26–28]
and the dq transformation [29–31]. Later, other control methods were developed [32–34],
in particular, the use of Fourier transform [35–37], direct methods [38–40], and artificial
neural networks [41–45]. This development also concerned the APF topology, and the
converters used [46–50]. An active power filter (APF) is also called an active power line
conditioner (APLC), instantaneous reactive power compensator (IRPC), or active power
quality conditioner (APQC).

The main characteristic of active power filters is that they perform the function of
a controlled current or voltage source. Thus, two basic types of APF systems can be
distinguished: a parallel (shunt) system acting as an injected current source, and a series
system acting as a voltage source. In both cases, the waveforms of the generated currents
or voltages reduce the unfavorable components (e.g., higher harmonics) in the network
currents and voltages.

A shunt active power filter and the principle of its operation are shown in Figure 3a.
It generates the iF current in such a shape that there are no undesirable components in
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the iS grid current waveform. Such a system, depending on the configuration and control
method, can perform the following functions:

• reduce higher harmonics;
• compensate the reactive power of the fundamental harmonic;
• symmetrize (balancing) the loads, as seen from the network terminals.
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The principle of operation of the series circuit (Figure 3b) consists in generating the
voltage uLS in such a shape that the load voltage uL is optimal. It is therefore possible to
implement the following functions:

• compensation of voltage drop across the network impedance (including higher harmonics);
• reduction of higher harmonics generated by the eS source;
• symmetrization and reduction of source voltage fluctuations.

The combination of series and shunt active power filters in one application is called a
unified power quality conditioner (UPQC) (Figure 2c). Usually, such a connection has a
common DC circuit, and this solution combines the advantages of both APF types. A list of
basic functions of active filters is shown in Table 1.

Table 1. Active power filter functions.

Function Shunt APF Series APF UPQC

Current harmonic reduction • ◦ •
Voltage harmonic reduction ◦ • •

Reactive power compensation • •
Voltage flicker reduction ◦ • •

Removing voltage swells, sags ◦ • •
Improving load balancing • •

Neutral current compensation • •
•−directly, ◦−indirectly.

Depending on the network topology, APF systems can also be divided into single-
phase systems (1P), three-phase three-wire systems (3P3W), and three-phase four-wire
systems (3P4W). In each of these cases, different control methods and inverter topologies
are used. Inverters can also be of different types, and the basic division is made between
voltage-source inverter (VSI) and current-source inverter (CSI). Different sources in the
DC circuit, that is, a capacitor for VSI and an inductor for CSI, cause these APFs to have
different properties [51]. In addition, multi-level inverters are used, which, despite a more
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complicated structure, improve the properties of APFs [52–54]. Due to the large possibilities
regarding the topology used, control methods, and APF functions, a lot of publications on
these systems, including reviews [3,55–57], have been published in recent years. In addition
to the aforementioned aspects, these works concern, among others, the synchronization
methods with the grid voltage [58]; this is necessary and critical in the case of most control
algorithms. Another problem that should be mentioned is DC link voltage regulation (for
systems with VSI). The lack of a stable DC voltage causes the deterioration of the APF
properties, so it is important to select an appropriate controller [34,59]. Another important
aspect is the output current control method [57] in the APF shunt, as well as the output
filter design [60,61]. Moreover, APF systems with energy storage [62,63] or with renewable
energy sources in the DC part are also increasingly popular [64]. This allows, for example,
the reduction of long voltage dips or the supply in the event of power outages.

The main advantages of active power filters are:

• the possibility of implementing several functions simultaneously using a single filter
(e.g., reduction of harmonics and fundamental harmonic reactive power compensation);

• slight influence of network parameters on the system properties;
• the ability to adjust the control to the current conditions;
• relatively small size;
• not susceptible to resonance phenomena.

The disadvantages, however, include:

• higher installation cost compared to passive filters;
• limitations of maximum currents and voltages;
• complex control.

It is usually assumed that the APF connected to a system node can be regarded as an
ideal current source injecting higher harmonics, which compensate undesired components in
supplying network current. Such a source can be described with the help of a Fourier series
(the phase index has been omitted for notation simplicity; the superscript k denotes APF):

ikw(t) =
√

2Re(∑H
h=2 Ik

whejhω0t), (8)

where

H is the number of harmonics injected by the APF,
w is the consecutive number of the APF,
Ik
wh is the APF current phasor for the h-th harmonic and the w-th APF:

Ik
wh =

∣∣∣Ik
wh

∣∣∣ejϕk
wh = Re(Ik

wh) + j Im(Ik
wh), (9)∣∣Ik

wh

∣∣, ϕk
wh is the RMS value and phase of the APF current phasor for the h-th har-

monic, Re
(

Ik
wh
)
, Im

(
Ik
wh
)

is the real and imaginary part of the APF current phasor for the
h-th harmonic.

Thus, the RMS value of the APF current is expressed as:∣∣∣Ik
w

∣∣∣ = √∑H
h=2
∣∣Ik

wh

∣∣2 =

√
∑H

h=2

((
Re
(

Ik
wh
))2

+
(
Im
(

Ik
wh
))2
)

. (10)

Hybrid power filters (HAPF) are a combination of traditional passive filters with an
active power filter. The basic assumption and the advantage of hybrid filters is to reduce
the requirements for maximum voltages or currents in the active part and to improve the
filtration properties in relation to the use of passive filters. In some configurations, an active
system can also have an additional function, e.g., filtering voltage harmonics, compensating
voltage sags, or isolating the load from the source for higher harmonics.

The first works on hybrid active power filters appeared at the turn of the 1980s and
1990s. The combination of a passive and active power filter in one application was first



Energies 2022, 15, 1175 8 of 35

described in [65]. The next described applications concerned the combination of a series
active power filter with a parallel passive filter [66], a parallel active filter with a parallel
passive filter [67], and a combination of both solutions [68]. Since then, there have been
publications on increasingly new system solutions and HAPF control methods. The first of
the main research areas concerns new system solutions and focuses on new, or modification
of the existing, configuration of hybrid active power filters, in order to improve specific
system properties. Modifications most often come down to changing the configuration of
the passive filter [69–73], the manner of its connection with the active part [45,74,75], or
the use of new converter designs [76,77]. The second direction of research is the search for
new control algorithms. Apart from attempts to apply one of the power theories [32,77–80],
authors use techniques such as adaptive filters [81,82], fuzzy logic [83–85], artificial neural
networks [45,76], or other methods [86,87].

The most commonly used and described configurations of HAPF systems are as follows:

• serial connection of a shunt passive filter with a shunt active filter [45,68,72,76–78,88]
(Figure 4a);

• connection of a series APF circuit with a shunt passive filter [29,66,67,88–90] (Figure 4b).
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3. Optimization Methods Used in the Area of APF Sizing and Placement

Optimization belongs to the most important mathematical subdisciplines that are
widely applied in all fields of engineering. It gives us tools in the global rush for more and
more optimal solutions. In general, the definition of an optimization problem includes a
goal/objective function and constraints. In many cases, there is more than one objective
for the optimization process, and, therefore, several goal functions are used at the same
time; in order to find the best possible outcome, a multicriterial analysis is necessary. Such
a multi-objective optimization is more complex, as usually objectives conflict with one
another and a trade-off must be found. Thus, the results obtained for a multi-objective
optimization represent a compromise between different criteria. These trade-off solutions,
which improve upon one criterion only at the expense of another, form a Pareto set. The
final choice of a solution from the Pareto set depends on individual preferences.

The optimization problem can be solved using many algorithms, which can be divided
into three main groups: i.e., conventional, metaheuristic, and heuristic. Figure 5 shows a
classification of the optimization algorithms used in the problem under consideration.

3.1. Conventional Methods (Non-Heuristic)

The following algorithm subgroups can be included in the group of conventional methods:

• combinatorial [91]: uses the process of searching for the minima or maxima of a given
goal function F, the domain of which is a discrete set with a large configuration space
(as opposed to an N-dimensional continuous space);

• mixed integer programming [92]: adds one additional condition that at least one of
the decision variables can only take integer values;

• continuous:

# linear programming [93]: maximizes (or minimizes) a linear goal function
subject to one or more constraints;
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# quadratic programming [94] and sequential quadratic programming [95]: the
process of solving certain mathematical optimization problems involving
quadratic goal functions;

# Nonlinear programming [96]: the process of solving an optimization problem
where some of the constraints or the goal function are nonlinear.Energies 2022, 15, 1175 9 of 36 
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3.2. Metaheuristic Methods

The metaheuristic methods enable us to find solutions to optimization problems by
sampling a subset of solutions, which is usually too large to be completely searched by
conventional methods. The advantage of metaheuristic methods consists in the relatively
few assumptions that must be made about the optimization problem. However, they do
not guarantee finding a global extremum. Many metaheuristic methods are based on some
form of stochastic optimization, and so, in the case of combinatorial problems, they can
often find solutions with less computational effort than conventional methods.

This group of optimization methods has been extensively developed for a long time
and includes different approaches which have been summarized below, taking into consid-
eration algorithms used in APF sizing and placement.

3.2.1. Evolutionary Algorithms

An evolutionary algorithm (EA) searches the space of possible solutions to a problem
to find the best, or potentially the best, solution through the mechanisms of evolution and
natural selection. The most visible similarity of EA to natural evolution is the existence of
a population; in nature understood as a group of individuals inhabiting a given area, in
EA as a set of various possible solutions to the problem. The first evolutionary algorithm
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was proposed by John Holland in 1975. Evolutionary algorithms are especially useful in
solving NP-hard problems. The group of evolutionary algorithms includes:

• Differential evolution [97]: a relatively simple and effective algorithm that solves global
continuous optimization problems by iteratively improving a potential solution using
an evolutionary process. Compared to other evolutionary algorithms, the mutation
process is performed before the crossover and the crossover itself has an exchange
form. The method of selecting individuals is also different. Due to its stochastic nature,
it can search large areas of candidate space.

• Genetic algorithms [98]: these algorithms simulate the processes taking place in
natural selection, only individuals that can adapt to given conditions can survive and
reproduce, creating the next generation. In this algorithm, each individual represents
a possible solution in the searched space.

3.2.2. Fuzzy

The basics of fuzzy logic were developed in the mid-1960s [99]. Since then, thousands
of articles have been published on the use of this technique in various scientific fields.
Its advantage is the possibility of implementing a decision-making process similar to the
human one in the event of a complex problem. It can also be used to describe the phenomena
that occur in stochastic systems. Fuzzy optimization uses fuzzy sets of coefficients, variables,
and constraints to determine the optimal solution to a problem [100].

3.2.3. Human-Based Algorithms

The human-based algorithm group includes those that exhibit characteristic features
of human behavior. For example, the ability of individuals for self-improvement can be
used, which is initially realized through education and then through a stochastic search for
counsellors/mentors in the population. As a result of the teaching process, there may be,
for example, a change in the interests of a given individual. As a result of these processes,
an individual in a given population may find a solution. Examples of algorithms from this
group are:

• Harmony search [101]: uses a technique based on the behavior of musicians. When
composing a given melody, they strive to obtain a perfect harmony with the set of
tones/sounds proposed by them. The process of searching for this perfect harmony is
convergent with the search for the optimal solution to a given problem.

• Tabu search [102]: the basis for the operation of this algorithm is to search the space of
solutions with a given sequence of movements, among which there are also forbidden
movements, the so-called taboo. The algorithm prevents getting stuck in a local
optimum through special tabu lists containing already proven solutions.

3.2.4. Swarm-Based Algorithms

The swarm-based algorithm group uses a technique that gives a group of objects
a realistic collective behavior, similar to a flock of birds, a school of fish, or a swarm of
bees. This algorithm was invented by Craig Reynolds, who introduced it for the first time
in 1987 [103]. He noted that by combining a few relatively simple rules it is possible to
simulate very complex, realistic looking herd behavior. This group of algorithms includes:

• Ant colony algorithm [104]: based on methods of searching for the shortest paths
in graphs, imitating the behavior of an ant colony, which marks the path with
pheromones when searching for food. Ants follow the path of pheromones, which,
however, begin to disappear over time. In keeping with the nature of this phenomenon,
the shortest path will disappear last.

• Bacterial foraging algorithm [105]: this algorithm was proposed by Passino in 2002
and is based on the environmental behavior of E. Coli bacteria. From a biological
point of view, it is an imitation of the process of searching for food by bacteria while
maintaining a minimal energy input.
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• Cuckoo optimization algorithm [106]: this algorithm is used in the area of continuous
nonlinear optimization. The algorithm was inspired by the habits of cuckoo birds,
in particular their lifestyle and their manner of laying eggs. The main goal of the
algorithm, by nature, is the survival of the species. The initial population includes both
adults and offspring eggs. Some of them die as a result of competition for survival,
and those who survive migrate to better areas where they can lay eggs (reproduce).
Ultimately, survivors form a single society, all with the same profit values.

• Firefly algorithm [107]: an algorithm proposed by Yang inspired by the behavior of
fireflies and their methods of bioluminescent communication. Fireflies are unisexual
organisms and their brightness determines their attractiveness. Thus, individuals
shining brighter attract individuals with less brightness, creating clusters of different
intensity (gathered around local optima). Therefore, the algorithm must also include a
dynamic decision-making process, the task of which is to discount the effect of distant
fireflies and, thus, identify many peaks of functions, among which there is a solution
to the problem.

• Grey wolf optimization algorithm [108]: based on the pack behavior of the grey wolf, it
consists in marking the three best solutions (similarly to the three strongest individuals
in the pack) as alpha, beta, and delta, and hunting techniques, i.e., tracking, circling
and attacking the prey (solving the problem), in which all the other pack members
follow precisely these three strongest.

• Particle swarm optimization algorithm [109]: a very popular stochastic optimization
algorithm inspired by the rules of behavior of a large flock of birds. It can, therefore,
be said that this algorithm is the result of millions of years of natural selection process
aimed at achieving the goal with minimal energy expenditure. As in nature, the
observable neighborhood is limited to a certain range; therefore, it may converge to the
local minimum, but due to the size of the swarm and the presence of other individuals,
it does not allow the algorithm to get stuck at this point. Therefore, the swarm as a
whole allows the finding of the global minimum of the error function.

• Whale algorithm [110]: proposed in 2016 and based on the behavior of humpback
whales, and more specifically on their hunting methods. They use a technique called
bubble mesh. Humpback whales hunt shoals of krill or small fish close to the surface,
and to do this use a bubble-making technique along a circle or a nine-shaped path.

4. Optimization Problem Definitions Used in APF Placement and Sizing

Optimization plays a significant role in the problems of improving power quality
related to undesired components in current and voltage waveforms. Even connecting a
single passive or active power filter aims at reaching an optimum working point of the
system. In the case of active power filters, the most common goal consists of minimization
of the source current RMS value, as it would be if the source delivered only an active
current. This optimization task is realized by the APF control algorithm, based on one
of the well-known power theories. However, this review concerns another optimization
problem, which consists in optimum placement of the APFs in a given power network.
This is especially important in the case of power quality improvement by means of the
APFs, as these devices are expensive and often squeezed out by less effective but cheaper
passive filters. The application of optimization methods to minimize the number of APFs
and their sizes leads to an improvement in the economic indicators of such an investment.
As a result, the THD factor levels required by norms for voltages and currents, as well as
the reduction of power losses caused by higher harmonics, are reached at a lower cost.

The optimum APF placement requires defining a goal function and constraints. The
set of decision variables x for the optimization problem in this case includes APF currents
expressed by their phasors, i.e., real and imaginary parts, for every higher harmonic:

x = {Re(Ik
wh), Im(Ik

wh), T[w]}, w = 1, 2, . . . , W, h = 2, . . . , H, (11)

where
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w is the consecutive number of the APF;
W is the maximum number of nodes in which an APF can be placed, W ≤W′ (W′ is
the total number of nodes in a system under consideration);
T[w] is the node number in which the w-th APF is connected, T[w] ≤W′,
h is the harmonic number.

The currents of the APF are usually determined by the control algorithm, in order to
compensate all higher harmonics of the line current for the node in which the APF has
been connected. In that case, the set of decision variables is reduced and includes only
information about the APF placement:

x = { T[w]}, w = 1, 2, . . . , W. (12)

The most common goal function is defined as the sum of current RMS values of all
APFs installed in the network under consideration:

minimize
x

f1a = ∑W
w=1

∣∣∣Ik
w

∣∣∣. (13)

A modified function f 1a enables us to take into account some extra factors, which
depend on a node to which the APF is connected. For example, some nodes can be
preferred due to the accessibility or simplicity of the APF installation. This can be reached
by introducing a set of multipliers 1/αw dependent on a node number w:

minimize
x

f1b = ∑W
w=1

1
αw

∣∣∣Ik
w

∣∣∣, αw ∈ (0, 1]. (14)

The optimization results for goal function f 1b are equivalent to those for function
f 1a if all multipliers αw have the same value, particularly if αw = 1 for w = 1, . . . , W. The
multipliers αw allow one to avoid the allocation of APFs in selected nodes just by setting
αw << 1, assuming that for the other nodes αw = 1.

The optimization problem is very often solved for a given number of APFs. In
order to find the optimum value, the optimization procedure is repeated with the APF
number increasing in successive steps. The other approach consists of introducing in
function f 1a additional discrete decision-making variables βw, which can take values 1 and
0, representing the presence and absence of an APF connected to the node w:

minimize
{x, βw}

f1c = ∑W
w=1βw

∣∣∣Ik
w

∣∣∣, βw ∈ {0, 1}. (15)

However, the discrete decision-making variables make it impossible to use gradient
optimization algorithms for problem solving.

The optimization problems presented so far lead to the minimization of the goal
functions being a weighted sum of the APF currents. The problem under consideration can
also be defined as a MinMax task. In such a case, the maximum APF current is minimized:

minimize
x

f1d = max
∣∣∣Ik

w

∣∣∣. (16)

Some authors assume that the function f 1a leads to financial cost minimization, as-
suming that the cost is proportional to the APF rating [111–120]. A more sophisticated
approach takes into account fixed and variable costs:

minimize
x

f1e = ∑W
w=1(cvar

∣∣∣Ik
w

∣∣∣+ cfix). (17)

Here, cfix and cvar are the fixed and variable cost coefficients, respectively [121]. The
other approach consists in dividing costs into investment and operation and mainte-
nance [122].
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The more advanced approach is based on the following goal function:

minimize
x

f1f = ∑W
w=1(cvar1

∣∣∣Ik
w

∣∣∣2 − cvar2

∣∣∣Ik
w

∣∣∣+ cfix). (18)

The most flexible approach in the case of the cost criterion is not limited to a linear or
quadratic relation between sizes and costs, but includes a given nonlinear function g(·):

minimize
x

f1g = ∑W
w=1g(|Ik

w|). (19)

The cost of the APF solution depends on its rating expressed by the function g(·).
In most cases, the cost of a single APF is a non-continuous function of its size, having
a step shape, because only a discrete set of nominal APF ratings is available. Solutions
to problem (18) for different functions g(·) may lead to different results. This approach
allows the comparison of offers made by some APF manufacturers. On the other hand, the
main disadvantage of goal function f 1g comes from its discontinuity, so it is not possible to
directly apply gradient optimization methods. This problem can be solved if function g(·)
is approximated using splines or other continuous functions.

Another potential problem that can arise consists of having a few local minima with
similar values of goal function f 1g but obtained for a different number of APFs. In order
to force solutions with a smaller number of APFs, a factor corresponding to a fixed cost
of installation and maintenance for each APF can be included in cost function g(·). In this
case, function g(·) represents the dependence of the total cost, including fixed and variable
costs, and, consequently, solutions with lower fixed costs, that is, a fewer number of APFs,
are preferred.

In the case of multi-objective minimization, a function representing the cost of load
disturbed due to voltage sag during fault conditions can also be included in the total cost.
Assuming that cf is the load disturbed for the f -th fault and F is the total number of faults
within the specified time duration considered, the problem can be defined as:

minimize
x

f2 = ∑F
f=1c f . (20)

The next two goal functions refer to voltage rather than to current. The first one
includes all higher harmonics in all nodes:

minimize
x

f3a = ∑W ′
w=1∑H

h=2|Vwh|. (21)

The second is based on the voltage deviation index, which is expressed as the deviation
of the voltage magnitudes of all nodes |Vw| from the reference voltage |Vnw|:

minimize
x

f3b =

√
1

W ′∑
W ′
w=1((|Vnw| − |Vw|)/|Vnw|)2. (22)

The successive goal functions refer to power losses directly or by means of a function
q(·) that represents the cost of such losses:

minimize
x

f4a = ∑L
l=1Pl , (23)

minimize
x

f4b = q(∑L
l=1Pl). (24)

The power losses in (22) and (23) can be treated as either line losses or total network
power losses [123,124]. The losses can be divided into fundamental and harmonic losses.
The more complex approach includes the calculation of the network energy losses during
the planning horizon and the reduction of network energy losses that affect the energy
purchased from upstream network is treated as a goal function [123]. Another approach
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consists in minimizing the APF power losses that determine the overall efficiency of the
solution:

minimize
x

f4c = ∑W
w=1PAPFw. (25)

The large and popular group of goal functions is based on the THD voltage and current
factors and aims at the minimization of:

• THDV maximum value:

minimize
x

f5a = max
w=1,2,...W ′

THDVw, (26)

• THDV maximum average value in a given time horizon expressed by variable y:

minimize
x

f5b = max
y=1,...,Y

THDVw(y), (27)

• THDV value at PCC:

minimize
x

f5c = THDVPCC, (28)

• THDV value at each node:

minimize
x

f5d = THDVw, w = 1, 2, . . . W ′, (29)

• THDI value at each node:

minimize
x

f5e = THDIw, w = 1, 2, . . . W ′, (30)

• the sum of THDV at all nodes:

minimize
x

f5f = ∑W ′
w THDVw, (31)

or equivalently the average value of THDV at all nodes:

minimize
x

f5f =
1

W ′∑
W ′
w THDVw, (32)

• the sum of THDI at all nodes:

minimize
x

f5g =
L

∑
l

THDIl . (33)

The goal function can also be based on the TDD (5), MLL (6), or TIF (7) coefficients:

minimize
x

f6 = max
y=1,...,Y

TDDPCC(y), (34)

minimize
x

f7 = ∑W ′
w MLLw. (35)

minimize
x

f8a = TIFVw, w = 1, 2, . . . W ′, (36)

minimize
x

f8b = TIFIw, w = 1, 2, . . . W ′. (37)

The last goal function is simply the number of APF devices installed in the network:

minimize
x

f9 = W. (38)
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The definition of the optimization problem usually includes, not only a goal function, but
also constraints, which in the case of the problem under consideration are expressed as follows:

1. The RMS values of the APF currents must be higher than the lower limit
∣∣Ik
∣∣
min and

lower than the upper limit
∣∣Ik
∣∣
max (the lower limit is usually set to 0):∣∣∣Ik

∣∣∣
min
≤
∣∣∣Ik

w

∣∣∣ ≤ ∣∣∣Ik
∣∣∣
max

, w = 1, 2, . . . , W. (39)

2. The RMS values of the APF successive current harmonics are limited, in accordance
with the APF technical specification:∣∣∣Ik

wh

∣∣∣ ≤ ∣∣∣Ik
h

∣∣∣
max

, w = 1, 2, . . . , W, h = 2, 3, . . . , H. (40)

3. The commercially available discrete sizes of the APFs can also be taken into account
by introducing the base unit size of the APF represented by

∣∣Ik
b

∣∣ and one of the
following constraints: ∣∣∣Ik

w

∣∣∣ = m
∣∣∣Ik

b

∣∣∣, m = 1, 2, . . . , M, (41)∣∣∣Ik
w

∣∣∣ ∈ {∣∣∣Ik
b1

∣∣∣, ∣∣∣Ik
b2

∣∣∣, . . . ,
∣∣∣Ik

bM

∣∣∣}, (42)

4. The RMS values of voltage harmonics in all nodes must be lower than the given
maximum values:

|Vwh| ≤ |Vh|max, w = 1, 2, . . . , W ′, h = 2, 3, . . . , H. (43)

5. The values of voltage THD factors in all nodes must be lower than the given maximum
value THDVmax:

THDVw ≤ THDVmax, w = 1, 2, . . . , W ′. (44)

6. The RMS values of current harmonics in all lines must be lower than the given
maximum values:

|Iwh| ≤ |Ih|max, w = 1, 2, . . . , W ′, h = 2, 3, . . . , H, (45)

7. Values of current THD factors in all lines must be lower than the given maximum
value THDImax:

THDIw ≤ THDImax, w = 1, 2, . . . , W ′. (46)

The above list does not contain operational constraints that the network must meet,
such as voltage and current limits or power flow limits. These are taken into account when
solving the network at every step of the optimization algorithm.

A summary of the literature overview, in terms of the goal functions and constraints
sorted by the optimization method used for the solution, is presented in Table 2.
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Table 2. Goal functions and constraints (S, single goal function; M, multi-objective).

Method Goal functions Constraints Type References

Classical

combinatorial

9 A, D S [125]
3a A S [125]
5e E S [126]
1a E S [127]
1g E S [128]

1g, 4a C, E M [124]

iterative

1a, 3a A, D, E M [129]
4a, 5a M [130]

3a S [131]
3a A, E S [131]

1a, 1b, 1c, 1d, 1g, 5e A, B, D, E S [132]
1a, 5f A, E S [133]

1g, 4b, 5b, 6, 8b D, E M [134,135]

Metaheuristic

Evolutionary
algorithms

1a C, D, E S [136]
3a A S [111]
1a A, C, D, E S [111]
5c S [137]

1a, 5d M [112]
1a, 4a, 5d, e8, ab M [113]

1g A, B, D, E S [128]
1g A, E S [138]

1g, 2, 4b D, E M [139]
5f A, D, E S [140]

1f, 4b E M [123]

fuzzy
1a A, C, D, E S [114]

1e, 4b, 5f, 5g A, C, D, E, F, G M [141]
1e + 1c A, C, D, E S [131]

human
1e A, D, E S [142]

1a, 4a, 5f, 7 A, C, D, E M [115]

swarm-PSO

1a, 4a, 5f, 7 A, D, E M [116]
1e C, D, E S [143]

4a, 4c D, E M [144]
1a, 4a, 5f, 7 A, E M [145]

1a, 5f A, D, E M [146]
1a, 5f, 9 E M [147]

1e A, D, E S [122]

swarm-other

1a, 5d M [117]
4a D, E S [148]

1f, 3b, 5f A, E M [149]
1a A, D, E S [118–120]
1e A, D, E S [150]

5. Test Systems and Software Solutions

Regardless of the proposed method of optimizing the placement and sizing of active
power filters and the assumptions made, the authors, in their publications, check a given
method on an exemplary test system. These systems usually differ, which probably results
from a desire to show the properties of a given optimization method and not to directly
demonstrate its advantage over another method for solving the same problem. Neverthe-
less, the authors refer to test systems known from other publications. An example of such a
system is the 18-node system originally described in [9,151], shown in Figure 6.
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This 18-node system consists of 16 nodes at 12.5 kV and two nodes (# 50 and # 51) of
138 kV powered by a 10 MVA generator. The loads, being the source of higher harmonics,
are connected to nodes with a voltage of 12.5 kV. This system, with various load con-
figurations, was used in the following works [111,114–116,121,129,131,141,143,147]. The
complete list of test systems for individual publications is shown in Table 3. Most authors
test their solutions on medium voltage systems, but there are also publications with low
voltage systems (<1kV) [113,124,140,145].

Table 3. Used test system sizes.

Test System Size References

4-bus [112,113,117]
5-bus [114]
6-bus [120]

7-bus, 9-bus [125]
11-bus [137]
13-bus [148]
15-bus [146]
16-bus [149]
17-bus [126–128,132–135,152]
18-bus [111,114–116,121,129,131,141,143,147]
19-bus [145]
20-bus [124,140,142]
23-bus [136]
25-bus [139]
30-bus [116]
33-bus [118–122]
37-bus [144]
69-bus [122,123,150]
95-bus [123]

119-bus [123]
123-bus [139]
445-bus [138]

It is usually assumed that in the case of frequency analysis, the power system is
described with a linearized model, and nonlinear loads for each analyzed frequency are
treated as current sources. As a result of these simplifications, it is possible to deter-
mine the impedance matrix describing the system under consideration independently for
individual frequencies.

In order to analyze the systems and to carry out the optimization process, it is necessary
to use appropriate software tools. In most cases, the authors do not specify which tools
they used, but it can be assumed that it was software designed to solve a specific problem.
In some articles [112–115,117,123,126–128,131–133,137,138,141,143,146,149], the authors
stated that they used a universal tool such as Matlab (MathWorks, Natick, MA, USA). To
analyze the flow of higher harmonics, the ATP (EEUG e.V., Kiel, Germany) [137], EATP
(ETAP-Operation Technology, Irvine, CA, USA) [113], and PCFLO [111,126,127,132,133,138]
were also used.

The work in [124] describes a comprehensive tool that allows simultaneous modeling,
simulation, and optimization of a network, in terms of the placement of active filters.
The authors proposed modeling in the frequency domain, which allows for quick calcula-
tions, even for large networks. This, in turn, allows flexible use of various optimization
algorithms [124,152].

The full list of the software is shown in Table 4.
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Table 4. Software tools.

Software References

Matlab [112–115,117,123,126–128,132,133,137,138,142,143,149]
Matlab/Simulink [132,146]

ATP [137]
ETAP [113]

PCFLO [112,126–128,132,133,138]
Unknown/other [116,118–122,124,125,129,130,134–136,139,140,142,144,145,147,148,150,152]

6. Review of Optimization Methods of Active Power Filter Sizing and Placement

This review focuses only on methods of active power filter sizing and placement, disre-
garding the issues of passive filtration or reactive power compensation. Initial publications
on this subject, which used single APLC systems to solve the problem, were also omitted
from the discussion [9,151]. This section provides a review of 40 publications from 1999 to
2021 (Figure 7).
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6.1. Classic Methods

One of the oldest optimization methods proposed is the combinatorial method. It
requires the analysis of various combinations of connections of active power filters in nodes,
while assessing the imposed boundary conditions. The article in [126] presents an algorithm
that allows for the optimal placement of APFs, both in terms of assessing the qualitative
parameters of the grid voltage and the costs of this type of compensation. As a result of
this procedure, it is possible to accurately determine the numbers of nodes (placement) and
the number of APFs, along with their parameters (and, thus, costs), necessary to achieve
the goal. This version of the optimization does not minimize the costs of the APF itself
(which could be realized by minimizing the effective value of the APF current [133]). Its
purpose is to eliminate the higher harmonics of the current from the selected line of a given
supply system, and, thus, also to limit the harmonics present in the supply voltage. In this
case, the computational complexity will go up with an increase in the set of nodes to which
the APF will be connected, but the computational time will be acceptable for obtaining
optimal solutions, even for moderately complex power systems [127]. Only in the case
of significantly developed power systems, a much better solution would be to use one
of the metaheuristic methods, which, in this case, show a significant advantage in their
demand for computing power. An example of the use of combinatorial optimization in
complex power supply systems can be found in [138]. In this publication, the authors used
a 445-node system to verify their algorithm. It was the largest test system ever presented
in the literature on the subject. It also showed the advantage of genetic algorithms in the
process of determining the optimal solution in such a case. On the other hand, article [126]
presents the results of the analysis of the 17-node power supply system of a ski station,
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to which up to eight APF systems could be connected (in selected nodes). The result was
a solution assuming a minimum connected APF (in 4 nodes) and a minimum cost (APF
connected to 5 nodes). It has been shown that the case of leaving harmonics in the network
at the level permitted by the standards is 40% cheaper than the case of full harmonic
reduction, and the economically optimal variant is even 60% cheaper (in this case, the
THDV factor was reduced by almost a half in the supply network). A comparison of the
efficiency of this method with the results obtained with the use of the genetic algorithm can
be found in [128]. The case of minimum cost may lead to a solution involving the connection
of more APFs but less power. Such a solution results from the nonlinear characteristics
of the APF price as a function of its power. This method was used in [125], where the
APF function was performed by converters used in a distributed generation photovoltaic
system. The principle of operation of these systems shows that they were connected to
a single-phase low voltage network. To assess the possibility of using such a system to
eliminate higher harmonics, two objective functions were adopted. The first assumed the
determination of the minimum number of connected filters with the assumed maximum
allowable harmonic content, while in the second one, the minimum harmonic flow, with a
limited number of filters connected to each of the nodes, 9-node and 7-node (two-branch)
systems were used as test systems. The analyses showed that for the first objective function,
the APF should be connected to two nodes, and for the second, to one. In both cases, it was
the connection of many devices (for the first case 10 and 8, and for the second 18 APFs).
In both test systems, the best solution was achieved by connecting the APF devices to the
end nodes of the network. Despite the use of the concentrated APF connection method, the
authors admit in the article that a distributed connection can provide better results.

Another classic optimization method used in the analyzed field is linear programming.
The publication in [129] presents the problem of optimal placement of APLC devices. It is
one of the types of active power filter, the task of which is to eliminate higher harmonics
from the current and voltage waveforms of a given supply network. To achieve this goal,
the authors used the GBDT (generalized benders decomposition theory) method [153]
(Figure 8). This method uses the mixed integer programming algorithm. For this purpose,
it decomposes a set of variables into two levels, master and slave. There are discrete
variables in the master area and continuous variables in the slave area. Therefore, in the
master area any optimization algorithm in the field of integer programming can be used.
However, in the slave area, an algorithm from the field of nonlinear optimization should be
used. In the solution proposed by the authors of [129], the master area determines discrete
sets of the required location and size of APLC devices, which should be used to optimize
the operating point of the system. On the other hand, the slave area searches the continuous
set of currents that should be generated by the APLC devices in order to achieve the level
of distortion allowed by the standards [10]. Both algorithms work in an iterative way, until
the optimal set of solutions is found. To verify the method, the authors used an 18-node
test system, in which they demonstrated an improvement in the THDV factor, from 15%
to 1%. However, the use of this approach may be difficult in the case of non-stationary
loads, as it requires a special control system of the APLC with the determination of optimal
currents (in a given sense) in real time.
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The issue of APLC placement optimization is also presented in [131]. The publication
presents two approaches to this issue, static and dynamic. The static approach is a classic
solution to the problem of the placement of the APLC devices, while the dynamic approach
additionally includes the problem of changing the load power and, thus, the distribution
of power between APLC devices already placed, so that the level of distortions imposed
by energy quality standards is still met. To solve the static problem, the authors used an
approach similar to the one previously described, based on the algorithm proposed in [151].
The disadvantage of this approach is the use of one APLC, which, by optimizing the shape
of the generated current, is for ensuring an appropriate level of the THDV factor in the
system. In the case of optimization assuming non-stationarity of a nonlinear load, the
authors proposed the use of worst-case scenarios, in which a static approach was first used
to determine optimal solutions in the event of a change in the power of loads at points
of common coupling nodes (PCC) of the system. Then, on this basis, the nodes to which
the APLC devices will be connected using the dynamic approach are selected. In the case
of the dynamic solution, the results were worse than in the case of using a single APLC
(static solution). However, this solution does not require changing the nodes to which the
APLCs are connected. In addition, the number of APLC devices used was not greater than
in the case of the static solution, but they must be controlled by a special system with online
data exchange.

The placement of a single system to optimize the state of the system operations was
also proposed by the authors of [130]. They presented a simple iterative algorithm (which
could be included in the integer programming area) to find a node in the power supply
system to which the APF should be connected. As a target function, the authors used a
multi-criteria target function that allows one to minimize the THD of voltage in individual
nodes and power losses in the entire supply system. As a computational example, they
used a six-node system, in which connecting the APF to one of the nodes reduced the
THDV to a standard-compliant level. In our opinion, the algorithm presented would
not work, even in medium-sized systems. The authors themselves indicate that, in the
case of greater deformations, the possibility of connecting more APFs should be used.
Then the presented algorithm would probably evolve towards the previously described
combinatorial optimization.

An alternative iterative algorithm was proposed in [134,135]. It allows the use of
several objective functions, including those that are contradictory to each other. Such an
approach is possible thanks to the use of trade-off/risk analysis at the stage of assessing the
calculation results obtained in individual iterations of the algorithm. A trade-off analysis
aims to improve one indicator at the expense of the possible deterioration of another. By
presenting alternative scenarios, it is possible to find solutions that would not normally be
considered in multi-criteria optimization, which usually aims to minimize all parameters
of the objective function. The articles propose three different objective functions. The
first allows minimizing THDV in individual nodes, the second minimizes the APF cost
and the cost of power losses caused by higher harmonics, and the third is related to the
TDD of injected current at the point of common coupling (PCC). With this approach, the
decision-making function, assessing the impact of the APF connection to given network
nodes, simultaneously assesses the economic aspects of this solution, as well as the impact
of this solution on the high-voltage system to which the selected part of the power supply
system is connected. The final solution is, therefore, a kind of trade-off between the different
objectives that could be considered separately. Therefore, it is an approach that can be
applied in practical cases, allowing the definition of alternative goals (e.g., simplicity of
implementation).

6.2. Metaheuristic Methods

One of the first metaheuristic algorithms used in the area of active power filter place-
ment optimization were evolutionary algorithms, in particular genetic algorithms. Their
dominant feature is the use of an action pattern based on the theory of natural selection
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and evolution. The extraordinary efficiency of natural evolution in constructing complex,
well-adapted organisms inspired scientists to develop algorithms that search for good
(optimal in a given sense) solutions to given problems, using the techniques of competition,
reproduction, and evolution (crossover and mutation) that occur in nature (Figure 9).
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In the first publication of this group [136], the optimization problem was divided into
two stages. The first one omits the issue of the discrete power (size) set of APF devices. The
problem of continuous optimization is initially solved by the multiple gradient summation
(MGS) algorithm, which belongs to the traditional methods of nonlinear optimization. The
result of this algorithm then becomes the starting point of a second algorithm using the
differential evolution (DE) method. The latter algorithm already takes into account the set of
apparent powers of commercially available APFs. At this stage, it is also possible to model
the asymmetric connection of transformers. The proposed APF placement optimization
process was verified using a 23-node test system. Analysis of the results showed the
effectiveness of using this solution to optimize the APF placement in unbalanced radial
distribution systems. In another publication [111], the authors used two different genetic
algorithms. The first was used to reduce the value of the THDV factor in the nodes,
with the limit imposed on the maximum size of the APF, while the second performed the
opposite task, minimizing the current generated by the APF, with the limit imposed on
the maximum allowable value of the THDV factor in the nodes of the supply network.
The results of the algorithm were verified using the 18-node IEEE system, but in two
different topology variants: radial and ring. The results confirmed the effectiveness of the
algorithms. Similar results were achieved by the authors of other publications [112,113,137],
who in their research presented the possibility of combining the Matlab environment with
other packages (ATP, ETAP), in order to solve this optimization problem. However, the
disadvantage of these publications was the greatly-simplified test systems (11-node and
4-node), which do not allow for a good verification of the properties of the developed
algorithms. The genetic algorithms that were commonly used in optimization problems in
the past have gradually been replaced by other metaheuristic algorithms. However, the
use of genetic algorithms can also be found in current published works. In the publication
in [140], the authors used the optimization approach to compare the efficiency of active
and passive filtration performed with the help of shunt active power filters (SAPF) and
single tuned filters (STF), respectively. The algorithm was divided into two stages. In
the first step-by-step method, a solution (using passive or active systems) that meets
the THDV limits in accordance with the standards is determined. Second, the genetic
algorithm aims to determine a better solution, taking into account the minimum number
of filtration devices used. The results obtained in the study confirmed the advantage of
active power filters. In the next publication [123], the authors presented the results obtained
from the genetic algorithm, whose task was to optimally place the OUPQC devices (open
unified power quality conditioners). These systems are a combination of a series active
filter (compensating for unfavorable voltage components) and many active parallel filters
(compensating for unfavorable current components). An interesting new issue that appears
in the paper is the use of this approach already at the planning stage of the supply network,
considering its variability over time and the planned increase of the load power. The profit
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ratio, related to the costs to be incurred for this purpose, was adopted as the objective
function. The algorithm was verified by the authors on four different systems, 69- and
119-nodal IEEE systems, a 95-nodal fragment of the real power system (Iranian), and the
georeferenced distribution network. In our opinion, this type of work should be further
developed, because proper network planning is a big challenge in the face of the rapid
increase in demand for electricity in the world.

In the publications found in [112,121,141], the authors used fuzzy set theory to solve
the problem of optimal distribution of APFs. In such a case, modeling of the system requires
the use of fuzzy membership functions, and their proper selection is the determinant of
the final effect of the algorithm’s work, using the logic of fuzzy sets. In [114], the authors
divided the process of finding an optimal solution into two stages. In the first, using
the logic of fuzzy sets, the algorithm indicates nodes where the APF should probably be
connected. For this purpose, they developed three membership functions, which were
used in the decision-making process based on the sensitivity assessment. To implement the
second stage, the authors used the MAPSO (modified adaptive particle swarm optimization)
algorithm [154], its task was to determine the minimum values of the currents injected by
APF into the system (sizing), so as to meet the requirements of the IEEE-519 standard on the
maximum allowable value THDV in the system. According to the authors, this approach
allowed them to reduce the computational complexity of the APF distribution optimization
process. The proposed algorithms were simulated in 5- and 18-node test systems and
the optimization results obtained were better than those obtained by using the genetic
algorithm. However, the study did not compare the computation time of both approaches,
which could be used to assess the computational complexity of the algorithms. A similar
two-stage approach can be found in another publication [121], but here not only THDV,
but also the required APF currents were used as decision variables in the area of fuzzy
logic. In the first phase of the algorithm used by the authors, useful nodes are indicated, as
well as the initial powers of the APF devices. However, the final location, as well as the
selection of currents injected into the system by APF, is carried out by an algorithm named
by the authors as MABICA (modified adaptive binary imperialist competitive algorithm).
It is a modified version of the ICA (imperialist competitive algorithm) [155], which could
be described as a social equivalent of a genetic algorithm. It is a mathematical model and
computer simulation of human social evolution, while genetic algorithms are based on the
biological evolution of species. The comparison of the obtained results with others available
in the literature, carried out by the authors, showed the advantage of the proposed method.
According to the authors, this algorithm can be especially useful in the area of integer
programming. The disadvantage of the proposed approach may be the use of the fixed cost
of connecting the APF system, which undoubtedly simplifies the task of cost optimization.
However, the advantage is good performance when using more extensive test systems. In
the third article [141], the authors proposed a solution to the problem of optimal placement
of not only APF systems but also passive filters, which in combination could be described
as one of the forms of the HAPF system. For this purpose, they used the harmony search
algorithm [101] based on melody improvisation in a musical composition. The process of
composing in the strict sense is aimed at finding the perfect harmony when combining
the sounds of individual instruments. Therefore, the process is inherently similar to the
overall optimization process. The multi-criteria optimization task proposed in the article,
containing as many as four objective functions (min THDV, min THDI, min cost, and
min HTLL (harmonic transmission line loss)) required the development of an additional
decision function. It used fuzzy logic, which, together with the previously described trade-
off technique, allows one to find a satisfactory compromise between the adopted goals, and
the operation of the decision function in this case will be similar to the logic typical for a
human (Figure 10). The proposed algorithm was then analyzed in an 18-node test system
for three cases. In the first, only passive filters are connected, in the second, only APFs,
and in the third, their combination (i.e., HAPF filters). As a result, the authors indicated
the possibility of reducing compensation costs by using only HAPF systems. Minimizing
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the power of the active system can allow for a significant reduction in investment costs.
However, the study lacks an analysis of the impact of non-stationary loads, which in this
case may have a significant impact on the possibility of using the structure of the HAPF
system proposed by the authors.
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The harmony search algorithm was also used by the authors of [115] to solve the multi-
criteria problem of optimizing APF placement in a power supply system while maintaining
up to four indicators (THDV, HTLL, MLLF, APF costs) at an acceptable or standardized
level. This algorithm was modified by the authors and supplemented with the min–max
technique, which enabled the selection of end solutions and prevented the algorithm from
getting stuck in a local minimum. The authors tested the algorithm in three cases. In the
first case, the algorithm ignored the limitations of filter currents (size optimization); in
the second case, it took into account these limitations, thus, also optimizing the APF size.
In the third case, the results of the algorithm’s operation were compared with the results
obtained by genetic algorithms and PSO algorithms. IEEE 18 and 30 node systems were
used as test systems. From the comparison of the results obtained, the authors indicated the
advantage of the proposed solution. The modified harmony search algorithm determined
better solutions than those obtained as a result of the work of the GA and PSO algorithms,
especially in the area of optimization of the overall compensation cost and minimization of
the value of the THDV factor.

In the publication in [142], the authors proposed the use of the tabu search algorithm.
It is based on an iterative search of the solution space, remembering the last movements
made. Movements are remembered on a special taboo list, usually for a certain number of
iterations from the last use. The presence of a given traffic in the list means that it cannot
be redone for a certain period of time; this is to prevent or at least reduce the likelihood of
loops and, thus, avoid the algorithm becoming stuck at the local extreme. The optimization
example using a 20-node system used in the publication does not provide full information
on the efficiency and effectiveness of the proposed algorithm. The initial THDV values are
slightly higher than the allowed values (THDVmax = 6.56%), and the nonlinear loads are
described with only three harmonics. The study also lacks a proper discussion of the results,
not to mention a comparison of the proposed solution with other methods described in
the literature.

By far the largest number of articles on the optimization of APF placement concern
the use of algorithms that mimic nature. In the publication in [149], the authors used
the ant colony system algorithm for this purpose. The purpose of this algorithm was
to minimize power losses and maintain the THDV factor and RMS voltage values at a
level that was consistent with the standards. In each of the steps, the authors used the
technique of searching for food by an ant colony, which initially moves in a chaotic manner.
However, when an individual finds food, the ants begin to look for a shorter and shorter
path, marking the paths with pheromones. The size of the ant colony used in the search
for a solution was half the number of nodes to which the APF could be connected. The
value of active power losses was calculated in the algorithm for each of the ‘ants’. The
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one with the lowest value was considered the best solution. The ants then moved to the
next node according to the designated levels of the pheromones that connect the nodes.
The algorithms RDPF (radial distribution power flow) [156] and HPF (harmonic power
flow) [157] were used to determine system power losses in each of the steps (Figure 11).
In the optimization example, of an exemplary 13-node system used by the authors, 35
iterations were required to obtain a solution. However, the example used is not entirely
convincing, because while the authors showed a 30% decrease in active power losses for
the fundamental component, the adopted models of nonlinear loads did not introduce
sufficiently large distortions. Before the modification, the value of the THDV factor was
within acceptable standards and amounted to approximately 3.5%. After optimization, it
dropped to about 3%. Therefore, there is no clear evidence that the algorithm would be
effective in a situation of significant voltage waveform distortion.
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In the publication in [117], the authors used an algorithm based on individual and
group behaviors of E. Coli, referred to in the literature as BFOA (bacterial foraging op-
timization algorithm). The feeding method of a given species was created as a result of
many years of evolution, gradually evolving towards an increasingly effective solution.
In the case of E. Coli bacteria, the feeding process can be divided into four basic stages:
chemotaxis, swarming, reproduction, and elimination and dispersal. The first one decides
whether the bacteria should move in a specific direction or take a random direction. The
second represents the way of moving when finding food that is already carried out by a
swarm of bacteria, which takes place in the form of concentric patterns. In the third stage,
the weakest bacterium dies and the healthiest one divides, which maintains the number
of bacteria at a constant level. The last stage represents gradual or rapid changes in the
size of the population (e.g., due to food loss). The process of optimizing the cost function
takes place at the swarming stage. In this article, there is no detailed description of the
mathematical relationships used, and some of the coefficients in the equation were defined
as ‘chosen judiciously’. Therefore, it is difficult to assess the impact they had on the final
result. Furthermore, the four-node test model does allow for a clearly positive assessment
of the results, including the advantage indicated by the authors in terms of the speed of
determining the result in relation to the GA algorithm. Such a defined conclusion would
definitely require a greater number of compared optimization results at different levels of
complexity of the test system.

In another publication in this series [139], the authors presented the properties of the
COA (cuckoo optimization algorithm) algorithm. The aim of the algorithm was to minimize
the value of the THDV factor, improve the voltage quality (including the improvement of
symmetrization), and minimize the active power losses. To evaluate the properties of the
algorithm, the authors used extensive test systems: 123 nodes and 25 nodes. The authors
compared the results obtained through simulations with the results of optimization of
the same task using the gravitational search algorithm (GSA) [158], artificial bee colony
(ABC) [159], and differential evolution algorithm (DE) [160]. As a result, they showed
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the advantage of their proposal in the area of speed of obtaining the optimal solution,
which is undoubtedly of great importance in optimizing the operating point of extensive
power systems.

In the publication [149], the authors discuss the very current problem of the impact
of a large number of renewable energy generation systems and electric vehicle charging
stations on power quality in the supply system. They can cause voltage disturbances and
an increase of the harmonic content of current and voltage waveforms. To eliminate their
negative impacts, the authors of the publication proposed a method of APF placement
optimization that uses a multi-criteria objective function to improve the stability of the
voltage value, minimize THDV, and minimize the investment cost. As a tool to achieve
this goal, they used the DDFA (dynamic discrete firefly algorithm), which is inspired by
the social behavior of fireflies in the search process for their partners. The authors also
indicated the need to find a global optimum, but also to track this optimum in a problem
space along with environmental changes that will result from the nondeterministic nature
of this optimization problem. Therefore, they decided that a dynamic version of the firefly
algorithm should be used, which was equipped with a special function that tracks the
population brightness peaks in the current search space. In order to test the algorithm’s
performance, the authors used a 16-node system and compared the results with those
obtained by using three other algorithms: the static firefly algorithm (SFA), the hybrid
improved genetic algorithm (HIGA), and the dynamic PSO. To compare the algorithms,
they introduced an additional coefficient, which was the quotient of the number of the best
solutions to the number of cycles performed. The results obtained from the comparison
and the results from the optimization itself showed the high effectiveness and efficiency of
the proposed algorithm.

Four further publications [118–120,150] have presented the properties of the grey wolf
optimizer (GWO) algorithm. It is based on the social hierarchy, encircling prey, hunting,
exploitation, and exploration of grey wolves. In each pack of wolves, the strongest individ-
ual (alpha), two leaders (beat and delta), and the remaining members of the pack (omega)
can be distinguished. The results of solving the optimization problem can be divided in a
similar way. During the ongoing hunt, wolves circle their prey following the alpha (the
best solution) and the beta and delta individuals (the two next best solutions), taking a
random position in relation to the prey. In individual steps of the algorithm, alpha, beta,
and gamma determine the probable location of the victim, and omega individuals update
their position around. When the victim stops moving, the wolves attack (exploitation),
which ends the hunt (solution found). In the process of exploration, search agents move
away from, or toward, the victim, which allows the algorithm to avoid getting stuck at
a local minimum. In publications, we can find a comparison of the results of the GWO
algorithm operation with the following algorithms:

• whale optimization algorithm (WHA) and dragonfly algorithm (DA) in the publication [118];
• particle swarm optimization (PSO) and harmony search (HS) in the publication [120].

As a test system, the authors used a 33-node radial system in [118–120], and a 69-node
system in [150]. The last article concerned the properties of the GFO algorithm in its
adaptive version (AGFO), which could be used in the event of a variable level of disturbance
content, e.g., in systems containing distributed renewable energy generation systems. The
examples developed by the authors showed an advantage in both the speed of finding the
optimal solution and in the stability of the algorithm during the entire process of solving the
optimization problem. However, the use of a radial system with nonlinear loads connected
only at the ends of a branch is not the best example when assessing the properties of the
optimization algorithm for APF placement in the power supply system. From a simple
analysis of such a system, it is obviously best to select nodes containing nonlinear receivers
as the most appropriate for a possible APF connection. Therefore, in a 33-node system
with three nonlinear loads [118], combinatorial optimization could be used, which would
provide a very fast solution to the problem. In the publications [119,120], the authors used
four loads, while in [150] there were eight of them, but still all eight were located at the
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ends of the branch. It would be interesting to compare the same methods (GWO, WHA,
DA, PSO, DF) using test systems other than those proposed by the authors so far.

The largest group of articles in the field of APF distribution optimization concerns
the use of the PSO (particle swarm optimization) algorithm [116,143–147]. This algorithm
was developed on the basis of herd behavior (e.g., birds, fish). From the results of the
observation of herd behavior, scientists derived the four most important characteristics:

• traffic safety, which ensures the ability to move in space without the risk of collision;
• spreading, to establish minimum distances between individuals;
• grouping, to establish maximum distances between individuals;
• orientation, or the ability to find specific points in a given space.

However, when developing the PSO algorithm, only the ability to group and orientate
was used. It was found that both traffic safety and the ability to spread did not improve
the algorithm’s effectiveness and only extended the time of searching for a solution. After
eliminating these features, it turned out that the movement of the algorithm’s dataset
elements resembles the behavior of a swarm rather than a herd. That is why individual
individuals are called particles and the entire population is called a swarm. This stochastic
algorithm is used to optimize real continuous nonlinear functions. However, variants
in which solutions are binary vectors, integer vectors, or permutations have also been
developed. In analyses of the use of APF, the discrete version, i.e., DPSO, is most often used.
In [116], the authors used a multi-criteria objective function that included THDV, total
APLC current, MLL, and HTLL. They used an 18-node IEEE system for verification. The
authors compared the results obtained with the results obtained with the use of the genetic
algorithm. They showed that the PSO algorithm is more effective and the results are better
from the point of view of using them in the power supply system. The authors obtained
even better results as a result of the development of a modified DPSO algorithm [143].
In this optimization method, DPSO was developed using genetic algorithm operators
to increase the diversity of optimizing variables. The results of the algorithm, which the
authors called MDPSO, were compared with those obtained using DPSO, genetic algorithm,
simulated annealing, and discrete nonlinear programming, and showed the higher accuracy
of their proposal. A similar approach can be found in the article in [145]. The authors
proposed an algorithm called GA-I-PSO (GA-based initialization for PSO). They showed
that such a hybrid approach allows shortening the computation time by 75% compared
to the solution using only genetic algorithms. In the article in [144], the authors used the
classic PSO algorithm and the objective function to minimize active power losses. They
used a 37-node IEEE test system to evaluate the operation of the algorithm. In the results,
they also indicated the possibility of connecting several smaller filters in place of one
that would have greater power. However, the work does not compare the results of this
algorithm with others, so the discussion of the results only assesses the possibility of using
this type of algorithm in the area of optimizing APF placement in the system. In the article
in [146], the authors proposed the use of a CPD (custom power device), which would enable
reactive power compensation and improve the qualitative parameters of the grid voltage
in real time. As input data, they decided to use the measurement data of online smart
meters and compensators located in selected ‘optimal’ nodes. They used two different PSO
algorithms for this purpose. The first, based on the worst-case scenario, with all nonlinear
receivers turned on working at maximum power, determined the placement of CPD circuits
in the system. The second determined the optimal currents that should be generated by
CPD systems already in the normal operating mode of the power supply system, based
on the results of smart meters’ measurements. Therefore, this is not a typical approach
to the placement of APF devices in a power supply system, as these systems typically do
not have the possibility of global control over the generated reference currents. In the last
article by this group [147], the authors proposed a modification of the PSO algorithm that
takes into account many objective functions, called MOPSO (multi objective particle swarm
optimization). They also presented exemplary optimization results for an IEEE 18-node
system, using both the PSO and MOPSO algorithms. The analysis of the results showed
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that the results obtained with the use of the MOPSO algorithm were better. In addition,
the authors also indicated the possibility of using this optimization method in the global
cooperation system of APFs (e.g., initial phase values), the purpose of which would be
smarter and more economical elimination of higher harmonics from currents and voltages
waveforms. In the latest publication in this field [122], the PSO algorithm was used to
optimize the placement of cooperating VDAPF (voltage detection active power filter) and
SVG (static VAR generator) systems. The authors divided the optimization algorithm into
two stages. In the first, the partitioning algorithm performs an initial selection of nodes into
regions based on sensitivity issues. For this purpose, it alternatively uses DNSS (dominant
nodes single sensitivity) or DNIS (dominant nodes integrated sensitivity) algorithms. Then,
based on the results of this selection, the PSO algorithm makes the final selection of nodes
in which a combination of VDAPF and SVG systems can be used, taking into account both
the minimum investment costs and the minimum operating costs of these systems. To
verify the algorithm, the authors used two test systems: 33 nodes and 69 nodes. The results
compared, confirmed the effectiveness of the proposed algorithm.

7. Discussion

This review presents an overview of the work and research directions concerning the
optimization of placement and sizing of active power filters in supply networks. The use
of APFs allows one to improve power quality, and their optimal placement is important
in terms of achieving set goals and reducing installation costs. As shown in this review,
authors present different approaches to the optimization problem, in terms of the objective
functions and the optimization algorithms used. In most cases, these works seem to be an
attempt to show the advantages and possibilities of specific optimization methods, and do
not represent a general approach to the problem of the placement of active power filters.
Nevertheless, in some of the works, a similar approach has been applied with respect to
objective functions and optimization constraints, which is shown in Table 2. However, the
publications do not have a common test system and a uniform description of the problem,
which would allow for direct comparison of the results and analyses made by the authors.
Very rarely do the authors also refer to real, large power systems, which would allow for a
comparative analysis of the efficiency of individual optimization methods.

When analyzing the methods used to optimize the placement, it should be noted that
PSO algorithms were used in by far the largest group of articles. These are also the latest
articles, which resulted from the great popularity of the PSO algorithms in various fields of
science in recent years.

According to the authors of this review, further research related to the optimization of
the sizing and placement of active power filters may concern the efficiency of optimization
processes in the case of large, extensive low-voltage networks, e.g., networks of large
industrial plants (mining industry, refineries, etc.). Such optimization may bring real effects
in improving power quality, reducing installation costs, and real economic savings. In
addition, an interesting research direction seems to be optimization with global control of a
group of active power filters, in which it would be possible to generate current (or voltage)
waveforms different from those that result from the connection point of the APF device.
In this case, in addition to optimal APF sizing and placement, a second algorithm would
be needed to find the optimal operating point of the power grid, taking into account the
current load. The placement and sizing of the APF itself would depend on the load range
in some nodes and not the set operating point at the node of placement.

In the area of solving the problem of APF placement, a new trend can also be found
related to the dynamic growth of machine learning, which is already used in other problems
of widely understood power quality [161,162]. An example of such a trend may be the
use of neural networks in APF control algorithms [41–45]. This approach was previously
analyzed in the area of passive filter optimization [163], but can also be found in the area
of active power filters. It was used by the authors of the publication [152], who used
decision trees [164] in their solution. Decision trees enable the development and solving
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of a decision plan (decisions and possible consequences). As a result of machine learning,
using the data mining method, knowledge is extracted, which in this case will be related to
the decision to connect an APF or not to a given node. Therefore, it requires a preliminary
analysis of the power supply system based on a set of examples. In the article in [152], the
authors presented three different route design schemes for the decision tree. The first one
used node indexes (this approach requires a proper hierarchical structure of the system),
the second one was based on THDV values in individual nodes, which were sorted in
descending order. The third one used ascendingly sorted APF currents. In addition, the
decision-making process was equipped with a method to assess whether the benefits of
connecting a new APF or moving an existing one to a new location are greater. To evaluate
the algorithm, the authors used a 17-node test system, in which they conducted the APF
placement optimization process for the power loss minimization criterion and the cost
criterion. The results of the operation, compared to the ‘brute force’ method, showed both
the effectiveness and efficiency of the proposed algorithm.

In summary, the problem of sizing and placement optimization of active power filters
discussed in the review is an interesting and important issue, and further technological
progress in the field of control and communication systems allowing for a global approach,
as well as machine learning methods, will result in further development of research related
to APF placement optimization.
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Abbreviations

APF Active Power Filter
APLC Active Power Line Conditioner
APQC Active Power Quality Conditioner
AGFO Adaptive Grey Wolf Optimizer
AC Alternating Current
ACS Ant Colony System
ABC Artificial Bee Colony
BFOA Bacterial Foraging Optimization Algorithm
COA Cuckoo Optimization Algorithm
CPD Custom Power Device
CSI Current-Source Inverter
DE Differential Evolution
DPSO Discrete Particle Swarm Optimization
DNIS Dominant Nodes Integrated Sensitivity
DNSS Dominant Nodes Single Sensitivity
DA Dragonfly Algorithm
DDFA Dynamic Discrete Firefly Algorithm
EA Evolutionary Algorithm
GA-I-PSO GA-Based Initialization for PSO
GBDT Generalized Benders Decomposition Theory
GA Genetic Algorithm
GSA Gravitational Search Algorithm
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GFO Grey Wolf Optimizer
HD Harmonic Distortion
HPF Harmonic Power Flow
HTLL Harmonic Transmission Line Loss
HS Harmony Search
HAPF Hybrid Active Power Filter
HIGA Hybrid Improved Genetic Algorithm
IRPC Instantaneous Reactive Power Compensator
MABICA Modified Adaptive Binary Imperialist Competitive Algorithm
MAPSO Modified Adaptive Particle Swarm Optimization
MDPSO Modified Discrete Particle Swarm Optimization
MLL Motor Load Loss
MOPSO Multi Objective Particle Swarm Optimization
MGS Multiple Gradient Summation
NP Non-deterministic Polynomial
OUPQC Open Unified Power Quality Conditioner
PSO Particle Swarm Optimization
PCC Point of Common Coupling
PF Passive Filter
PQ Power Quality
RDPF Radial Distribution Power Flow
RMS Root Mean Square
SAPF Shunt Active Power Filter
STF Single Tuned Filter
SFA Static Firefly Algorithm
SVG Static VAR Generator
TDD Total Demand Distortion
THD Total Harmonics Distortion
THDV Total Harmonics Distortion of Voltage
TIF Telephone Interference Factor
UPQC Unified Power Quality Conditioner
VDAPF Voltage Detection Active Power Filter
VSI Voltage-Source Inverter
WHA Whale Optimization Algorithm
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