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Abstract: The purpose of this study was to develop a process to convert input signals from one
facility into another by reflecting geometric and environmental settings. The Dynamic Energy
Transport and Integration Laboratory (DETAIL) is one facility in development that aims to emulate
the daily interactions among power production industry systems and be capable of receiving real-
time data from those systems as inputs. To convert signals and ensure that the temporal sequences
and magnitudes reflect the laboratory settings, the ability to scale and project data is essential. To
demonstrate this ability, Dynamical System Scaling (a methodology that enables systems to scale
and project or extrapolate datasets to desired environments while conserving the observed transient
behavior based on first principles) was applied to DETAIL’s thermocline thermal storage system in
the Thermal Energy Distribution System. The thermocline system was successfully scaled and a test
case was conducted to generate a doubly accelerated energy charge and discharge in reference to
past experimental data from the facility. The accelerated data were determined as able to conserve
the amount of energy stored and the associated test boundary conditions were charge line maximum
temperature, charge line velocity, and thermocline maximum temperature at 354 ◦C, 0.458 m/s, and
418 ◦C, respectively. The research results represented a case that required signals to be accelerated
without altering the stored energy.

Keywords: integrated energy system;thermal storage system; thermocline thermal storage system;
Dynamical System Scaling; design extrapolation; data extrapolation

1. Introduction

Integrated energy systems (IESs) are crucial components for maximizing the efficiency
of energy usage and complying with growing power demands [1]. The current state of
power supply is a superposition of all available power production methodologies, including
fossil fuel, nuclear, solar, wind, and others [2]. The coordination of these components is
essential to avoid instances of energy waste and outage during emergencies. Recent
representative examples of outages and imbalances in grid load were observed in Texas in
2021, when record-breaking low temperatures simultaneously impacted energy production
and increased power demand [3], and in Argentina in 2022, when prolonged unexpectedly
high temperatures decreased power production efficiency, increased power demand, and
eventually affected the supply of quality water as purification systems could not be operated
at full capacity [4]. Some of the typical mitigations of these events include temporarily
limiting energy usage, importing electricity from neighboring grid operators, utilizing
stored energy or load shedding [5]. The role of IESs is to dynamically respond to parameters
such as power demand, grid frequency, and grid load balance. At a given time of day, as
power usage and power production (especially for renewable energy sources) fluctuates,
IESs not only have the potential to regulate power production distribution based on each
individual power utility but can also automatically turn on energy storing mechanisms
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(hydrogen production, thermal storage, etc.) for times of unavoidable cases of excess energy,
thereby preventing grid frequency increase [6].

The IES that is represented in the Dynamic Energy Transport and Integration Labora-
tory (DETAIL) is a combination of thermal storage, battery testing, hydrogen production,
electrical vehicle charging, a digital real-time power grid, distributed energy and micro-
grid, power plant operation, and a non-nuclear microreactor experimental testbed [1].
The goal is to have each system communicate and emulate an IES environment. This
includes receiving external signals from industry utilities as inputs to enable real-time
data-driven experiments. One component to consider is the design of the experiments
when one DETAIL system is interacting with another. Since each facility in DETAIL is
an individual specialized group, the physical ties between the systems are uncharted
boundaries and for every new experiment design, the integral effects on all systems must
be evaluated. Another component to consider is how to translate the industry data into
lab configurations. Lab-scale facilities are downscaled versions of industry-scale power
plants or energy processing utilities and inputting raw data would not realistically match
lab configurations. For this purpose, a data post-processing step is required to convert
output data into configurable input data in the correct sequence, based on physics (i.e.,
when industry-scale data comprise data points for every hour, each data point needs to be
converted to correspond to a lab-scale data point).

The purpose of this research was to implement Dynamical System Scaling (DSS) to
project, extrapolate or derive initial and boundary conditions, datasets, and new tests based
on existing knowledge and generated data from each target application for the facility
in question. The DSS methodology is a time-dependent scaling procedure that allows
variations in system parameters that are defined by design objectives, the detection of
transient distortions, and unique illustrations of generated data [7]. Out of the numerous
capabilities provided by DSS, the data synthesis and scaling analysis tools are of particular
interest. The utilization of both tools grants users the ability to analyze critical data,
considering first- and second-order effects, and the mathematical algorithms to perform
such activities are codable.

One example of using the DSS scaling analysis tools to engineer components is the
optimization of the core makeup tank (CMT) from Westinghouse AP1000, which was
simulated via RELAP5-3D [8]. Using developed DSS code in RAVEN, the CMT was
downscaled in size while maintaining the same draining time. Another example is the
downscaling of the Experimental Breeder Reactor-II metallic fuel rods to shorten the
required irradiation time [9]. Based on neutronics, reactor physics, and thermohydraulics,
the fuel rod geometry for the desired irradiation time was determined. The application of
DSS and other modern scaling techniques to systems and models that are developed under
the integrated energy system (IES) program constitutes a logical continuation of previous
IES work, in which systems were analyzed using traditional scaling approaches [10].

To apply the test extrapolation case, our research team selected a thermocline thermal
storage system (TTSS) in the Thermal Energy Distribution System (TEDS) facility of the
Idaho National Laboratory (INL), which is part of DETAIL under the IES program. One
of the missions of the IES program is to optimize thermodynamic and financial efficiency
through system integration [11]. The TEDS facility was designed to demonstrate thermal
system functions for the generation, storage, delivery, and use of high-quality energy prod-
ucts to support industrial processes and grid infrastructure [12]. Through the modulation
of flow rate and heat input, which are controlled by electrical heaters to emulate the steam
from nuclear power plants (NPPs), thermal energy is transferred to heat storage systems
or heat customers. This functionality is beneficial for NPPs since the most efficient and
economic mode of operation is constant thermal power. When the energy demand requires
a ramp-down in power from an NPP, it is unlikely that procedures would be initiated for
power adjustments due to possible safety and economic repercussions. The ability to store
or sell thermal energy is one way to deal with excess energy production while meeting
energy demand.
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Currently, the validation activity for the TEDS model is being conducted in Dymola
(Modelica-based) with collected TEDS facility data [13]. The simulation covers transient
physics-based models for scaled-up IESs, including NPP designs from Westinghouse and
NuScale Power. Coupling reactor modules with heat transfer loops to test the feasibility of
heat extraction from NPPs requires the simulation of the system performance in advance.
The simulation must be capable of reproducing experimental results. Therefore, a set of
representative experiments need to be defined and used to validate the models against
experimental results. For validation cases, such as that of TEDS, the current research
focused on projecting data and the required operational conditions to accelerate the charge
and discharge process of a TTSS as a potential future test design that could support code
validation.

2. Materials and Methods
2.1. TEDS Overview

The TEDS facility is one of the energy storage systems in DETAIL, which specializes
in thermal charge, storage, and discharge. It comprises the following seven components:
a therminol tank, oil–glycol heat exchanger (HX), filtration system, driving pump, heat
injection system, TTSS, and therminol regulation system (as shown in Figures 1 and 2 [11]).

Figure 1. A TEDS schematic [11].

Starting from the tank repository, therminol 66 (the fluid used to transport heat)
is driven through the heat injection system, which consists of a heat source HX and a
Chromalox heater to ramp up the fluid temperature, to transfer the desired amount of heat
to the TTSS. Both heat supply systems are installed to allow TEDS to run in DETAIL in
dependent or independent mode. The dependent mode physically injects heated fluid
from other DETAIL facilities into the heat source HX whereas independent mode generates
heat from the Chromalox heater. As previously mentioned, DETAIL is a multicomponent
integrated system that connects power grids to energy storage systems, electrical utilization,
distributed microgrids, and other infrastructures that are built within or outside of INL [1].
When in-house or external real-time heat output data are provided as digital signals, the
output signals are used as time-dependent inputs to regulate the Chromalox heater and
emulate real-time heat storage. To demonstrate this capability with reference to normal and
emergency grid operations, the INL real-time power simulation test platform and the TEDS
networks were connected to be tested. The anticipated external heat output sources were
renewable energy, fossil fuel power, nuclear power, and other possible industrial processes
that produce excess heat. The generated TEDS data could also serve as a data source to
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validate models in transient physics-based models that simulate the interactions between
hybrid energy systems and nuclear power plants.

Figure 2. A picture of TEDS with a heat exchanger.

2.2. Dynamical System Scaling

The DSS approach to system scaling is based on transforming the typical view of
a process into a special coordinated system in terms of the parameter of interest and its
agents of change [14]. By parameterizing a process using a time term, which is introduced
later in this section, the reproduced data can be converted into the special three-coordinate
system (also called the phase space) and form a geometry with curves along the surface
that contain invariant and intrinsic properties. The remainder of this section is a review of
DSS theory, which was introduced into publications by Reyes [7,14,15] and was used in this
analysis for the thermocline scaling. The parameter of interest is defined as a conserved
quantity within a control volume:

β(t) =
1

Ψ0

∫∫∫
V

ψ(~x, t)dV (1)

where β is defined as the volume integral of the time- and space-dependent conserved
quantity ψ when normalized by a time-independent value Ψ0, which characterizes the
process. The agents of change are defined as the first derivative of the normalized parameter
of interest:

ω =
1

Ψ0

d
dt

∫∫∫
V

ψ(~x, t)dV =
∫∫∫

V

(
φv + φ f

)
dV +

∫∫
A

(
~j ·~n

)
dA−

∫∫
A

ψ(~v−~vs ·~ndA)dA (2)

The changes are categorized into three components: volumetric, surface, and quantity
transport. The agents of change are also the sum of the individual agents of change:
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ω =
1

Ψ0

d
dt

∫∫∫
V

ψ(~x, t)dV =
n

∑
i=1

ωi (3)

The relationship between ω and β is the following:

ω(t) =
dβ

dt

∣∣∣∣
t
=

n

∑
i=1

ωi (4)

where ω is the first derivative of the reference time. As defined in Einstein and Infeld, time
is a value that moves in constant increments [16]. The process-dependent term in DSS is
called process time:

τ(t) =
β(t)
ω(t)

(5)

To measure the progression difference between the reference time and process time in
terms of the reference time, the idea of temporal displacement rate (D) is adopted:

D =
dτ − dt

dt
= − β

ω2
dω

dt
(6)

The interval of the process time is:

dτ = τs = (1 + D)dt (7)

Applying the process action to normalize the phase space coordinates produces the
following normalized terms:

Ω̃ = ωτs, β̃ = β, t̃ =
t
τs

, τ̃ =
τ

τs
, D̃ = D (8)

The scaling relationship between the prototype and model can be defined for both β
and ω and represents the scaling of the parameter of interest and its corresponding agents
of change (or the frequency obtained from the units of time):

λA =
βM
βP

, λB =
ωM
ωP

(9)

where the subscripts M and P stand for the model and prototype, respectively. The
application of these scaling ratios to Equations (5), (6), and (8) provides the scaling ratios
for other parameters as well:

tM
tP

=
λA
λB

,
τM
τP

=
λA
λB

,
β̃M

β̃P
= λA,

Ω̃M

Ω̃P
= λA,

τ̃M
τ̃P

= 1,
DM
DP

= 1 (10)

The normalized agent of change is the sum in the same respect:

Ω =
k

∑
i=1

Ωi (11)

The ratio of Ω is expressed in the following alternative form:

ΩR =
ΩM
ΩP

=
∑k

i=1 ΩM,i

∑k
i=1 ΩP,i

=
ΩM,1 + ΩM,2 + . . . + ΩM,k

ΩP,1 + ΩP,2 + . . . + ΩP,k
(12)

By the law of scaling ratios, the following must be true:

λA =
ΩM,1

ΩP,1
, λA =

ΩM,2

ΩP,2
, . . . , λA =

ΩM,k

ΩP,k
(13)
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3. Thermal Energy Distribution System–Thermocline Thermal Storage System
Equation Scaling

The TTSS sits between the hot and cold lines that allow flows from either section,
depending on the operation mode [11]. The following sections characterize the conversation
rules and non-dimensionalize the process when necessary.

3.1. Mass Flow Rate

When the mass flow rate from the inlet is m, then by conservation of mass, the mass
flow rate within the TTSS must be the equivalent:

ṁ = ρinvz,inπR2
in = ρthvz,thεπR2

th (14)

where ρin is the inlet density, ρth is the TTSS density, vz,in is the inlet axial velocity, vz,th is
the TTSS axial velocity, Rin is the inlet pipe radius, ε is the porosity (ratio of fluid to filler),
and Rth is the TTSS fluid tank radius. The TTSS axial velocity is the following:

vz,th =
ρinR2

invz,in

ρthεR2
th

(15)

3.2. Conservation of Mass

In cylindrical coordinates, the compressible conservation of mass is:

∂ρth
∂t

+
1
r

∂(ρthrvr,th)

∂r
+

vθ,th

r
∂(ρthvθ,th)

∂θ
+

∂vz,th

∂z
= 0 (16)

where vr,th is the TTSS radial velocity and vθ,th is the TTSS azimuthal velocity. By expanding
the terms and ignoring the radial and azimuthal velocities, the differential density is:

∂ρth
∂t

= −vz
∂ρth
∂z
− ρth

∂vz

∂z
(17)

3.3. Conservation of Momentum

In cylindrical coordinates, the compressible conservation of momentum in the axial
direction is:

D(ρthvz,th)

Dt
= −∂P

∂z
+ µth

(
1
r

∂

∂r

[
r

∂vz,th

∂r

]
+

1
r2

∂2vz,th

∂θ2 +
∂2vz,th

∂z2

)
(18)

where P is the TTSS internal pressure. By expanding the terms, the differential axial velocity is:

∂vz,th

∂t
= −

vz,th

ρth

∂ρth
∂t
− 1

ρth

∂P
∂z

+ ν

(
1
r

∂vz,th

∂r
+

∂2vz,th

∂r2 +
∂2vz,th

∂z2

)
(19)

3.4. Conservation of Energy

From Konor et al. [11], the thermocline heat transfer equation that characterizes
the energy conservation of a fluid flow through porous media for low- and no-flows is
(originally from Gunn (1978) [17] and modified in [18]):

ρthcP,thεπR2
thdz

∂Tth
∂t

= ρthεπR2
thvz,th(hz − hz+dz) + hcSr

(
Tf r − Tth

)
dz + Q̇losses (20)

where ε is the porosity, hz is the specific enthalpy of the current node, hz+dz is the specific
enthalpy of the next axial node, hc is the convective heat transfer coefficient between the
fluid and filler, S f r is the heat transfer area of filler per unit length of the tank, Tf r is the
filler temperature, Tth is the TTSS fluid temperature, dz is the axial distance between each
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node, and Q̇losses is the heat conduction through the walls. When the specific enthalpy is
replaced by the specific heat and temperature at the node, the heat transfer equation is:

ρthcP,thεπR2
thdz

∂Tth
∂t

= ρthεπR2
thvz,th(cP,z,thTth,z − cP,z+dz,thTth,z+dz)

+ hcSr

(
Tf r − Tth

)
dz + Q̇losses

(21)

By dividing both sides by dz and considering the specific enthalpy difference portion
as a form of first-order forward numeric differentiation, the difference can be rewritten as
the spatial first derivative of the specific enthalpy in the axial direction:

ρthcP,thεπR2
th

∂Tth
∂t

= ρthεπR2
thvz,th

∂(cP,thTth)

∂z
+ hcSr

(
Tf r − Tth

)
+

Q̇losses
dz

(22)

By using Equation (15) for the TTSS axial velocity and expanding the terms, it can be
reorganized as:

∂Tth
∂t

=
ρinR2

invz,in

ρthcP,thR2
th

(
Tth

∂cP,th

∂z
+ cP,th

∂Tth
∂z

)
+

hcSr

(
Tf r − Tth

)
ρthcP,thεπR2

th
+

Q̇losses

ρthcP,thεπR2
thdz

(23)

The wall losses can be expressed by representing the heat transfer radially across the
wall to the outer ambient air:

∂Tth
∂t

=
ρinR2

invz,in

ρthcP,thR2
th

(
Tth

∂cP,th

∂z
+ cP,th

∂Tth
∂z

)
+

hcSr

(
Tf r − Tth

)
ρthcP,thεπR2

th

+
πR2

w

ρthcP,thεπR2
th

(
k
r

∂Tw

∂r
+

∂k
∂r

∂Tw

∂r
+ k

∂2Tw

∂r2

) (24)

where Tw is the wall temperature.

3.5. System Discretization

The key is to consider which node represents the entire TTSS, including the inlet, outlet,
and wall nodes. For this study, the central mid-axial node was selected. It is assumed that
the first derivatives in the advective term are an nth-order central numerical discretization
in the axial direction that spanned from the inlet to the outlet and that ∆z is a sufficiently
small uniform grid. Then, Equation (24) changes to:

∂Tth
∂t

=
ρinR2

invz,in

ρthcP,thR2
th

(
Tth

[±Ai−n/2cP,th,i−n/2 ∓ · · · ∓ Ai+n/2cP,th,i+n/2

∆z

]

+cP,th

[±Ai−n/2Tth,i−n/2 ∓ · · · ∓ Ai+n/2Tth,i+n/2

∆z

])
+

hcSr

(
Tf r − Tth

)
ρthcP,thεπR2

th

+
R2

w

ρthcP,thεR2
th

(
k
r

∂Tw

∂r
+

∂k
∂r

∂Tw

∂r
+ k

∂2Tw

∂r2

)
where A is the coefficient of the corresponding nth-order central discretization and the end
points at nodes i− n/2 and i + n/2 are the inlet and outlet, respectively. Similarly, the wall
radial discretization can be mth-order forwarding with ∆r as the uniform radial spacing:
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∂Tth
∂t

=
ρinR2

invz,in

ρthcP,thR2
th

(
Tth

[±Ai−n/2cP,in ∓ · · · ∓ Ai+n/2cP,out

∆z

]

+cP,th

[
±Ai−n/2Tin ∓ · · · ∓ Ai+n/2Tout

∆z

])
+

hcSr

(
Tf r − Tth

)
ρthcP,thεπR2

th

+
R2

w

ρthcP,thεπR2
th

(
k
r

[±Bi,jTw,i,j ∓ · · · ± Bi,j+mTw,i,j+m

∆r

]
+

[±Bi,jki,j ∓ · · · ± Bi,j+mki,j+m

∆r

][±Bi,jTw,i,j ∓ · · · ± Bi,j+mTw,i,j+m

∆r

]
+k
[±Ci,jTw,i,j ∓ · · · ± Ci,j+mTw,i,j+m

∆r2

])

(25)

where nodes (i, j) and (i, j + m) are the inner wall and outer ambient locations, respectively.

3.6. Non-Dimensionlization

The TTSS fluid temperature Tth, inlet fluid temperature Tin, outlet fluid temperature
Tout, inner wall temperature Ti,j = Tw, outer ambient temperature Ti,j+m = Tamb, and
inlet velocity vz,in are variables that are available from TEDS data. These variables are
non-dimensionlizable in the following form:

T+
th =

Tth
Tth,0

, T+
in =

Tin
Tin,0

, T+
out =

Tout

Tout,0
, T+

w =
Tw

Tw,0
, T+

amb =
Tamb

Tamb,0
, v+z,in =

vz,in

Tz,in,0
(26)

Using Equations (27) and (28), the conservation of energy can be successfully non-
dimensionlized to satisfy the DSS requirements:

∂T+
th

∂t
=

ρinR2
invz,in,0v+z,in

ρthcP,thR2
th

(
T+

th

[±Ai−n/2cP,in ∓ · · · ∓ Ai+n/2cP,out

∆z

]

±
Ai−n/2cP,thTin,0T+

in
∆zTth,0

∓
cP,th

Tth,0

· · ·
∆z
∓

Ai+n/2cP,thTout,0T+
out

∆zTth,0

)
+

hcSr

(
Tf r − Tth

)
ρthcP,thεπR2

thTth,0

+
R2

w

ρthcP,thεπR2
thTth,0

(
k

r∆r
[
±Bi,jTwT+

w ∓ · · · ± Bi,j+mTamb,0T+
amb
]

+

[±Bi,jki,j ∓ · · · ± Bi,j+mki,j+m

∆r

][±Bi,jTw,0T+
w ∓ · · · ± Bi,j+mTamb,0T+

amb
∆r

]

+k

[
±Ci,jTw,0T+

w ∓ · · · ± Ci,j+mTamb,0T+
amb

∆r2

])

(27)

As described in Equation (9), the ratio between the parameters of interest and agents
of change for the model and the prototype are λA = βM

βP
and λB = ωM

ωP
. The scaling ratios

for the given non-dimensionalized variables are the following:

λA,th =
Tth,M

Tth,P
, λB,th =

∂Tth
∂t .
∣∣∣

M
∂Tth
∂t

∣∣∣
P

, λA,vz,in =
vz,in,M

vz,in,P
, λB,vz,in =

∂vz,in
∂t .

∣∣∣
M

∂vz,in
∂t

∣∣∣
P

,

λA,Tin =
Tin,M

Tin,P
, λB,Tin =

∂Tin
∂t .
∣∣∣

M
∂Tin
∂t

∣∣∣
P

, λA,Tout =
Tout,M

Tout,P
, λB,Tout =

∂Tout
∂t .
∣∣∣

M
∂Tout

∂t

∣∣∣
P

λA,Tw =
Tw,M

Tw,P
, λB,Tw =

∂Tw
∂t .
∣∣∣

M
∂Tw
∂t

∣∣∣
P

, λA,Tamb =
Tamb,M

Tamb,P
, λB,Tamb =

∂Tamb
∂t .

∣∣∣
M

∂Tamb
∂t

∣∣∣
P

(28)
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However, each set of scaling ratios shares the same global time ratio:

tR =
tM
tP

=
λA,th

λB,th
=

λA,vz,in

λB,vz,in

=
λA,Tin

λB,Tin

=
λA,Tout

λB,Tout

=
λA,Tw

λB,Tw

=
λA,Tamb

λB,Tamb

(29)

3.7. Law of Scaling Ratio

By applying the law of scaled ratios (as described in Equation (13)) and non-dimensionalized
variables, the following relations are true:

λA,vz,in =

(
ρthcP,thR2

th∆z
ρincP,inR2

inεvz,in,0

)
R

tR

λA,Tin =

(
Tth,0cP,in

Tin,0cP,th

)
R

λA,th, λB,Tin =

(
Tth,0cP,in

Tin,0cP,th

)
R

λA,th

tR

λA,Tout =

(
Tth,0cP,out

Tout,0cP,th

)
R

λA,th, λB,Tout =

(
Tth,0cP,out

Tout,0cP,th

)
R

λA,th

tR

λA,Tw =

(
ρthcP,thR2

thεr∆rTth,0

R2
wkTw,0

)
R

tRλA,th, λB,Tw =

(
ρthcP,thR2

thεr∆rTth,0

R2
wkTw,0

)
R

λA,th

λA,Tamb =

(
ρthcP,thR2

thεr∆rTth,0

R2
wkTamb,0

)
R

tRλA,th, λB,Tamb =

(
ρthcP,thR2

thεr∆rTth,0

R2
wkTamb,0

)
R

λA,th

(30)

Assuming the ambient temperature remains the same in both the model and the prototype,
the scaling ratio is λTamb = 1. Thus, the scaling ratio for the TTSS fluid temperature is:

λA,th =

(
R2

wkTamb

ρthcP,thR2
thεr∆rTth,0

)
R

1
tR

(31)

The terms in Equation (31) can then be replaced with the scaling ratios in Equation (30).
Recall that geometry and material changes are not accepted (Tamb,0,R = ∆rR = ∆zR = rR
= Rth,R = εR = 1). To maintain mechanical flow conditions, the inlet velocity nominal
value must be identical (vz,in,0,R = 1):

λA,th =

(
k

ρthcP,thTth,0

)
1
tR

λA,vz,in =

(
ρthcP,th

ρincP,in

)
R

tR, λB,vz,in =

(
ρthcP,th

ρincP,in

)
R

λA,Tin =

(
cP,ink

ρthc2
P,thTin,0

)
R

1
tR

, λB,Tin =

(
cP,ink

ρthc2
P,thTin,0

)
R

1
t2
R

λA,Tout =

(
cP,outk

ρthc2
P,thTout,0

)
R

1
tR

, λB,Tout =

(
cP,outk

ρthc2
P,thTout,0

)
R

1
t2
R

λA,Tw =

(
1

Tw,0

)
R

, λB,Tw =

(
1

Tw,0

)
R

1
tR

(32)

3.8. DSS Scaling Type Application

From Reyes, the scaling methods and similarity criteria are subdivided into five
categories: 2–2 affine, dilation, β-strain, ω-strain, and identity [14]. Table 1 summarizes
the similarity criteria. Despite the five categories, in essence, all are 2–2 affines, with the
exception of the partial scaling ratio values being 1.
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Table 1. Scaling methods and similarity criteria that result from two-parameter transformations [14].

Basis for Process Space–Time Coordinate Scaling

Metric dτ̃P = dτ̃P and Covariance 1
ωP

dβP
dtP

= 1
ωM

dβM
dtMInvariance Principle

β − ω Coordinate Transformations

2–2 Affine Dilation β-Strain ω-Strain Identity
βR = λA βR = λ βR = λA βR = 1 = λB βR = 1
ωR = λB ωR = λ ωR = 1 ωR = λB ωR = 1

Similarity Criteria

Ω̃R = λA Ω̃R = λ Ω̃R = λA Ω̃R = 1 Ω̃R = 1
τR = tR = λA

λB
τR = tR = 1 τR = tR = λA τR = tR = 1

λB
τR = tR = 1

The objective of this study was to investigate the possibility of extrapolating accel-
erated TEDS TTSS charge and discharge tests based on the derived scaling ratios and
generated data. The following sections further simplify Equation (32) into known terms
and allow for the determination of scaling values. Once the scaling values were obtained,
the extrapolated initial conditions, boundary conditions, and extrapolated ideal data points
were attainable. To satisfy the study’s objective, the TTSS fluid temperature was chosen as
the primary parameter for scaling to ensure the precise interpretation of the time-dependent
heat storage behavior of the TTSS.

3.8.1. ω-Strain

For this type of coordinate transformation, the scaling ratio for the parameter of
interest is restricted to λA = 1. When λA,th = 1, the time ratio can be derived as:

tR =

(
k

ρthcP,thTth,0

)
R
=

(
energy loss to walls

thermocline energy storage

)
R

(33)

Thus, the time ratio is equivalent to the model and prototype ratio of balance between
the energy loss to the walls and energy storage. Other terms in Equation (32) can be
similarly simplified using the newly derived time ratio:

λA,vz,in =

(
k

ρincP,inTth,0

)
R

, λB,vz,in =

(
ρthcP,th

ρincP,in

)
R

λA,Tin =

(
cP,inTth,0

cP,thTin,0

)
R

, λB,Tin =

(
ρthcP,inT2

th,0

kTin,0

)
R

λA,Tout =

(
cP,outTth,0

cP,thTout,0

)
R

, λB,Tout =

(
ρthcP,outT2

th,0

kTout,0

)
R

λA,Tw =

(
1

Tw,0

)
R

, λB,Tw =

(
ρthcP,thTth,0

kTw,0

)
R

(34)

3.8.2. β-Strain

For this type of coordinate transformation, the scaling ratio for the agents of change is
restricted to λB = 1. When λB,th = 1, then the time ratio can be derived as:

tR =

√(
k

ρthcP,thTth,0

)
R
=

√(
energy loss to walls

thermocline energy storage

)
R

(35)

Thus, the time ratio is equivalent to the square root of the model and prototype
ratio of balance between the energy loss to the walls and energy storage. Other terms in
Equation (32) can be similarly simplified using the newly derived time ratio:
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λA,vz,in =

√√√√( ρthcP,thk
ρ2

inc2
P,inTth,0

)
R

, λB,vz,in =

(
ρthcP,th

ρincP,in

)
R

λA,Tin =

√
cP,inkTth,0

ρthc3
P,thT2

in,0
, λB,Tin =

(
cP,inTth,0

cP,thTin,0

)
R

λA,Tout =

√
cP,outkTth,0

ρthc3
P,thT2

out,0
, λB,Tout =

(
cP,outTth,0

cP,thTout,0

)
R

λA,Tw =

(
1

Tw,0

)
R

, λB,Tw =

√√√√(ρthcP,thTth,0

kT2
w,0

)
R

(36)

3.8.3. 2–2 Affine

For this type of coordinate transformation, there are no restrictions. The time ratio can
be derived as:

tR =

(
k

ρthcP,thTth,0

)
R

1
λA,th

(37)

The terms in Equation (32) can be similarly simplified using the newly derived time ratio:

λA,vz,in =

(
k

ρincP,inTth,0

)
R

1
λA,th

, λB,vz,in =

(
ρthcP,th

ρincP,in

)
R

λA,Tin =

(
cP,inTth,0

cP,thTin,0

)
R

λA,th, λB,Tin =

(
ρthcP,inT2

th,0

kTin,0

)
R

λ2
A,th

λA,Tout =

(
cP,outTth,0

cP,thTout,0

)
R

λA,th, λB,Tout =

(
ρthcP,outT2

th,0

kTout,0

)
R

λA,th

λA,Tw =

(
1

Tw,0

)
R

, λB,Tw =

(
ρthcP,thTth,0

kTw,0

)
R

λA,th

(38)

3.8.4. Others

The other types of coordinate transformation include the dilation and identity methods,
which are essentially the same in terms of the time ratio. To fulfill the research objective
fo accelerating the heat storage process, scaling types that enforce the time ratio to 1 were
incompatible and were excluded from this analysis.

3.9. Nominal Value Selection

To non-dimensionalize the scalable measured values, derived or representative values
were selected. Although no derived nominal values were determined, the point of transition
between mode 1 (energy charge) and mode 2 (energy discharge) at time 616,036.04 (s)
characterized both transients that were exhibited in the TTSS experiments. This was due to
both transients including the same data point. Table 2 shows the corresponding values that
were attained.

Table 2. Nominal values to non-dimensionalize the generated data. N/A indicates that the value
was either not measured or not applicable.

Parameters Charge Line TTSS Fluid TTSS Wall Discharge Line

Temperature (◦C) 166 196 194 187

Specific Heat (kJ/(kg·K)) 2.072 2.180 N/A 2.147

Density (kg/m3) 909 888 N/A 895

k (W/(m·K)) N/A N/A 15.7 N/A

Velocity (m/s) 0.458 N/A N/A 0.455
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3.10. Scaling Ratio Determination

To demonstrate an accelerated case, the time ratio was set to tR = 0.5 to indicate a
charging and discharging process that was twice as fast while conserving the amount of
energy that was transferred. Since the nominal value of the TTSS fluid temperature that
was selected in Section 3.9 was not derived and was from a point in time, the scaling ratio
for the parameter of interest λAth was always 1. According to Equation (9), the scaling ratio
for the parameter of interest of the model and the prototype is about normalized values.
When the nominal value is a point in time, the corresponding normalized values are always
equivalent when they are ideally scaled. Thus, the ω-strain scaling was the only valid
option for this study, given the previous scaling decisions (2–2 affine would have been
applicable but would revert back to ω-strain when λAth = 1). For this type of scaling, the
time derivative scaling ratio is λBth = λAth /tR = 2.

To determine the accelerated case, the TTSS fluid temperatures and properties that
provided λBth = 2 were explored. Due to the temperature-dependent material property
restrictions, only one set of fluid properties yielded a result that was close to the goal
value and calculated a new time ratio of 0.502. Based on the TTSS fluid temperature of the
accelerated case, Table 3 shows the associated nominal values.

Table 3. Accelerated nominal values used to non-dimensionalize the extrapolated data. N/A indicates
that the value was either not measured or not applicable.

Parameters Charge Line TTSS Fluid TTSS Wall Discharge Line

Temperature (◦C) 354 418 399 414

Specific Heat (J/(kg·K)) 2.781 3.037 N/A 2.959

Density (kg/m3) 763 708 N/A 725

k (W/(m·K)) N/A N/A 18.9 N/A

Velocity (m/s) 0.458 N/A N/A 0.455

To calculate the other scaling ratios that were derived for the ω-strain case based on
the TTSS fluid temperature scaling, we solved Equation (34) while satisfying the time ratio
of 0.503. The obtained values are provided in Table 4.

Table 4. Scaling ratio values used to attain a doubly accelerated energy charge and discharge process.

Parameters λA λB

Tth 1.000 1.993

Tin 1.037 2.068

Tout 1.027 2.046

Tw 0.4692 0.9351

vz,in 0.5086 1.014

Although, β-strain scaling was not applicable, calculations that achieved a time ratio
of 0.5 were also examined. The outcome indicated that the time ratio 0.5 could not be
produced with the current assumptions applied. The smallest possible time ratio was 0.622.

4. Results and Discussion

The TEDS facility conducted tests to observe the charging and discharging modes
for a thermocline storage system in TEDS. The thermocline was charged until the system
reached the desired target temperature. It then switched to discharging mode to remove
excess heat. The temperature and velocity data were analyzed to determine the β, ω, ω̇,
and D parameters and the temperature and velocity data were then normalized with the
nominal values that are listed in Table 3.



Energies 2022, 15, 4265 13 of 27

4.1. Thermocline Centerline Results

The temperature data were analyzed in locations that were representative of the
thermocline inlet, outlet, and centerline positions. The data were smoothed using a
Savitzky–Golay filter to reduce noise. Figure 3 shows the normalized centerline ther-
mocline temperature trace for the duration of the test, with both operation modes listed
as well.
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Figure 3. Normalized temperature data from the thermocline centerline location: reference value,
To = 418 ◦C.

The ω-strain analysis was performed on both operation modes using the λA and λB
values for each location, as specified in Table 4. Because local equilibrium points create
singularities in DSS, each mode was separated into separate regions of interest to avoid
this issue.

4.1.1. Charging Mode

The centerline charging mode analysis was separated into two phases due to the
presence of a local equilibrium position that was reached in charging mode between
roughly 5000 (s) < t < 8000 (s), as seen in Figure 3. Figures 4 and 5 show the β (normalized
raw data), ω (first derivative of β), ω̇ (first derivative of ω or second derivative of β), and D
(second-order term, also known as the temporal displacement rate) values for the original
measured data and the scaled data from using the λA = 1.000 and λB = 1.993 values,
which corresponded to a process time ratio of τR = 0.502. The accelerated data occurred in
roughly half the time of the original charging sequence. For a simpler visualization of this,
the reference time is presented as the relative reference time passed.

Figures 4 and 5 represent the first and second phases of the charging mode, based
on the singularity. Each projected point was 0.502 of the past data time, but at different
magnitudes that were not consistent with the time ratio. This was due to the scaling
ratios derived in Section 3.8, in which the scaling was non-linear to the time ratio and
was fluid property-dependent. An important aspect of using the ω-strain scaling is that
the scaled and original datasets need to have equivalent temporal displacement rates.
When the X-axis was given as fractions of the maximum time, it could be seen that this
requirement was achieved and that the two processes were invariant. Additionally, the
scaled process curves for both phases in Figure 6 show that there was an overlap between
the curves, indicating that the ω-strain scaling was successfully applied to the data and
that there was no distortion within the thermocline temperature data. This represented
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the required temperature increase and the first- and second-order effects that were needed
to maintain no distortion and allow the thermocline to be charged twice as a fast in this
specific test. If the TEDS facility were to design a future experiment for half-time but
desired the same amount of stored energy, it is expected that the generated data would
follow the accelerated data by using the given boundary conditions at the times derived
by DSS. This projection of data would support the signal conversion for incoming and
outgoing information for DETAIL.
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Figure 4. Scaling comparison of charging mode at the centerline, phase 1.
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Figure 5. Scaling comparison of charging mode at the centerline, phase 2.
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Figure 6. Scaled process curves of charging mode at the centerline.

4.1.2. Discharging Mode

The thermocline discharge data were similarly analyzed using the same λA, λB, and τR
values from Section 4.1.1 to construct the accelerated dataset. Similar to the charging mode,
a period of equilibrium was reached between the reference time of 11,500 (s) < t < 12,000 (s),
which required the discharge data to be split into two analysis phases.

Figures 7 and 8 show the main DSS parameters for each phase in discharging mode.
The magnitude agreement between the temporal displacement rates were maintained and
the transient features of both the ω and ω̇ parameters were seen to be magnified in the
accelerated case. The temporal displacement rate changed sign twice during the first phase,
indicating that the discharge process switched from a dilated process time interval to a
contracted process time interval and then back to dilated. In other words, the relative
change between the reference time and process time shifted in magnitude, which displayed
the complexity of the data geometry.
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Figure 7. Scaling comparison of discharging mode at the centerline, phase 1.
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Figure 8. Scaling comparison of discharging mode at the centerline, phase 2.

Figures 7 and 8 represent the first and second phases of discharging mode, based on
the singularity. As shown for charging mode in Figures 4 and 5, each accelerated data point
was 0.502 of the original data time at different magnitudes due to the non-linear scaling
ratio derivation (see Section 3.8). Figure 9 shows the scaled process curves for both phases
in discharging mode. Because the ω-strain scaling was applied to each DSS parameter
and the temporal displacement rates were invariant, the scaled process curve separation
was close to zero. This indicated that the accelerated discharge case had little to no scaling
distortion and, similarly to charging mode, if derived boundary conditions were to be used
in TEDS, the double acceleration would follow the projected data.
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Figure 9. Scaled process curves of discharging mode at the centerline.

4.2. Thermocline Inlet Results

The normalized inlet temperature traces are shown in Figure 10, with data separated for
the charging and discharging modes provided as well. For the inlet location, the λA = 1.037,
λB = 2.068, and resulting τR = 0.501 values were not identical to the thermocline centerline
λ values, as discussed in Table 4. The change in temperature trends was attributed to
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the flow direction at different modes. In charging mode, the hot fluid flowed from the
thermocline inlet and out of the thermocline outlet. On the other hand, discharging mode
injected cold fluid (relatively low temperature compared to the hot fluid temperature) in
the thermocline outlet that was then ejected out of the thermocline inlet, thus reversing
the flow. This explained the delayed temperature response compared to the thermocline
temperatures in Figure 3, as the interface of the cold and hot fluid traveled back to the
inlet location.
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Figure 10. Normalized temperature data from the thermocline inlet location: reference value, To = 354 ◦C.

4.2.1. Charging Mode

The charging mode data for the inlet location needed to be separated into two phases,
similar to the previous sections. As expected, the charging data saw a temperature plateau
region that was similar to that observed in the thermocline centerline data. The DSS
parameters for both phases are plotted in Figures 11 and 12, in which it can be seen that the
temporal displacement rates were equivalent once again. However, because the λA value
was not exactly 1.0, the beta traces were slightly offset in magnitude. This offset was most
observable in the second phase, for which it was analyzed over a short time interval.
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Figure 11. Comparison of charging mode at the inlet location, phase 1.
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Figure 12. Comparison of charging mode at the inlet location, phase 2.

The comparison of the scaled process curves in Figure 13 shows that curve separation
occurred in both phases. This was expected because the λA value was not exactly 1.0 and
the shift of the curve was more prominent in the second phase, primarily due to the short
time interval that was used for the analysis, which emphasized the separation more. In
the first phase, the separation became more pronounced as the charging phase evolved.
This showed that slight deviations from the ω-strain requirement of λA = 1 could result in
a process being scaled more by 2–2 affine scaling. However, the matched Ω̃ magnitudes
indicated that the transient aspect of the process time was preserved between the two
cases. If the effect parameter values and normalized thermocline temperatures were to be
divided by their corresponding scaling ratios of λA = 1.037, the data points would overlap
perfectly, which is an indication of perfect similitude.
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Figure 13. Scaled process curves of charging mode at the inlet location.
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4.2.2. Discharging Mode

The DSS parameters for the thermocline inlet location are shown in Figures 14 and 15.
Similarly, trends were observed in the matched temporal displacement rates, indicating
that the process time intervals were matched between the original and scaled accelerated
scenarios. Additionally, the features of the ω and ω̇ terms were magnified by the accelerated
case, as expected. The shift in β values appeared to be magnified due to the short time
interval that was considered for the discharge phasing and the axis limits.
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Figure 14. Comparison of discharging mode at the inlet location, phase 1.
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Figure 15. Comparison of discharging mode at the inlet location, phase 2.

The curve separation that can be seen in Figure 16 was expected due to the slight
deviation in λA not being exactly equal to 1. As noted in the charging section, this separation
appeared to be magnified due to the small axis limits that were covered by the discharging
mode, for which data did not occur in a local equilibrium position. In Figure 10, it can be
seen that there were several periods of temperature plateau, which limited the data regions
that were available for the DSS analysis. As mentioned for charging mode, the observed
separations were the result of scaling and, if they were to be divided by the scaling ratio,
this would in fact overlap.
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Figure 16. Scaled process curves of discharging mode at the inlet location.

4.3. Thermocline Outlet Results

The normalized thermocline outlet temperature data and reference values that were
used for the normalization are shown in Figure 17, along with the separated data that
were considered in the charging and discharging mode analysis. Compared to the inlet
location, the charging data had a similar temperature plateau region, which also required
the charging data to be analyzed in two phases. However, the discharging mode data
recorded a substantially smoother temperature decrease without the plateau regions that
were seen in the two other locations. This resulted in the discharging mode data being
analyzed in one dataset. Due to the flow reversal during mode transitions, the timing of the
trend changes was quicker than that of the thermocline centerline and inlet temperatures.
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Figure 17. Normalized temperature data from the thermocline outlet location: reference value, To = 414 ◦C.

4.3.1. Charging Mode

The β values presented in Figures 18 and 19 show that the 2–2 affine scaling for the out-
let location (λA = 1.027) required the scaled dataset to a have a slightly higher normalized
outlet temperature than that of the original test. However, because the temporal displace-
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ment was preserved, the transient process time similitude was maintained. Since the scaling
ratio was different from that at the thermocline inlet (λA,inltet = 1.037 > λA,outlet = 1.027),
the displacements that are shown in Figures 18 and 19 and Figures 11 and 12 were not
equivalent. Again, these differences in scaling ratios were a product of the DSS derivations,
based on physics relationships and fluid properties. If other constraints were to exist, the
difference would potentially be larger but would not affect the accuracy of the projection.

The scaled process curve of the first phase (shown in Figure 20) shows that there
was very minimal separation between the two datasets. The separation distance became
more pronounced as the outlet temperature increased toward its maximum value for the
first phase. The separation was more pronounced in the second phase, primarily due to
the small axis limits for the figure, and the differences of 2.07% became more apparent at
higher β values. As noted in the inlet case, the accelerated case required the normalized
temperature to be slightly larger than that of the original case. It should be noted that the
separation was not a result of the derivation but was recognized as the necessary change in
the phase space (Ω̃− β) to guarantee the perfect overlap of the thermocline temperatures.
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Figure 18. Comparison of charging mode at the outlet location, phase 1.
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Figure 19. Comparison of charging mode at the outlet location, phase 2.
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Figure 20. Scaled process curves of charging mode at the outlet location.

4.3.2. Discharging Mode

The DSS parameters for the thermocline outlet location are plotted in Figure 21, which
did not experience the temperature plateau regions that were observed in the inlet location
data. As with the other results, it was observed that the temporal displacement rate was
preserved in the accelerated case, as required for the scaling type. The accelerated ω̇ had to
be larger than the original data by a scale factor of λ2

B/λA, which resulted from substituting
Equations (9) and (10) into the definition of ω̇. Since the time ratio (tR = λA/λB) was
equivalent for all parameters and locations, the timing was always roughly half of that of
the original data. It was the determination of the magnitude of each temporal data point
that produced the DSS data projection value.
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Figure 21. Comparison of discharging mode at the outlet location.

The comparison of the scaled process curves presented in Figure 22 shows that the
magnitudes of the normalized temperature rates of change (Ω̃) were maintained across
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discharging mode. This indicated that the process action and ω term were correctly scaled
to preserve the process similitude. A similar β shift was seen for the accelerated data
because of λA = 1.027, with the separation becoming more pronounced at higher β values,
which was at the beginning of the operation mode.
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Figure 22. Scaled process curves of discharging mode at the outlet location.

4.4. Velocity Results

The velocity data were determined from two inline flowmeters located on the outlet
side of the thermocline system. Each operation mode (charging/discharging) has a dedi-
cated flow path that branches out from the system’s main outlet piping. Because of the flow
paths and the operation control configuration of the thermocline system, when one opera-
tion mode is active, there is no fluid flow through the flow path of the other operation mode.
Due to the high noise and oscillating values for the velocity that were determined from the
flowmeter FM-202 for the charging mode, an analysis was not performed on the charging
mode velocity. A limitation of DSS is the difficulty in analyzing the oscillating data. While
some data reach natural equilibrium when a process undergoes a shift in behavior (such
as reaching a peak temperature), oscillating data primarily indicate that the instrument is
having difficulty collecting a smooth signal. The λA = 0.5086 and λB = 1.014 values that
were used to scale the data were taken from Table 4 and applied to discharging mode. In
contrast to the inlet and outlet locations, the velocity scaling ratio was significantly lower
than the thermocline centerline temperature. This was due to the inverse proportional
relationship of the energy-governing equation against the proportional relationships of the
inlet and outlet temperatures:

λB,T ≈ λA,vz λA,T ≈
λA,inlet,outlet

λA,T
(39)

If the system acceleration were set to more than double, the velocity scaling ratio
would potentially drop to lower values.

Discharging Mode

The discharging mode data were analyzed from flowmeter FM-201 and the normalized
flow velocity is plotted in Figure 23. Because several local velocity equilibrium points were
reached in discharging mode, four separate phases were analyzed within the dataset to
complete the DSS analysis.
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Figure 23. Normalized flow velocity data from discharging mode.

Figure 24 shows the scaled process curves for all four phases of discharging mode,
in which several features can be observed. First, both the β and Ω̃ accelerated values
shifted from the original data. The β values were roughly halved, based on the λA ≈ 0.5
parameter. Because the λB value was close to 1, the flow velocity was scaled by the β-strain
scaling type, as described in Table 1. This resulted in a shift toward the Ω̃ values by a factor
of λA. Regardless of the observed shifts in data, the data geometry remained identical,
which was evidence of the conserved physics. This highlighted that preserving the process
similitude in the temperature response corresponded to projections being further away,
which resembled a different scaling mode for the flow velocity. This result suggested
that scaled systems are able to perfectly preserve every parameter response without the
introduction of scaling distortion, as long as the governing equations capture the true agents
of change. If any dominating agent of change were missing, the determined projection
would potentially be invalid. However, this is not a weakness of the DSS methodology
but rather a strength, since the detection of missing physics is helpful in the theoretical
modeling of observed phenomena.
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Figure 24. Scaled process curves of the flow velocity in discharging mode.
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4.5. Overall

Figures 3–24 all represent the doubly accelerated case, based on experimental charging
and discharging data. When the X-axis was the reference time, the timing of each corre-
sponding variable shifted to exactly 0.502 times the original time. This in itself was not
particularly significant since “half of the time interval” can be imagined without difficulty.
If this were a simulation model or experiment that were designed based on the DSS analysis,
then the fact that transients occur at half of the original time would be remarkable. How-
ever, this was outside of the scope of our objective of “projecting experimental conditions”,
without running additional experiments.

The outstanding findings from Figures 3–24 include the determined scaled magnitudes
of each time-dependent point for charging mode, discharging mode, and TTSS temper-
atures. Every point was projected while conserving the physics and achieved the same
amount of energy charge and discharge. The values that were set for each parameter to ac-
complish a doubly accelerated system, such as thermocline porosity, inlet velocity, pressure,
ambient temperature, heater power and pressure, and projected maximum temperature for
charge line, discharge line, and wall temperatures, provided information that could define
the experimental initial and boundary conditions to achieve representative and conserved
results that avoided the use of a design defined by the Edisonian approach or solely relying
on engineering intuition. Figures 3–24 represent the large potential for designing reliable
experiments that are defined by engineering limits and research objectives.

5. Conclusions

The TTSS of TEDS was selected to represent a case of data extrapolation to design
facility tests based on the generated data. Based on flow conditions, geometry, materials,
and transient behavior, the fundamental equations were determined and discretized to
include TTSS inlet and outlet parameters. The equations were non-dimensionalized ac-
cording to the DSS definition and scaled formats were derived for the relevant phase space
coordination transformation methods introduced in Table 1. To accelerate the given TTSS
data, static time-scaling methods, such as dilation and identity, were excluded from the
analysis. By setting the TTSS centerline mid-axial temperature as the property to preserve,
the phase space scaling was further restricted to the ω-strain method (i.e., the normalized
temperature scaling ratio was λA = 1) to maintain identical relative TTSS temperature
magnitudes when normalizing with the temperature recorded during the transition be-
tween charging and discharging transients. To be capable of λA 6= 1, the value used to
normalize the TTSS temperature would either have to be derived or be a constant that
is shared between the original and accelerated test cases. When attempting to make λA
equivalent to the time ratio (β-strain scaling method), it was concluded that the goal time
ratio could not be achieved due to the balance of the therminol fluid density, therminol
fluid specific heat, and stainless steel wall conductive heat transfer coefficient when the
TTSS fluid temperature was altered.

After setting the global time ratio to 0.5 (twice as fast) and following the ω-strain
scaling, the scaling ratios for the TTSS inlet, outlet, and wall parameters were calculated
and are shown in Table 4. As anticipated, the derived twice-accelerated case showed
perfect scaling for the TTSS temperature β− Ω̃ distributions (overlapping of data is proof
of ideal scaling) and demonstrated the data drift in comparison to the original dataset
using β−time representation. On the other hand, the other scaled parameters showed shifts
toward the β− Ω̃ distribution as well; however, when dividing the scaling ratios into the
corresponding parameters, the accelerated data overlapped to indicate perfect scaling. The
data extrapolation was successful and provided a TTSS test that achieved the same energy
charge and discharge in half the time.

While abiding by scaling restrictions, such as unchanged geometry and materials,
the accelerated test was calculated by extrapolating the original dataset using the DSS
methodology. One of the unexpected yet significant findings of this scaling activity was
that without the freedom to change the geometry of the system, the scaling ratios were
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about system properties (e.g., fluid density). The distribution of these properties varied
from one to another and restricted the range of feasible scaling ratio values. For future
reference, if more dramatic test acceleration were to be desired without varying geometry,
a change in the fluid medium of the TTSS would have to be considered.
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