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Abstract: The paper is related to the problem of modeling and optimizing power systems supplying,
among others, nonlinear loads. A software solution that allows the modeling and simulation of
power systems in the frequency domain as well as the sizing and allocation of active power filters
has been developed and presented. The basic assumptions for the software development followed
by the models of power system components and the optimization assumptions have been described
in the paper. On the basis of an example of a low-voltage network, an analysis of the selection of
the number and allocation of active power filters was carried out in terms of minimizing losses
and investment costs under the assumed conditions for voltage total harmonic distortion (THD)
coefficients in the network nodes. The presented examples show that the appropriate software allows
for an in-depth analysis of possible solutions and, furthermore, the selection of the optimal one
for a specific case, depending on the adopted limitations, expected effects, and investment costs.
In addition, a very high computational efficiency of the adopted approach to modeling and simulation
has been demonstrated, despite the use of (i) element models for which parameters depend on the
operating point (named iterative elements), (ii) active filter models taking into account real harmonics
reduction efficiency and power losses, and (iii) a brute force algorithm for optimization.

Keywords: power quality; active power filters; power losses; optimization; modeling and simulation;
frequency domain

1. Introduction

This paper is the result of a few years of research related to the active power filter
sizing and allocation in a power supply system with distorted current and voltage wave-
forms. Studies have shown that this issue has a significant impact both on the quality of
compensation and the cost of active power filter (APF) connection. The algorithms devel-
oped to optimize the sizing and placement of active power filters [1] and hybrid active
power filters [2] brought the expected results [3-5]. In particular, they allowed analyzing
the possibility of minimizing the investment cost in the case of using active compensation.
At the time when the authors started their first research work (2010), the issue of APF place-
ment optimization had not yet been widely analyzed in international publications [6-8].
Currently, with the increase in the use of active compensation, many scientists are conduct-
ing research on the optimization placement of passive [9] and active [10] compensators.
The possibilities of using various optimization approaches and algorithms are analyzed,
i.e., particle swarm optimization (PSO) [11], music-inspired [12], firefly [13], grey wolf [14],
differential evolution algorithm (DEA) [15], genetic algorithm (GA) [16,17], fuzzy [18-20],
trade-off /risk [21] and others aimed at assessing the possibility of minimizing the power
losses [22,23]. New research works are also related to the use of the optimal allocation of
power quality conditioners in microgrid networks [24-26], which is related to the increasing
content of this type of installations in the global power network.
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The analysis of the power supply system using a numerical simulation requires
two basic components: component models and software for the analysis of the system
state. This software can additionally implement the system’s working point optimization
(according to a given criterion). A model can be defined as a set of assumptions, concepts,
and relationships between them, allowing describing (usually in an approximate way)
a certain selected fragment of reality. Most often, the language of mathematics is used
to describe the model. The complexity of the power system requires the use of various
types of simplifications, both in the area of model parameters identification and in the
area of analysis. The most important thing is to ignore all nonlinearities that may occur
in the system. Computer methods of system analysis most often use the so-called fre-
quency method [27], which uses the decomposition of current and voltage waveforms in
the Fourier series (additionally, other types of modeling, such as hybrid [28] or fractional
order [29], are also developed). For each of the components of the Fourier series obtained
in this way, the relationships between the current and voltage as well as the impedances
of individual system components for the considered harmonics are determined. In this
way, the amplitude-frequency and phase-frequency characteristics of the system are ob-
tained. This type of analysis is possible with the assumption that the analysed signals are
periodic. This is the most commonly used method for quasi-steady state system analysis.
The software used so far for this type of analysis can be divided into two basic groups:

e Dedicated to harmonic analysis, including commercial software, such as ETAP or
research and educational software, such as PCFLO,

e  General-purpose software, such as numerical computing environments such as Math-
ematica or Matlab.

The use of software from the second group allows us to not only to analyze the
system but also to perform additional tasks, e.g., optimization of the sizing and placement
of active power filters in the system, as it is associated with a large number of built-in
libraries. However, this requires the development and verification of a basic module that
calculates the power flow for individual harmonics. In this case, a good solution seems to
be the combination of the properties of programs from both groups. Tables 1 and 2 show
a comparison of the functionality and capabilities of the available software dedicated to
the power system analysis. The harmonic analysis (HA) column presents the possibility
of analyzing systems containing higher harmonics in the supply current and voltage
waveforms [30].

Table 1. Comparison of the functionalities of free software for analyzing the operating state of power
systems [30].
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The analysis of the properties of the available software showed that there is no compre-
hensive solution on the market that would allow not only power flow optimization but also
a definable criterion for optimizing the sizing and placement of active filters for compen-
sating the negative impact of nonlinear receivers. As part of the previous research, hybrid
software was developed, which was a combination of a program calculating the power
flow and implementing harmonic analysis (PCFLO) and a general-purpose mathematical
package (MATLAB), which implemented optimization solutions. This concept allowed us
to obtain effective solutions but also showed very large limitations and a high demand
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for computing power. For example, Table 3 shows the calculation time of the optimal
placement of 2 to 16 APF/HAPF in 16 nodes of a 445-node power supply system [31].

Table 2. Comparison of the functionalities of commercial software for analyzing the operating state
of power systems [30].
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Where PF—Power Flow, OPF—Optimal Power Flow, TDS—Time Domain Simulation, HA—
Harmonic Analysis, ETS —Electromagnetic Transient Studies.
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Table 3. Summary of calculation times for the optimization of the power supply system operation
state with selected algorithms (GA—genetic algorithm, C—combinatorial algorithm).

Algorithm Compensator Calculation Time
GA APF 2h15m
GA HAPF 2h16m
C APF 145h 36 m
C HAPF 140h 10 m

The results of the experiments obtained by the authors at this stage were used to
develop new software that would enable not only the analysis of the steady state of the
power supply system (in the frequency domain) but also the optimization of active power
filter sizing and placement to obtain the operating state of the power supply system
according to a given criterion [32]. The authors’ original contribution is the development
of a fast and flexible modeling and simulation library with a new algorithm based on
the frequency domain method and linear algebra. This algorithm allows the inclusion of
nonlinear elements in simulations, such as constant power loads or APFs, as described
later in this article. Furthermore, the flexibility of the proposed solution makes the use of
additional elements dependent on higher harmonics in the models possible. An example is
the proposed transformer model, taking into account power losses from eddy currents for
higher harmonics. The computational efficiency of this solution allows application of the
proposed approach to modeling and simulation in case of optimization problems of the
power supply system in a steady state. According to the authors, this solution is unique on
a global scale and may contribute to the popularization of the use of active power filters as
the best solution to eliminate higher harmonics from current and voltage waveforms, which,
due to high investment costs, is often replaced with a passive compensation. A further part
of the paper describes the developed modeling and simulation algorithm, a description of
exemplary models of the power system elements, and the results of the analysis of a real
power system in one of the coal mines in Poland.
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2. Pqs-Core—Frequency Domain Software Modeling Framework for Power System
Simulation

In order to perform a computer simulation of a power system containing active

power filters, a Java programming language library named “pgs-core” was developed.
The library allows modeling power systems in the frequency domain. Earlier work has
shown [33] that the frequency model can be sufficiently accurate from a power flow
and harmonic flow point of view while maintaining a high computational efficiency.
The computational efficiency is particularly important when iterative algorithms such as
optimization, stochastic analysis, etc., are considered. The main features of the developed
library are:

Application of frequency models is based on the Fourier series (the current injection
model in particular [34]).

The main simulation algorithm is based on the Modified Nodal Analysis [35] extended
for the harmonic model.

The possibility to model any nonlinear and iterative element with a known frequency
model (the iterative model’s operating point is found during the simulation).

The ability to recursively define subsystems of any degree of complexity (each system
can contain any number of nested subsystems).

The possibility to integrate any algorithm in the higher layers of the library (e.g., opti-
mization algorithms, stochastic analysis, etc.).

No practical restrictions on the size of the system (the practical size depends on the
available memory and computing power).

Fully native Java code allows portability between different platforms and easy integra-
tion with other libraries (GUI, databases, etc.) and computing packages (e.g., Matlab).
A simple and effective way of defining systems/subsystems ensuring code trans-
parency.

Full access to the source code and no restrictions on third party copyrights.

Development of the pgs-core library was deemed necessary, as none of the analysed

computational packages provided all of the above-mentioned features simultaneously.

System model

Flat linear solvers

A general model of the developed pgs-core library is shown in Figure 1.

Higher level Optimization  algorithms, stochastic  analysis, data
layer visualisation, etc.
Harmonic analysis Main harmonic analysis algorithm including parallel computing and
layer loops for iterative elements.

Harmonic model of the power system constructed from a higher-level

elements (sources, loads, power lines, power filters, transformers,
layer etc.).

Separate flat linear model for each harmonic. These models contains

Flat linear models only basic elements (RLC, independent and controlled sources) and

layer all submodels are resolved to a flat single layer electrical circuit.

In this leyer a modified nodal analysis (MNA) algorithm is
implemented to solve each flat linear model (solver is based on the

layer EJML numerical library).

Figure 1. General model of the pgs-core library.



Energies 2021, 14, 133

5of 25

The higher-level layer of the pgs-core library (Figure 1) allows for the implementation
of algorithms that are controlling the harmonic analysis layer (e.g., optimization algorithms)
as well as providing tools for visualization of the obtained simulation results.

The harmonic analysis layer contains the main algorithm that computes the Fourier
spectra of all currents and voltages in the power system for a selected harmonic range
[1, H]. The implemented simulation algorithm is multithreaded and allows for the parallel
computing of higher-order harmonics.

The system model layer allows the definition of an element connection list (topology)
of the considered power system. Then, the defined model is reduced to the so-called “flat
linear models”, which are independent for each single harmonic. This approach allows
the defined models to be amorphous, i.e., for each harmonic, the model may contain other
types of basic components (e.g., impedance for the first harmonic and current source for
the higher harmonics). Flat linear models are single-layer models (all subsystems are
unraveled) and contain only the basic R, L, C elements and autonomous and controlled
current and voltage sources. From a circuit theory point of view, flat linear models are SLS
class circuits generated separately for each harmonic at a certain operating point of the
system.

In the lowest layer of the library, there is a separate solver object for each flat linear
model. The solvers are based on the frequently used modified nodal analysis (MNA) and
use the EJML library for calculations on complex matrices. The EJML library was selected
because in the performed tests, it turned out to be the fastest among other Java numerical
libraries. A computing speed comparison of selected libraries/computing packages is
presented in Table 4. The initial selection of libraries was made upon publicly available
tests [36].

Table 4. Comparison of time in seconds of solving a system of complex equations (Intel Core i5-3210M, Win10_64, Java). 8).

Number of Variables 50 100 200 400 800 1600 Algorithm
Ap aﬁ:t}(fgrgrlnons 0023 0045 0307 1154 9251 8401 LU decomposition
g 0jAlgo 45.1 0.047 0.088 0.157 0.509 2.064 17.76 ComplexMatrix.solve
=2 EJML 0.34 0.015 0.023 0.038 0.105 0.503 3.308 LU decomposition
— Matlab 2010a 0.00023  0.00090 0.0032 0.019 0.118 0.791 X=B\A
Scilab 6.0.1 0.00031  0.00067 0.0037 0.012 0.067 0.474 X=B\A

The summary presented in Table 4 clearly shows that the best performance among Java
libraries was achieved by the EJML library. There is also a clear discrepancy between the
different libraries, especially when a large number of variables are considered. For example,
the Apache Commons Math library for 1600 variables is over twenty times slower than
EJML, although with 50 variables, the difference is only a few dozen percent. It can also be
seen that the native solutions (Fortran/C++) used in Matlab and Scilab still guarantee the
best computing performance. It is also worth mentioning that the pgs-core library enables
(if necessary) the use of an external solver written in C++.

Figure 2 shows the main harmonic analysis algorithm. The algorithm allows us to
perform simulations for a system containing linear, nonlinear, and iterative elements.
The calculations are carried out at a certain operating point of the system and for each
harmonic component. Therefore, the general assumptions for this algorithm are similar to
the simulation methods used in popular programs (e.g., AC analysis in PSpice).
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Solution for given
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Figure 2. Harmonic analysis simulation algorithm.

In the first step, the algorithm creates a flat linear model for each harmonic component.
If the created models are considered correct, the model for the first harmonic is solved.
This process can be iterative if the model contains elements described by parameters that
are operating point dependant (e.g., loads with constant power consumption). The iterative
process is performed using the fixed point method [37], which turned out to be entirely
sufficient in this case. Since the operating point of the system is practically always close
to the starting point of the algorithm (usually the nominal parameters of the system),
even such a simple algorithm ensures good numerical stability and the achievement of
the assumed accuracy in just a few iterations. After reaching the solution for the first
harmonic, the operating point of the circuit is known, and thus the parameters of the
nonlinear models for higher harmonics can be completely determined (it is assumed that a
relationship between the first harmonic and the higher harmonics of the model may exist).

In the next step, the flat models for higher harmonics can be solved. Due to the fact
that the flat models are fully independent of each other, calculations can be carried out in
parallel, which in typical situations leads to a several times faster simulation (in the tested
cases, the results were achieved about five times faster using four cores and eight threads).
After completing the simulation process for all harmonics, the results are fed back to the
system model for further analysis/visualization.

The harmonic analysis algorithm presented in Figure 2 can also be used in the higher
layers of the pgs-core library (see Figure 1) to optimize the placement of the active power
filters, which is presented later in the paper.

3. Harmonic Models of Power System Elements
3.1. Active Power Filters

In the presented software, the active power filters have been modeled as current
sources controlled by the load current. It was assumed that the active filter reduces
the reactive power for the first harmonic and the higher harmonics of the load current.
The model is shown in Figure 3.
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Figure 3. Model of active power filter.

This approach allows the determination of the control coefficients F; independently
for each harmonic. For the first harmonic, the control coefficient depends on reactive power.
The reactive power of the fundamental harmonic should have the same value and opposite
sign as the reactive power of load:

Qiarr) = —Qi(Load)- (1)

Meanwhile, the active power should be zero, so that:

Im{UIf(ApF)} = —Q1(Load)/ @)
Re{ULyppy } = 0. 3)
Taking the above into consideration, one can write:
le(Load)
Liarry = — 55— (4)
(APF) Uu;
Thus,
I . ]Im{ t If(Load) } )
1(APF) — " ,
(APF) u;
jlm{ U If(Load) }
Iiarr) = Filiroad) = : I (Load)- (6)
u] Il(Load)

Finally, the gain coefficient of the current source (APF) for the first harmonic is:

_ ]Im{ t If(Load) }
Ui‘ Il(Load) .

F 7)

As one can notice, this coefficient depends on the load current, whereas it depends
on the voltage operating point so that for the first harmonic, the APF model is an iterative
element.

In the ideal case, for higher harmonics, the value of the control factor Fj, is equal to
one. However, in this case, it has been assumed that the efficiency of higher harmonic
reduction is not ideal and depends on the harmonic number according to the characteristics
in Figure 4.
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Figure 4. Example graph of harmonics reduction efficiency for an active power filter.

Moreover, the implemented model of an active filter assumes that its power efficiency
is defined as:

P P
(APF) (APF) .
fapr = (1———5100% = (1 — )100 %o, 8)
’ S(APF) ‘ Urnms(apF) IRMs(APF)

While takes a value of 98%. The active power losses have been modeled as additional
resistors for the first harmonic in a parallel connection with APF. The value of the resistors

depends on the APF apparent power and the first harmonic voltage value in operation
point (9).

2
U (APF)

S(APF))(l — 160%)

©)

Rpp(apF) = ‘

3.2. Loads

The nonlinear loads have been modeled as a linear impendence for the first harmonic
and a current source for the higher harmonics (Figure 5). The impendence value depends
on the requested active power and the power factor cos(¢) for the fundamental harmonic.

Z1 Tn(road)
h>1

Figure 5. Model of nonlinear load.

In the following example, the characteristics of a typical electric drive powered by
an inverter (Figure 6) have been used. Due to the constant active power of the load,
the impedance value for the first harmonic depends on the supply voltage. Therefore,
for the first harmonigc, it is an iterative element in the simulations.
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Figure 6. Example current waveform and harmonic spectrum for nonlinear load.

3.3. Transformers and Lines

The model of the single-phase transformer shown in Figure 7 has been implemented
in the presented software.

Ri L R> L> I _Rec

I1=ND U>=N1h

O

Figure 7. Model of a transformer.

Most of the transformer model elements have been written about and reviewed in
other papers and works [38], and their parameter values directly result from the data sheets
of the transformers. However, an additional element is the resistor Rgc, which represents
the influence of the eddy current losses. According to [39-41], the value of the eddy current
losses depends on the square of the current harmonic number, i.e.,:

_ H1rLN\,
Pgc = Ppc—r ) — ) k7|, (10)
h=1

Ir

where

Pgc.r represents the winding eddy current losses for the sinusoidal rated load,
Pgc represents the corresponding losses for the non-sinusoidal load, and Ir is the
rated current.

Based on (10), one can obtain the active power for each h-harmonic:

Pgc_r
Pecgy = 12 12 K. (11)
R
The current I, flowing thorough the resistor Rgc is known, so one can write:
Pgc_r
Rec(n) = = 2. (12)
R

Equation (12) shows the dependence of the resistance on the nominal parameters of
the transformer and the square value of the harmonic number. The eddy current losses
for the first harmonic differ depending on the transformer construction, and it can take a
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value from 1% to 20% of the total load losses [41]. In the analyzed example, losses equal to
10% have been assumed.

In this work, known from [38], a lumped T-model of a line has been used. Its scheme
is shown in Figure 8. The model parameters are directly taken from the data sheet of cables
and their lengths.

R/2 L/2 R/2 L/2

Figure 8. Used model of the line.

4. Power Loses and APF Cost Minimization

It is increasingly popular to apply an optimization approach for the sizing and al-
location of active power filters [3,10,42,43]. The high cost of APFs makes optimization
an essential step toward their wider application. The literature overview reveals that the
research undertaken in this field takes into account the minimization of the filter RMS
currents or the THD coefficients in the network and often does not include the economic cri-
teria [44—46]. The distinctive feature of this paper consists not only in applying an economic
approach but also in the minimization of the power losses caused by the higher harmonics
in all system elements (mainly electric cables and transformers). Such a methodology is
especially useful in relatively small networks working with almost no power margin and
thus vulnerable to overloads or replacement of key and expensive components such as
transformers. This paper follows the recommendation pointed out in [4] and is based on
the conclusion that the optimization of APF sizes and allocation should one way or another
include the economic consequences of the solution.

This paper is a continuation of the previous works—the detailed description of earlier
applied optimization procedures and solutions obtained by means of different approaches
for APF allocation and sizing in exemplary power systems have been presented previously
in [4,5,32,47-49]. The problem of compensator sizing and allocation has been solved
using, among others, genetic algorithms to reduce the calculation time for large-scale
systems. In the case of small-scale problems, a simple combinatorial algorithm (Brute Force
algorithm) leads to acceptable computation times. Thus, under the current project devoted
to small-scale systems (the number of nodes in which APFs can be connected, not the total
number of nodes, is a decisive factor), the comparison with genetic algorithms leads to the
choice of the combinatorial algorithm that has been described in this chapter. Calculation
times for the first choice and the simplest combinatorial algorithm were significantly less
than the times obtained for the genetic algorithms applied in previous software developed
in Matlab and PCFLO to solve a similar scale problem (see Table 3).

When developing software within this project, a standard assumption that the power
system can be represented by a linear model in which nonlinear loads are replaced by
current sources for each harmonic has been made. It enables performing power system
frequency analysis separately for each harmonic, and it has been taken into consideration
when defining the optimization problem. Moreover, it has been assumed that APFs are
controlled with the help of a standard algorithm based on instantaneous power theory [1].
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The APF cost depends mainly on its nominal current. The phase current of an APF
placed in the node w can be expressed with the help of the Fourier series (the phase index
has been omitted to simplify notation):

H
in(t) = sze{ Y Iwhejh“’ot}, (13)
h=1

where

H—number of harmonics generated by the compensator,
wo—fundamental frequency,
Isy—phasor of an h-th harmonic of the compensator located in the node w:

Iwh = |Iwh|e]¢w;l = Re{lwh} +jIm{Iwh}' (14)

|Lon|, @wn—RMS value and phase of the phasor for an h-th harmonic of the APF
located in the node w,

Re{IL,,}, Im{I,), }—real and imaginary part of the phasor for an s-th harmonic of the
APF located in the node w.

The decision-making variables x for the optimization problem under consideration
include information on APFs location in the system. They can be represented by a bit array.
Assuming its length to be the number of all nodes 7, the array can be used to specify a
subset of nodes with APFs, where a 1-bit indicates the presence and a 0-bit the absence of
an APF:

x = [hby---by], b€ {0,1},i = 1,..., n,. (15)

The optimization of APF sizing and allocation can lead to different definitions of
a goal function and constraints [32]. Discussions with industrial partners who want to
implement the results obtained by the software developed within this project, as well
as special aims important for them, have led to a goal function that includes a sum of
losses P for all elements and all harmonics i, h =1, ..., H. However, the optimization
process is two-dimensional, as the cost of the optimum solution is also important, and it
is monitored in a set of solutions for a different number W of APFs applied. The solution
with the minimum cost for which other constraints are fulfilled, e.g., on THD coefficient
maximum value, should be chosen. Thus, multi-objective optimization can be applied to
the minimization of a two-element vector of objectives:

F(x) = [F(x)F(x)], (16)
where: °
F(x) = 12 Zh:1ph(element), 17)
element
Fz(x) = 2 COSt(ApF). (18)
APF

The proposed algorithm has been illustrated in Figure 9. Since the components of
F(x) are competing—decreasing the power losses leads to increasing costs, there is no
unique solution to this problem. Instead, the concept of Pareto optimality must be used to
characterize the objectives. It expresses noninferior solutions for which an improvement in
one objective function requires a degradation of the other. Finding the Pareto optima for
the problem of APF allocation has been illustrated in an example presented in Chapter 5.
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Figure 9. Block diagram of the combinatorial optimization algorithm for active power filter (APF)

sizing and allocation.

The function that reflects the cost of a single APF is discontinuous—some intervals
of currents correspond to different costs being a result of an available set of APF nominal
currents A = {|Iaprly, [1apely -+ s |1aPF|imax }- Therefore, for a given APF, which has to
be placed in the node w, we can define a subset of APF nominal currents A, including

elements |I4pr|; such that:
/xH 2
|IAPF|1‘ > Zh:1|lwh| . (19)
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The nominal current of the APF placed in the node w can be determined as the infimum
of the subset Ay, i.e., |Ipyapr| = infAy.

The relation between APF price and nominal current is usually nonlinear, and it
significantly influences the optimization results. An exemplary function, generated on the
base of commercially available APFs price lists, has been shown in an example presented
in Chapter 5.

Minimization of the cost must be accompanied by constraints that force acceptable
and required by norms waveform distortions as well as power losses caused by higher
harmonics. The most important one is:

THDVy < THDVmay, w=1,2, ..., 1, (20)

where THDV .« denotes the maximum coefficient THD for voltage waveforms and usually
is determined by standards, e.g., [50].

Finding a solution to the optimization problem enables us to answer the question:
How many APFs, and in which nodes should they be installed in order to minimize the
power losses and the financial cost, keeping the maximum voltage THD coefficient below
the level imposed by the standards?

5. Case Study

As an example for the optimization of the sizing and allocation of active power filters,
a fragment of the real three-phase, three-wire low voltage power supply network located in
one of the mines was selected. In such power systems, the load of transformers and power
lines is essential in regard to safety and reliability motives. The significant length of cable
lines causes voltage drop problems. The oversizing of the transformers and lines is not
always possible for economic and technical (e.g., dimensions and weight of transformers)
reasons. The power network shown in Figure 10 is composed of three transformers
supplied by medium voltage line 6 kV AC. Two of the transformers form the 1 kV AC
power network, whereas one-third of them form the 500 VAC network. These networks
supply the mine’s machines, i.e., mine combines, fans, pumps, and conveyor belts with
motors as executive elements. Currently, more and more of these motors are replaced by
inverter drives. Therefore, in order to indicate potential problems in such networks and the
possibility of using active filters, all drives are converter drives described by the models
included in Chapter 3.2. The loads are three-phase balanced, so the entire network was
modeled as an equivalent single-phase network.

It has been assumed that it is possible to add APF to the line over each node (except
for node no. 1) of the low-voltage network. As a result, 20 possibilities of APF connec-
tion are achieved. The minimization of losses from higher harmonics has been taken as
the basic optimization criterion. The additional condition is the voltage THD of no more
than 5% attainment in all nodes. This supplementary condition causes that the optimal
solution is sought only in cases where it is achieved. The nonideal APF with the effi-
ciency characteristic shown in Figure 4, and 98% energy efficiency has been taken into
consideration.

For example, the selection and placement optimization of one to six APFs systems has
been determined. As it is shown in Table 5, only solutions with the application of three
or more APFs can give the results with THD not higher than 5% in all nodes. The APF
optimal connection places in the analyzed example of the power network for the case of
three and four APFs are shown in Figure 11.
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Table 5. Voltage THD factors for particular nodes for optimal placement from one to six APFs.

No. of APFs 0 1 2 3 4 5 6
Nodes with APF - 3 3,12 3,12,16 3,12,20,21 3,4,12,20,21 3,4,12,17,20,21

Above Node Voltage THD, %
G 1

T1

T2

T3

In the system without APF, the THD distortion can reach 18%. It is a result of the
great length of the cable lines loaded with deformed current. The example of the voltage
waveforms for the case of the system without APF and the system with one, two, and three
APFs has been presented in Figure 12. Figure 13 shows the waveforms of the output
currents for transformers in the same cases as the voltages in Figure 12. The THD factor of
the currents in the case of three APFs for particular transformers was 12.2%, 9.2%, and 2.8%,
respectively.

The results for the transformers, summarized in Table 6, are interesting, too. The par-
ticular values were calculated according to the definition:

| ST | —output apparent power of the transformer,
Pr—output active power of the transformer,
transformer output power factor:

PR = e
|St|
e  higher harmonics power losses of the transformer:
H
PruL = ) -, Put, (22)
e total power losses of the transformer:
H
PTTL = Zh:l PhT/ (23)
e  percentage of losses:
PrrLy, = (@) 100%, (24)
Prr

where Pyt is the total power of the transformer.
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Figure 12. Example of voltage waveforms of nodes 7, 13, and 16 for the cases of the system without APF and the system
with one, two, and three APFs.
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Figure 13. Current waveforms for particular transformers without APF and the system with one, two, and three APFs.

The used model of the transformer allows us to take into account the eddy current
losses for higher harmonics, which can be perceived while there is no APF connected. Then,
the losses of the higher harmonics reach 36% of the total transformer losses. The active filter
usage resulted in gaining the acceptable level of loss reduction. Furthermore, the reactive
power compensation for the first harmonic leads to an output PF factor of all transformers
close to unity even when only three APFs are used. From the transformer’s point of view,
further adding APFs to the examined power network does not make much sense, because
it does not reduce losses. As one can see, it is possible to reduce the total transformer losses
by almost 30%. It is especially important in the mining environment because of the limited

transformer cooling possibilities.
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Table 6. Summary results for transformers without APF and optimally placed from one to six APFs.

No. of APF 0 1 2 3 4 5 6
Transformer T1
ST, kVA 618 569 571 572 572 569 569
Pr kW 546 562 564 565 564 569 569
PFy 0.88 0.99 0.99 0.99 0.99 1.00 1.00
P, W 2920 299 295 295 295 17 17
Prr, W 10,471 7617 7634 7649 7644 7371 7375
PrrLos 1.92% 1.36% 1.35% 1.35% 1.36% 1.30% 1.30%
Transformer T2
IStl,kVA 550 550 506 507 507 507 507
Pt kW 487 488 502 504 503 504 504
PFy 0.89 0.89 0.99 0.99 0.99 0.99 0.99
Pryr, W 2308 2323 133 133 133 133 133
P, W 8774 8791 6424 6436 6432 6437 6441
Prrros 1.80% 1.80% 1.28% 1.28% 1.28% 1.28% 1.28%
Transformer T3
IStl,kVA 345 345 345 316 318 319 316
Pr kW 305 306 307 316 313 314 316
PFy 0.88 0.89 0.89 1.00 0.98 0.98 1.00
Pry, W 1599 1611 1607 9.5 214 214 9.5
P, W 6437 6450 6463 4721 4927 4931 4726
P79 2.11% 2.11% 2.11% 1.49% 1.57% 1.57% 1.50%

Table 7 shows the summary of the total losses related to a particular number of active

filters. The coefficients are calculated according to the formulae:

e  Source power factor:

PE — P(Source)

‘ S (Source)

4

e Higher harmonics power losses:

H
Py = Z Zh>1Ph(element)f

element
where the element is a particular line or transformer in the test circuit;

e Total power losses:

Prp = Z Zle Ph(element)/

element

e  Reduction of higher harmonics losses:

P
Sy = (1 - HL) 100%,
Pyro

where Py g represents higher harmonics power losses in the case without APF;

e  Reduction of total power losses:

P
St = (1 - TL) 100%,
Pr1o

where Pty represents the total power losses in the case without APF;

e  Percentage of losses:

(25)

(26)

(27)

(28)

(29)
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P
Prro, = (PTL>100%, (30)
T

where Pt represents the total active power of the source;

e  Active power filter losses:

PapeL = ), PLiapr), 31)
APF

where Py 4pr) represents the power losses of the particular APE.

Table 7. Summary results for an example power network in the case without APF and optimally placed from one to six

APFs.
No. of APF 0 1 2 3 4 5 6
PF 0.886 0.933 0.972 0.990 0.985 0.990 0.990
Py, W 15,866 9710 4468 2468 1979 1413 951
P, W 98,088 90,535 84,215 82,203 81,750 80,750 80,269
SHL - 39% 72% 84% 88% 91% 94%
Case with 100% energy efficiency of APF
Prro, 7.03% 6.65% 5.92% 5.75% 5.70% 5.64% 5.59%
oTL - 7.4% 14.1% 16.2% 16.8% 17.7% 18.2%
Case with 98% energy efficiency of APF
PaprL, W - 3737 7454 10,374 9418 10,773 11,680
Pryro, 7.03% 6.92% 6.44% 6.48% 6.33% 6.39% 6.40%
OTL - 3.89% 6.54% 5.62% 7.05% 6.69% 6.26%

It is easy to notice that the reduction of higher harmonic losses and the improvement
of the power factor (PF) of the generator depend on the number of active filters used in the
system. However, taking into account that the real efficiency value of the APF model is 98%,
it can be seen that adding more APFs to the network will not be associated with a further
reduction of losses. The best losses reduction in comparison with the parameters of power
network without APF has been reached in the case with four installed APFs. These results
have been marked in green in Table 7. Interestingly, the total losses generated by the
APFs and the cost of use of four filters are lower than that for three APFs. The analysis
assumed the dependence of the cost on the APF RMS current value in accordance with the
characteristics in Figure 14 (the most expensive APF is 100% of the cost). The relative cost
of applying a particular number of APFs has been shown in Figure 15. The application of
two less powerful APFs at nodes 20 and 21 proves to be more cost-effective than one APF
at node 16.

Further results presented in Table 8 concern the time calculation of the optimization
depending on the number of applied APFs. The increase in the number of connected
APFs causes a significant increase in the number of possible cases. For the analyzed
example, connecting six APFs in 20 possible nodes requires the calculation of 38,760 cases.
The presented software shows a linear dependence of the calculation time on the number
of cases. For the examined example, for which the dimension of the matrix A is 124 x 124,
it was about 104 ms for a single case. For each of the cases, it is necessary to calculate
the results for the circuit several times. This number results from the number of analyzed
harmonics and the number of iterations for the fundamental harmonic. The average time
of a single circuit calculation in this case was 0.6 ms.
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Figure 15. The relative cost of using APF systems when optimally placed.

Table 8. Comparison of optimization time depending on the number of applied APFs (i7-9750H,

16GB RAM, Win10, Java 8).
No. of APFs 1 2 3 4 5 6
Possible cases 20 190 1140 4845 15,504 38,760
No. of calculations 377 3242 19,346 82,164 262,624 654,373
Time, s 0.3 2 11 48 163 405

In order to illustrate the theoretical considerations presented in Chapter 4, for the
case of four APFs in the system, all feasible solutions have been presented in Figure 16.
As it can be read only for 32 solutions out of 4845 (see Table 8), the constraint (20) is
fulfilled. Moreover, the Pareto frontier includes two solutions for which the vector of objec-
tive functions F given by (16) takes approximately the values [82.5; 0.70] and [81.8; 0.75].
Both solutions are optimal in the Pareto sense, and the choice of the one to be implemented
can be based on other technical aspects, e.g., preferences in APF allocation in some nodes,
or long-term analysis of the financial cost of each solution optimal in the Pareto sense.
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Figure 16. Objective function values for all feasible solutions in the case of four APFs installed in the system (Mtppy—
number of feasible solutions, Myp—number of noninferior points).

The deeper insight in this example can be reached if all solutions for four APFs are
presented—see Figure 16. The Pareto frontier includes in this case 14 points that represent
the optimum solutions for the unconstrained problem. The feasible points presented in
Figure 16 have been also marked out in Figure 17. The same data have been used to show
the solution in 3D space (see Figure 18).
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Figure 17. Objective function values for all solutions in the case of four APFs installed in the system (M—total number of
solutions, Mypy—number of feasible solutions, Myp—number of noninferior points).
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Figure 18. Objective function and THDYV values for all solutions in the case of four APFs installed in the system (M—total

number of solutions, Mtypy—number of feasible solutions, Myp—number of noninferior points).

6. Discussion

The paper presents the possibilities of the developed software for modeling and
simulating power supply systems in the frequency domain. The use of frequency domain
modeling and the appropriate construction of models allowed for the development of
efficient and at the same time flexible software, in which it was possible to perform
optimization tasks with a satisfactory performance despite the use of the Brute Force
algorithm.

The presented examples show that the developed software allows for the construc-
tion of custom models of system components, as well as their efficient implementation,
and the obtained results reflect the phenomena occurring in the analyzed system with
good accuracy.

The developed software was used to optimize the allocation of active filters in the
exemplary power supply system. Contrary to other works related to the optimization of
the APFs allocation [3-26], the example considers a low-voltage network for which there
are many APF solutions available on the market.

The applied APF model allows for the simulation of cases in which it is possible
to reduce the efficiency of higher harmonics filtering and to take into account the losses
generated by the APFs. Such a model much better reflects the real case, especially in terms of
APFs efficiency (see Table 7). It turns out that in order to minimize the loss of active power,
depending on the number of APFs used in the network, there is a certain optimum of the
number of used APFs, and its further increase does not reduce losses despite the reduction
of the THD coefficient in the network nodes (Table 5). The economic factor also turned out
to be interesting for the analysis. From the analysis of the characteristics shown in Figure 17,
it can be concluded that the solution next to the optimal one allows reducing the investment
cost by over 26% with just a slight change in power losses and resignation from a strict
limitation on voltage THD. This example shows that the appropriate software allows for
an in-depth analysis of the possible solutions and the selection of the optimal one for a
specific case, depending on the adopted restrictions, expected effects, and investment costs.

It is also worth mentioning the transformer model used in the presented simulations,
in which the eddy current losses for higher harmonics were taken into account. As it was
shown in Table 6, losses from higher harmonics of current are an important component of
the total losses in the transformers, and their omission in the model would be a mistake
considering the adopted optimization goal.
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The achieved optimization times (see Table 8) with the similar number of nodes where
APF systems can be connected (which means a similar number of combinations) were
significantly lower than the times achieved in earlier works [31] (see Table 3). Despite the
different sizes of the analyzed networks and different test environments, the undeniable
advantage of the developed “pqgs-core” software can be seen here.

Further work will focus on the possibility of using other known optimization algo-
rithms that enable us to find global solutions to problems with multiple objectives and
identify a Pareto front-like genetic algorithms or pattern search solvers, which may be
necessary in the case of larger power systems. It is also planned to further expand the
individual models of system elements and add new ones.
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APF Active power filter
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