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Abstract: An abundant volume of literature has been devoted to the analysis of the drivers of
renewable electricity capacity additions in general and wind energy in particular. Nevertheless,
whereas the direct influence of several explanatory variables has been considered, indirect effects,
which refer to impacts of explanatory variables on another explanatory variable which, in turn,
influence capacity additions, have been neglected. However, those effects need to be taken into
account in order to properly grasp the full influence of the explanatory variables in general, and the
policy variable in particular, on capacity additions (whether in wind energy generation or other
energy systems). The aim of this paper is to identify the drivers of wind energy capacity additions.
Based on data over the 1998–2015 period for Spain, a country with a substantial deployed wind
capacity, we estimate a three-stage least squares multiecuational econometric model, which allows
the analysis of direct and indirect effects as mediated by their influence on intermediate variables.
Our results show that, as expected, wind capacity additions are positively and significantly driven by
renewable energy support and negatively driven by the material costs of wind energy. Other variables
are related to capacity additions in an indirect manner, i.e., through their influence on intermediate
variables, i.e., electricity demand and electricity prices. This includes the positive impact of GDP,
wind share, capacity load and price of oil. Others have a negative impact (tax share in the electricity
price and electricity transport costs). Finally, no statistically significant relationship can be observed
for the risk premium, interest rates and the price of gas. Our findings suggest that the success of
renewable energy policy instruments might be contingent upon the level of other variables and,
particularly, electricity consumption.

Keywords: installed capacity; drivers; Spain; multi-equational model; wind on-shore

1. Introduction

There is a widespread consensus that the development and deployment of renewable energy
technologies (RETs) is an essential part of efforts to mitigate climate change. The deployment of RETs
(and particularly solar PV and wind) has increased substantially in recent times. Solar global capacity
worldwide has increased exponentially in the last decade, reaching 402 GW in 2017, up from 6 GW in
2006. Although with a lower growth rate, wind global capacity has reached 539 GW in 2017, up from
74 GW in 2006 [1].

However, despite such impressive growth, there is still a long way to go in order to fully
decarbonise electricity systems. Renewable energy sources (RES) only represent 26.5% of electricity
generation (2017) and modern RES are only 10.4% of total final energy consumption (2016). The share
of non-hydro renewables is even lower (10.1% and 16.4%, respectively). Historical trends are clear:
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energy technologies do not tend to emerge and diffuse quickly because of a wide range of barriers to
invention, development and diffusion [2–4]. Policymakers need to identify ways in which this process
can be accelerated [5].

Indeed, experiences in different countries show that diffusion can be a very slow and tedious
process [6], particularly in the energy sector. As [7] puts it, at the beginning the new technology is
crude, expensive, inefficient, and badly adapted to the existing institutional setting and the ultimate
use, which leads to slow diffusion. Therefore, identifying the drivers and barriers to RETs is a relevant
exercise in order to propose policy measures which activate those drivers or remove those barriers.

Among RETs, wind energy stands out. It currently represents the most relevant non-hydro
renewable energy source worldwide and it is the one with the highest absolute increase in the last
decade [1] (according to [8], generation from wind is 825 TWh, followed by biomass (476 TWh) and
solar PV (243 TWh). Wind represents 5.6% of world electricity generation, followed by biomass (2.2%)
and solar PV (1.9%) [1].) According to the IEA, wind can represent 17% of electricity generation in
2050 [9]. Spain is one of the pioneering countries in sourcing a significant share of its electricity from
wind. In 2017, wind energy accounted for 17.5% of electricity generation in this country. However,
a low growth rate can be observed from 2007 until the period 2012–2014, when the installed capacity
remained constant. Installed capacity in wind energy was 2206 MW in 2000 and rose to 14,820 MW in
2007. Then, it increased slowly to 22,975 in 2014 and 22,988 MW in 2017 [8].

The most crucial factor to explain the behavior described above is undoubtedly the adoption of
public policy instruments, particularly different versions of feed-in laws (feed-in tariffs (FITs) and
feed-in premia (FIPs)). FITs/FIPs caused a strong expansion of RES installed capacity, especially wind
and solar photovoltaics. However, the high cost of this system led to the introduction of a moratorium
in 2012, which implied the suspension of incentives to new facilities. A deep reform of the electricity
sector approved in 2013 put an end to the RES promotion scheme based on FITs. Nevertheless, even if
it is well-known that FITs/FIPs might be the main driver of wind capacity additions, their influence is
contingent upon the influence of other variables and, particularly, electricity consumption.

The aim of this paper is to identify the relevance of different factors (drivers and barriers) behind
wind capacity deployment in Spain with the help of a multiequational econometric model. The success
of renewable energy policy instruments might be contingent upon the level of other variables and,
particularly, electricity consumption. Therefore, estimating a multiequational model which captures
the influence of those variables is a policy-relevant exercise.

Several previous studies have identified drivers and obstacles to wind deployment. Most have
been based on case studies. A few studies have also used econometric methods (see Section 2 for
further details). These last papers suggest that more in addition to the level of support for RES,
factors such as energy security, removing administrative barriers, regulatory stability and lower risks,
spur renewable energy deployment [10–12]. Reducing carbon emissions appears to be a driver of RES
investments [11,13–15] Also, the level and trends of the price of fossil fuels influence renewable energy
development [15,16].

However, the existing literature does not consider that some of the drivers and barriers have both
direct and indirect effects on wind capacity additions. Direct effects are defined as the immediate
influence of one explanatory variable on capacity additions. They have been the focus of past research,
as shown by our literature review (see Section 2). In contrast, indirect effects, which refer to impacts of
explanatory variables on another explanatory variable which, in turn, influence capacity additions
have been neglected. These effects are deemed very relevant in energy systems characterized by
many variables and interrelationships between them. A main tenet of this paper is that second-order
effects need to be taken into account in order to properly grasp the full influence of the explanatory
variables in general, and the policy variable in particular, on capacity additions (whether in wind
energy generation or other energy systems). In the realm of the analysis of the determinants of wind
energy capacity additions, some factors have not been considered in previous research, such as the
share of wind electricity, the wind capacity factor or the transport costs, precisely because of their
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indirect influence on deployment. Therefore, identifying those indirect influences is critical in order to
have a more complete picture of the drivers and barriers to wind energy deployment.

Most importantly, but related to the previous point, using an uniequational model to estimate the
influence of different factors on wind capacity additions has several drawbacks. Since some drivers are
related to each other, a single equation cannot grasp all those relationships in detail since this would
lead to multicollinearity and small sample problems (too many explanatory variables). Furthermore,
simultaneous relationships often exist when modeling a system and, particularly, an energy system.
These relationships cannot be depicted by an uniequational model without a high risk of suffering
endogeneity problems. The paper aims to complement the existing literature on the drivers of capacity
additions in renewable energy, which has been based on single-equation models (whether with
cross-section or panel data). A multi-equation model is estimated in order to avoid multicollinearity
problems as well as to capture the simultaneous relationships between the variables. Therefore,
our approach is original and novel in that it allows capturing direct and indirect effects through a
multiequational econometric model, something which has not been attempted in the past. To our best
knowledge, no previous contribution has addressed the impact of different explanatory variables on
RES capacity additions using a multiequational model.

On the other hand, it might be interesting to model the evolution of technology diffusion in a given
country, and not in a panel of countries, due to the fact that, with several countries, some variables
which are not available for all the countries may need to be included in the specification of the model.
From this point of view, the national multi-equational approach can be considered as a complementary
modeling of the usual multi-national uniequational approach based on panel data models. It allows
a deeper representation of the specific relations of a national energy system.

Therefore, to our best knowledge, this is the first contribution which models the increase in
electricity from RES (RES-E) capacity in a given country within a broader system of relationships
among variables, whereby direct, indirect, multiple and simultaneous relationships are considered.
Thus, the approach in this paper is based on a model built upon multiple and simultaneous equations
which allows the analysis of more relationships (complex model), in a more detailed (exhaustive model)
and flexible manner (flexible model). Furthermore, this type of modeling can be gradually refined with
more equations in order to simulate new interactions between the existing and additional variables
while also making them more explicit.

Accordingly, the paper is structured as follows: the next section provides a literature review.
Section 3 outlines the analytical framework. The methodology and data are described in Section 4.
Section 5 provides and discusses the main results. Section 6 presents the conclusions.

2. Background and Literature Review

Some previous contributions have analyzed the factors influencing the increase of RES-E installed
capacity in general, and wind energy in particular. Most of these studies such as [10,12,13,15,17,18]
have focused on the influence of political factors (especially, mechanisms to support renewable energy),
although there are also papers which have followed a more comprehensive approach and included
a wide range of factors in their analysis. Table 1 summarizes the main features of the contributions
which analyze the determinants of wind capacity additions through an econometric study [10–17].

We have also included those studies whose focus is not exclusively on wind, but also on other RES,
since they provide relevant insights on those determinants. The literature review shows that previous
studies have most often focused on a set of countries, rather than on single ones, with a dominance of
developed countries (OECD and, particularly, the EU and USA). Different types of variables have been
included in the models, although the presence of macroeconomic (GDP), wind resource, environmental
(CO2 emissions) and policy variables has been most common. Regarding the methodology, most studies
have been based on uniequational econometric techniques, either with panel or cross-section data.
In contrast, we provide a multi-equational econometric model which allows capturing the indirect
determinants of wind capacity deployment, including a wide array of barriers.
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Table 1. Econometric studies on the determinants of RES-E.

Article Scope (Technological,
Temporal, Geographical) Determinants Included in the Model Methodology Results

[17]
Wind energy.

1998–2003
39 states in the USA.

Wind energy development (dependent variable),
renewable portfolio standard (RPS), fuel generation

disclosure requirements (FGD), mandatory green
power opinion (MGPO), public benefits funds (PBF),

retail choice (RET).

Econometric techniques.
Uniequational model.

Panel data.
Ordinary Least Squares

(OLS) methods.

Statistically significant: (+) RPS (+) MGPO, (+) RPS
experience, (+) MGPO experience, (−)

RET experience.

[10]
Renewable energy.

1998–2006
50 states of the USA.

RES percentage in electricity generation (dependent
variable), total amount of annual RES generation

(dependent), RPS policy, state’s environmental policy,
number of per capita state and local employees in

natural resource governmental positions, percentage
of total gross state product (GSP), per capita GSP,
growth rate of population, annual amount of total

electricity generated divided by the associated state
population per year, deregulation, price of electricity,
natural resource endowment, subsidy policies index,

tax incentive index.

Econometric techniques.
Uniequational model.

Panel data.
Fixed effects (FE) and fixed

effects vector
decomposition method

(FEVD).

RES share: Statistically significant: (+) house score,
(+) per capita natural resource employees, (−)

petrol/coal manufacturing GSP, (+) GSP per capita, (−)
electricity price, (−) electricity use per capita, (+)
percent regional RPS, that in both FE and FEVD
model; (−) wind and biomass potential, (+) solar

potential, (−) tax index, (+) subsidy index, (−)
deregulation for FEVD model. Not statistically

significant: (−) RPS and growth rate of population.
Total RES: Statistically significant: (+) RPS, (+) GSP
per capita, (+) percent regional RPS, (−) per capita
natural resource employees, (−) wind potential, (+)

biomass and solar potential, (−) tax index, (+) subsidy
index, (+) deregulation. Not statistically significant:

(−) house score for FE, (+) petrol/coal manufacturing
GSP, (+) growth rate of population, (+) electricity

price, (−) electricity use per capita.

[15]
Renewable energy

1990–2006
EU countries.

Contribution of RES to energy supply (dependent
variable), CO2 per capita, per capita energy

consumption, import dependency of energy, share of
coal, oil, gas and nuclear in electricity generation,
surface area, coal, natural gas and oil prices, EU’s

member in 2001 and real GDP.

Econometric techniques.
Uniequational model.

Panel data.
FE, FEVD and OLS method.

Statistically significant: (−) CO2 emissions, (+) energy
per capita, (−) the lobby of coal and oil, (+) energy

dependency, (+) income effect for all EU Members, (−)
income effect for non-EU Members, (+) oil price and
coal price for EU Members, (+) natural gas price for

all countries and EU Members, (−) coal price for
Non-EU Members, (+) continuous commitment for

EU Members and (−) for non-EU Members, (+)
geographic area.
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Table 1. Cont.

Article Scope (Technological,
Temporal, Geographical) Determinants Included in the Model Methodology Results

[11]

Wind, solar photovoltaic,
geothermal, biomass and waste.

1990–2004
26 OECD countries.

Investment per capita in capacity of RE (dependent
variable), knowledge stock, GDP per capita, %
growth of electricity consumption, % electricity

production from nuclear and hydro, Kyoto Protocol
ratified, natural gas, coal and oil production per

capita, % of energy imported, feed-in tariffs,
renewable energy certificate and other RES policy.

Econometric techniques.
Uniequational model.

Panel data.
FE method.

The effect of knowledge is significant (+) only for
wind and biomass, and it is not influenced by country
characteristics. If country fixed effects are considered,

then knowledge remains significant in the
overall regression.

The % of clean substitutes is significant (+) for wind.
Ratifying Kyoto is significant (+) for wind

and biomass.
Individual RES policies are not significant.

Ratifying Kyoto has a larger impact on investment
than new knowledge.

Reducing carbon emissions is the primary driver of
RES investments.

Natural resources and the % of energy imported by
a country are insignificant.

[12]
Wind energy.

2006–2008
EU Member States. 23 countries.

Wind capacity additions between 2006 and 2008
(dependent variable), wind resource potentials,

support levels, electricity generation costs, type of
support scheme, administrative barriers, social

acceptance, general investment climate, electricity
demand, share of hydro and nuclear in electricity

generation, country area, dummy variable that
represents minor or major changes in support scheme.

Econometric techniques.
Uniequational model.

Cross-section data.

Statistically significant: (−) administrative barriers,
(−) changes in support scheme, (−) minor changes in
support scheme, (+) business competitiveness index,

(+) FITs support (only for model 1, i.e. without
electricity demand and share of nuclear and hydro).
Not statistically significant: (+) level of support, (−)
available wind resources, (+) FIT support, (−) social
acceptance of wind energy, (+) area, (+) electricity

demand, (−) share of nuclear and hydro.

[14]
Wind energy.

2005–2009
53 countries.

Total wind installed capacity (dependent variable),
feed-in tariff, renewable portfolio standard,

interaction of FIT and RPS, gross domestic production
per capita, total electricity net consumption, oil

imports minus exports, metric tons of carbon dioxide,
wind resources, other policies.

Econometric techniques.
Uniequational model.

Panel data.
FE and OLS method.

Results confirm that a FIT is more effective than RPS
in promoting wind capacity development.

RPS could provide some incentives to developers in
the short-term.

Deploying wind power is highly responsive to
satisfying the electricity demand of this country.

The variable CO2 emission is statistically significant.
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Table 1. Cont.

Article Scope (Technological,
Temporal, Geographical) Determinants Included in the Model Methodology Results

[13]

Renewable energy
1990–2010

38 countries (EU, OECD and
five BRICS).

Contribution of RES to energy supply (dependent
variable), public policies, ratification of the Kyoto

protocol, energy security, CO2 emissions, prices of oil,
natural gas, coal and electricity, welfare, contribution
of traditional energy sources to electricity generation,
energy needs, renewables potential, deregulation of

the electricity market, continuous commitment.

Econometric techniques.
Uniequational model.

Panel data.
FEVD and PCSE method.

Statistically significant: (+) CO2 emissions, (−) energy
use, (+) Kyoto Protocol, (−) % coal, natural gas and

nuclear power in electricity generation, (−) renewable
energy potential, (−) industry electricity rates, (+)
continuous commitment, (+) biomass and solar

potential, (−) fiscal and financial policy variables, (−)
voluntary instruments, (+) negotiated agreements.

[16]

Solar PV
1992–2007

16 OECD countries
Wind power

1991–2006
13 OECD countries

The proportion of patent applications for RE
technology to total patent applications (dependent
variable for invention model), Installed system cost

(dependent variable for innovation model),
Cumulative installed capacity (dependent variable

por diffusion model).
Cumulative installed capacity, market opportunities,

domestic and overseas knowledge stock,
technology-push policy, market-pull policies, national
scientific resources, absorption capacity, public R&D,
tariff incentives, RE obligations, environmental taxes,

public investment, science resources, raw material
prices, coal prices, electricity generation, GDP.

Quantitative.
Econometric techniques.

Uniequational model.
Panel data.

3SLS method.

Policy outcomes create a virtuous cycle in the
technological change system through market

opportunity, learning-by-searching and
learning-by-doing.

The static impact of technology-push and tariff
incentive policies are effective on invention and

renewables obligation and CO2 tax appear to
encourage cost reduction in the technologies.

When dynamic impacts of policy are considered, FIT
appears to outperform renewables obligation policy

with very small margin.
Dynamic impact of CO2 tax varies with the level of

technological development maturity.

Source: own elaboration.
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3. Analytical Framework: Drivers and Barriers of Wind Capacity Additions

According to the aforementioned contributions, drivers of wind capacity additions include specific
factors of wind generation technology, factors associated with the electricity market, political factors
and factors related to the socio-economic environment (Table 2). These factors should not be considered
in isolation, because they are often related to each other. Indeed, they are sometimes two sides of
the same coin, creating a network of influences that simultaneously affect the installation of new
wind capacity.

Table 2. Factors determining the increase in wind installed capacity.

Type Factor

Technological Factors
• Cost of wind energy technology.
• Wind energy potential.

Electricity-Market Factors

• Electricity prices.
• Electricity demand.
• Contribution of traditional energy sources to the electricity mix.
• Contribution of “low-carbon” technologies (hydro, nuclear, solar) to

the electricity mix.
• Prices of fuels.
• Administrative and grid connection barriers.

Socio-economic Factors

• Income (GDP)
• Social acceptability (NIMBY syndrome).
• Awareness of the global warming problem (CO2).
• Contribution to economic development.

Policy Factors

• International commitment (deployment targets).
• Security of energy supply.
• Available instruments for renewable supporting.
• Policy stability.

Source: own elaboration.

This paper focuses on several drivers to wind capacity additions in Spain which have been
underesearched in the existing literature on the topic: degree of policy support, technology costs,
investment conditions, fuel prices and the merit order effect. Several hypotheses are put forward
regarding these drivers.

3.1. Degree of Policy Support

Despite the substantial cost reductions experienced by RETs (including wind on-shore), which have
led to their competitiveness with fossil-fuels, these technologies have traditionally needed policy
support in order to diffuse, due to their relatively higher (private) costs. Support can be provided
through quantity-based (e.g., quotas with tradable green certificates) or price-based instruments
(feed-in premiums, feed-in tariffs). Feed-in tariffs (FITs) provide guaranteed payments per kWh of
electricity of renewable origin, combined with a purchase obligation by the utilities. Under feed-in
premiums (FIPs), a guaranteed payment per kWh on top of the electricity wholesale-market price is
granted, combined with a purchase obligation by the utilities. In the EU, most support schemes have
been based on feed-in laws [19,20]. In Spain, support for wind on-shore has been provided through FITs
and FIPs in the past. When such support has been absent, as was the case since the 2012 moratorium,
the deployment of new wind capacity stopped. The main problem with these support systems is
that their total costs, which are generally paid by electricity consumers in their bills, have sometimes
skyrocketed [21]. In order to avoid excessive total support costs, some countries have limited the
annual payment or the capacity that can be remunerated, as it was the case in Spain [22]. In addition to
the support level, the stability of support is a main policy aspect. Mitigating the risks for investors is



Energies 2019, 12, 1944 8 of 19

one of the main objectives of renewable energy promotion policies. Therefore, ensuring the stability of
the regulatory framework, avoiding abrupt policy changes and protecting the implicit legal security of
such regulation is advisable [10,23,24]. This allows investors to be confident that their investments can
be recovered and that a reasonable profit can be recovered [12]. Therefore, the following hypothesis
is proposed:

Hypothesis 1: The higher the level of support for wind on-shore, the higher the wind capacity additions.

3.2. Technology Costs

The costs of the entire wind power generation system are divided into capital expenditures
(CapEx) and operational expenditures (OpEx). CapEx include all installed costs incurred prior to
commercial operations. Wind turbines are the main cost item of the total capital cost of wind energy.
A modern wind turbine has more than 8000 individual components [25]. However, the costs of the main
components groups (nacelles, blades and towers) represent 90% of the total costs of those individual
components [26]. The operational expenditures (O&M) are those which are required to operate the
project and maintain its availability.

When analysing the impact of the costs of wind power generation technology on installed capacity,
it should be taken into account that wind turbines are the main cost item of total capital costs [27].
Furthermore, public data on O&M costs are unavailable and, when available, they are unreliable
because of the dramatic changes in wind turbine technology [28]. Furthermore, although some O&M
costs are incurred in the first years of a wind turbine in order to make the wind project fully operational,
maintenance and spare part costs do not need to be considered in the first five years of operation
because they are covered by a supplier warranty [29]. For those reasons, particular attention should be
paid to the evolution of capital costs.

In contrast to other non-RET electricity generation technologies, wind on-shore is a highly
capital-intensive one. This means that most costs are incurred up-front, and this is usually a powerful
deterrent for their adoption. Two crucial costs for wind on-shore in this context are material costs and
financing costs. Regarding the former, the evolution of iron prices is taken into account in our analysis.
Iron prices are taken as a proxy of steel prices, which is the main material used in the construction of
wind farms. Interest rates can be taken as a proxy of the financing costs, which are highly relevant in
a capital-intensive technology such as wind. Surprisingly, these costs have received scant attention in
the literature.

Hypothesis 2: The higher the technology costs (interest rates, costs of iron), the lower the wind capacity additions.

3.3. Investment Conditions

As a capital intensive technology, investment conditions are key. These refer to several aspects,
including the stability of regulation, general investment conditions and access to credit. These conditions
are proxied in this paper through the risk premium.

Hypothesis 3: The better the investment conditions (proxied by risk premia) the higher the wind
capacity additions.

3.4. Fossil Fuel Prices

The price of fuel is one of the main cost components of electricity generation with conventional
technologies. Therefore, the level and change in the prices of these fuels directly affect the
competitiveness of RETs [15,20,30]. In fact, when these prices are high enough, renewable energies
become competitive without the need for support mechanisms [13]. In addition, renewable energies
may be an effective protection against the volatility of fuel prices [31]. Wind on-shore has traditionally
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competed with other electricity generation technologies, whether renewable or non-renewable. In this
paper, the prices of oil and gas are taken as proxies of those fossil-fuel prices.

Hypothesis 4: The higher the price of fossil fuels, the higher the wind capacity additions.

3.5. Merit Order

Finally, while the merit order effect has been extensively analyzed, its influence on the deployment
of RETs in general and wind capacity additions in particular has not been the focus of research in
the past. The merit order effect refers to the reduction of wholesale electricity prices due to a higher
RES supply. The power price is determined by the “merit order”, with the cheapest offer made by the
power station with the lowest running costs setting the starting point and the marginal generation unit
needed to cover the demand setting the electricity price at a given moment. Since renewable energies
have low variable costs, this price is usually set by fossil-fuel energy sources (gas or oil), which have
higher variable costs. Electricity from wind turbines is sold in the wholesale market, pushing more
expensive conventional producers out the merit order and, thus, reducing the electricity price [32].
It has been argued in the past that lower electricity prices as a result of more wind electricity generation
would deter further wind capacity investments, i.e., that wind energy could be the victim of its own
success [33,34]. However, two effects play a role here. On the one hand, a lower electricity price
entails lower revenues for electricity generators. But, on the other hand, a lower price leads to a higher
electricity demand (depending on the elasticity of demand), which encourages greater investments in
electricity generation capacity (all energy sources, not only wind). Whether one effect offsets the other
is an empirical issue worth analyzing.

Hypothesis 5: The higher the share of wind electricity, the higher the wind capacity additions.

The above suggests that some of the aforementioned variables do not influence capacity additions
directly, but indirectly through their impact on other intermediate variables such as electricity demand
and the price of electricity. In particular, electricity demand is related to both the global productive
activity and the residential uses (households). An increase in electricity demand would put pressure
to increase electricity production and, if the rise in demand is persistent over time, a higher stock of
installed capacity can be expected [10,12,15,20,35]. Due to its renewable character and maturity, part of
this capacity can be covered by wind technology.

Other variables can be included as control variables, with either a direct or an indirect effect on wind
capacity additions. These include GDP, transport/transmission/distribution costs and taxes. In contrast,
other relevant variables with an expected influence on capacity additions, such as administrative and
grid connection barriers, cannot be included due to lack of data.

4. Methods

Taking into account the aforementioned factors, a multiequational econometric model that
evaluates their impact on the increase of on-shore wind installed capacity in Spain is estimated.

As it was mentioned in the introduction, wind on-shore has been gaining weight in the electricity
generation mix in Spain. With 46.9 TWh in 2017, it shows the greatest contribution of all RES (17.5% of
total electricity generation, [36]). Indeed, it was the second source of electricity generation in that year,
only behind nuclear (20.3%). However, if we observe the evolution of installed wind power capacity in
Spain in recent years, we can see an "S-curve" trend (Figure 1).

The figure shows that installed capacity continued to grow until 2007, and then the growth rate
gradually declined to zero in the period 2012–2015. This is probably related to the passing of the
moratorium on RES-E support in 2012. Despite the removal of the previous support scheme based on
FITs and FIPs, the analysis of the rest of determinants of the increase in wind energy capacity is crucial
since, in the absence of such support scheme and its replacement by auctions (at zero support levels),
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the rest of variables will bear a relevant role in wind deployment. The rest of this section provides
details on the specification and estimation of the multiequational model that has been developed in
order to analyze the evolution of wind energy capacity additions in Spain. Two main approaches
have been followed in the past to model the relation between the deployment of RETs and the factors
suggested by the literature.Energies 2019, 12, x FOR PEER REVIEW 4 of 19 
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Figure 1. Installed capacity of wind power generation in Spain (2000–2015, TWh). Source:
European Commission.

The first one involves the estimation of an econometric model for a relatively wide group of
countries, often using panel data (Table 1). A sufficient amount of data is required for a proper
estimation and this induces the choice of several countries. Data for each factor or variable must be
available for all countries, which is a drawback of this approach. Furthermore, the final specification
of the model could lead to the inclusion of several variables, some of which might be irrelevant for
a specific country.

The second approach comprises the estimation of an econometric model for a single country.
This could reduce the requirements for data from other countries and the number of irrelevant variables.
However, there could also be a problem of data availability, as time series tend to be short for several
variables. In turn, an estimation with short time series could lead to multicollinearity problems and to
the loss of precision of the estimated coefficients.

In this paper a third approach is suggested. It comprises the estimation of a multiple equation
model which represents the relation between the deployment of renewable power capacity and a set of
factors or variables, overcoming some of the limitations mentioned above. In particular, this type of
model allows the specification of a number of variables in spite of the length of the time series without
affecting the degrees of freedom (and thus the properties of the estimators) by means of the estimation
of several equations. This method also reduces the risk of multicollinearity problems because each
equation specifies a low number of regressors. In addition, indirect relations can be depicted through
linked equations. Finally, a multiple equation model allows the inclusion of simultaneous relations
between variables in an adequate manner, avoiding endogeneity problems.

The model to assess the variation in wind energy installed capacity in Spain in the 1998–2015
period is made up of four equations. In the main equation wind capacity additions is the dependent
variable. Second, an equation is specified in which one of the explanatory variables of the first equation
(electricity consumption) is the dependent variable. In turn, this second equation has a simultaneous
relation with a third one, which explains the behavior of the electricity price. In the fourth equation,
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the share of wind in electricity generation is the dependent variable, which is deemed a relevant factor
to explain electricity prices. Therefore, our econometric approach allows us to model the evolution
of investment in wind capacity additions in Spain, including the multiple factors which influence
such investment in either a direct or an indirect manner, avoiding multicollinearity problems and low
degrees of freedom.

The 15 variables which make up the specification of the model are included in Table 3. The data
have been collected from several information sources: the European Commission (EC), the statistical
office of the European Union (EUROSTAT), the International Renewable Energy Agency (IRENA),
the annual macro-economic database of the European Commission (AMECO), the Bank of Spain (BDE),
the European Environment Agency (EEA), the International Energy Agency (IEA), the Lawrence
Berkeley National Laboratory (LBNL), the Iberian Balance sheet Analysis System (SABI), the company
BP plc (BP), the Ministry of Agriculture, Fisheries, Food and the Environment (MAGRAMA),
the National Statistics Institute (INE), the company OMI-Polo Español S.A. (OMIE) (which is the
market operator in Spain), the National Commission on Markets and Competition (CNMC) (which is
the energy regulator in Spain) and the Ministry of Economic and Financial Affairs. This data can be
found in the Supplementary Material.

Table 3. Factors determining the increase in wind installed capacity.

Variable Definition Units Source Source
(web)

WINDCAP
(Dependent variable

Equation (1))
Installed Wind Capacity MW EUROSTAT/IRENA [37,38]

Technoeconomic Factors

IRON Iron price Value (US $ per
metric ton) QUANDL FINANCE [39]

SR
Risk premium ([German long-term

interest rate–Spanish long-term
interest rate] × 100)

% AMECO [40]

LTIR Real long-term interest rates,
deflator GDP (ILRV) % AMECO [40]

Electricity-Market Factors

BRENT Europe Brent Spot Price FOB US $ per barrel BP [41]
ELECON

(Dependent variable
Equation (2))

Final domestic consumption
of electricity Mtoe EUROSTAT [37]

PRICEL (Dependent
variable Equation (3))

Price of electricity for domestic
final consumption

(2500–5000 KWh). Taxes included.
Euro/kWh IEA, EUROSTAT and

own elaboration [37,42]

PRIGAS Price of natural gas US$ per million Btu BP [41]
SHAREWIND (Dependent

variable Equation (4))
Share of electricity production

from wind power % EUROSTAT and own
elaboration [37]

WINDLOAD Wind annual average
capacity factor % EUROSTAT [37]

TRANS_TWH Transport costs Mill €/TWh CNMC [43]

Socio-Economic Factors

GDP Gross domestic product
(constant 2010) Mrd Euro AMECO [40]

Policy Factors

PREMIUMS FIT or FIP support schemes Mill € CNMC [43]
PREM_TWH Average support for RES Mill €/TWh CNMC [43]

TAX_SHARE
Share of taxes on the price of

domestic electricity
(2500–5000 KWh)

% EUROSTAT and own
elaboration [37]

Source: own elaboration.

The choice of variables was made using a four-stage procedure. First, a literature review as well
as theoretical considerations were taken into account in the broad selection of an initial set of variables.
Then, we looked for data on those variables and discarded those for which enough high-quality
data were not available. Third, the analysis of the correlation matrix allowed us to identify high
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correlations between the initially selected variables. Therefore, we removed those variables which had
high correlations with others, in order to avoid multicollinearity problems. Finally, each equation has
been specified in order to minimize the value in the Akaike information criterion (AIC).

Accordingly, the following equations have been specified with the following variables. Equation (1)
includes the main determinants of wind installed capacity in Spain (WINDCAP). Those explanatory
variables are: electricity consumption in the country (ELECON); the price of iron in international
markets (IRON) as a proxy of steel prices (for which data are not available), since this is the main
material used in the construction of wind turbines (see Section 3.2); RES-E support schemes in the form
of feed-in tariffs or feed-in premia (PREMIUMS), the risk premium (SR) and the long-term interest rate
(LTIR). Therefore, Equation (1) is specified as follows:

ln(WINDCAPt) = β01 + β11·ln(ELECONt) + β21·ln(IRONt) + β31·ln(SRt) + β41

·ln(PREMIUMSt) + β51·ln(LTIRt) u1t
(1)

Equation (2) explains the evolution of electricity consumption in the country (ELECON) which,
in turn, was one of the explanatory variables of WINCAP. The following explanatory variables have
been included: Gross Domestic Product (GDP), since the higher is the level of economic activity, the
higher is electricity consumption; the electricity price (PRICEL), given that a higher price would lead to
a lower electricity demand, and the price of oil (BRENT), as an overall proxy of the price of conventional
energy sources (oil, gas and coal). Therefore, Equation (2) is specified as follows:

ln(ELECONt) = β02 + β12·ln(GDPt) + β22·ln(PRICELt) + β32·ln(BRENTt) + u2t (2)

Equation (3) is a second-level equation which explains the evolution of the electricity price
(PRICEL). In turn, this was an explanatory variable of electricity demand (ELECON). The following
explanatory variables have been included: the share of electricity generated with wind turbines,
since wind energy pushes down the wholesale electricity price (SHAREWIND), the price of natural
gas (PRIGAS), which is an indicator of the costs of electricity generation with combined cycle gas
turbines (CCGT); the total amount of RES-E support (premiums) divided by the total amount of RES-E
generated (PREM_TWH) since this support is finally paid by the electricity consumer; the share of
electricity taxes in the electricity price (TAX_SHARE) and transport costs (TRANS_TWH). Therefore,
Equation (3) is specified as follows:

ln(PRICELt) = β03 + β13·ln(TRANS_TWHt) + β23

·ln(SHAREWINDt) + β33·ln(PRIGASt) + β43·ln(PREM_TWHt) + β53·ln(TAX_SHAREt) + u3t
(3)

Finally, Equation (4) is a fourth-level equation which explains the evolution of the share of wind
energy in the electricity mix (SHAREWIND). This variable depends on the capacity load of wind
(WINDLOAD), which in turn depends on the meteorological conditions in a given year and on the
installed wind capacity itself (WINDCAP). Therefore, Equation (4) can be specified as follows:

ln(SHAREWINDt) = β04 + β14·ln(WINDLOADt) + β24·ln(WINDCAPt) + u4t (4)

Figure 2 depicts the final specification of the multiequational model:
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5. Results and Discussion

Given the existence of simultaneity relationships between some of the variables, and given the
fact that the four equations of the model are over-identified [44,45], the model was estimated with two
alternative techniques in order to avoid the loss of quality in the estimators due to the existence of
endogeneity in the equations: the limited information technique of two-stage least squares (2SLS) and
the complete information technique of three-stage least squares (3SLS). Once the model was estimated
with the 2SLS and 3SLS methods, the Hausman test [46] was applied. It provides a criterion to choose
between one or the other type of estimation. The null hypothesis of the test advocates the consistency
of the estimators of both methods, which implies a preference for the results of the 3SLS since the
estimations with such technique are more efficient than those provided by 2SLS (in addition to being
consistent) [44,47], given that 3SLS include in the estimation process the fact that the contemporaneous
correlation matrix of the SEM disturbances has non-trivial off-diagonal elements in order to correct the
impact of relationships between the random errors of the different equations. The rejection of the null
hypothesis would imply that the 3SLS estimators would not be consistent and, thus, that the 2SLS
estimators would be preferable. In our case, the Hausman test reached a value of -6.963, which implies
a p-value of 1 and, thus, the non-rejection of the null hypothesis. This means that the results of the
estimation with 3SLS are preferable.

After the estimation of the model with the 3SLS method, two additional tests have been carried
out in order to assess the quality of the estimation. On the one hand, a test of the likelihood-ratio has
been undertaken, and the estimations of the equations of the model using the ordinary least squares
(OLS) method have been compared with the joint estimation of the equations with the 3SLS method.
The p-value is 0.757 and, thus, the null hypothesis that the over-identifying restriction implied by this
simultaneous equation model is significant is not rejected. Notwithstanding, we have preferred to use
the 3SLS estimation in order to ensure a better efficiency of the estimators.

On the other hand, and given that the variables included in the model are integrated of first-order,
we have applied the stationarity tests of Augmented-Dickey-Fuller (ADF) to the series of errors of each
of the equations, whereas for the usual critical values, the result is that those series are stationary in
all the equations; the opposite occurs if the values proposed by [48] MacKinnon (1996) are taken as
critical values: ADF value of −4.42 against a critical value of −5.16 in the first equation, −3.61 versus
−4.28 in the second one, in the third equation an ADF value of −4.19 against −5.16 and finally, −1.69
versus −3.807 in the fourth equation. Notwithstanding, we have taken into account two fundamental
reasons for maintaining the specification of the equations. First, the strong support of the economic
theory underlying the revised literature in terms of the results obtained. And, secondly, the analysis
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of the series and functions of total autocorrelation (ACF) and partial autocorrelation (PACF) of the
residuals of the estimated equations by OLS that, as can be observed in Figure 3, they point in general
to a stationary behavior of these and, therefore, to a stable relationship between the specified variables
in each equation.
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The results of the 3SLS estimation are shown in Table 4. The variables are expressed in
natural logarithms.

Table 4. Estimation results. Standardized coefficients.

Equation (1) Equation (2) Equation (3) Equation (4)

Intercept −8.11079 *** −4.42324 *** −3.77958 *** −4.25512 ***
ln WINDCAP Dependent - - 0.86314 ***

ln IRON −0.24103 * - - -
ln LTIR −0.09873 - - -

ln ELECON 4.22806 *** Dependent - -
ln SR −0.09600 - - -

ln PREMIUMS 0.81412 *** - - -
ln GDP - 1.02037 *** - -

ln PRICEL - −0.08489 ** Dependent -
ln BRENT - 0.04490 * - -

ln SHAREWIND - - −0.15144 ** Dependent
ln PRIGAS - - 0.05520 -

ln PREM_TWH - - 0.07374 -
ln TRANS_TWH - - 0.84483 *** -
ln TAX_SHARE - - 0.24606 ** -
ln WINDLOAD - - - 1.15392 ***
Adj. R-Squared 0.9823 0.9762 0.9496 0.9972

Signif. codes (p-value): 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1. Source: own elaboration.
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The results of the estimations show that the estimated coefficient associated to the support level
is significant at the 0.05 significance level. The sign of this coefficient is positive, which suggests
a positive relationship between WINDCAP and support levels. This relationship could be expected
since, as mentioned above, the most crucial factor to explain the behavior described is undoubtedly the
implementation of public policies, based on feed-in tariffs and premia. Therefore, support levels are
a crucial driver of wind capacity additions, i.e. Hypothesis 1 cannot be rejected.

Regarding the variables related to technology costs, the variable “iron costs” is statistically
significant and has a negative sign, suggesting that higher iron costs are related to lower wind capacity
additions. In other words, the higher the material costs of this technology, the lower its deployment.
In contrast, the other technology cost considered in this study (interest rates) is not statistically
significant. This was not an expected result, since financing costs can be deemed a critical barrier for
a capital-intensive technology such as wind on-shore. This result means that financing costs are not
a barrier to wind deployment, possibly due to the relatively low interest rates and the easy access to
credit in the analyzed period. Therefore, Hypothesis 2 cannot be rejected.

As a capital-intensive technology, wind on-shore requires favorable investment conditions.
These conditions have been proxied in our model by the risk premium. However, the estimated
coefficient associated to this variable is not statistically significant, suggesting that this is not a relevant
driver/barrier of wind capacity additions. Therefore, Hypothesis 3 can be rejected.

Although the impact of gas prices on the electricity price (Equation (3)) is not statistically significant,
the price of oil (Equation (2)) is statistically significant and has a positive sign. Therefore, it can
be concluded that the costs of electricity generation with CCGT do not have a significant influence
on wind capacity additions, but the price of other conventional energy sources such as oil, increase
the electricity consumption in the country and such increase has a positive effect on wind capacity
additions. Therefore, Hypothesis 4 cannot be rejected.

Finally, a higher amount of wind capacity positively affects the share of wind in electricity
(Equation (4)). In turn, a higher share of wind reduces the wholesale electricity price (Equation (3)),
which increases the demand for electricity (Equation (2)). This higher electricity demand has a positive
effect on wind capacity additions (Equation (1)). Thus, wind capacity additions and a higher wind
capacity factor positively influence further wind capacity additions though a lower electricity price
due to a higher penetration of wind electricity (merit order effect). Therefore, hypothesis 5 cannot
be rejected.

This merit order effect illustrates a main tenet of this paper, i.e., that in energy systems characterized
by many variables and interrelationships between them, second-order effects need to be taken into
account in order to properly grasp the full influence of the explanatory variables in general, and the
policy variable in particular, on capacity additions. In addition to the positive and direct effect of
policy on wind capacity additions (impact of the variable PREMIUMS), a negative and indirect effect
of policy could be expected: the cost of support (PREM_TWH) would put upward pressure on the final
electricity price which, then, would reduce electricity demand and, thus, the need for new capacity.
However, the results of our model suggest that the price has a significant impact on demand and, thus,
on capacity additions, that the costs of support do not have a significant influence on price and that
the level of support (PREMIUMS) significantly affects wind capacity additions. Therefore, we can
deduce that the (positive) direct effect of support for RES on wind investments is more relevant than
the (negative) indirect effect through the increase in final electricity prices.

This is an interesting result which, to our best knowledge, has never been identified before. Indeed,
it has usually been mentioned that wind might be the victim of its own success since a greater share
of wind would reduce wholesale electricity prices, leading to a lower remuneration level for wind
investors. It is usually argued that past and future reductions in the costs of solar PV and wind will
make these technologies cost-competitive with respect to their competing alternatives in the medium or
long-terms [33]. For some, this means that support schemes for wind and solar should be phased out.
However, there is still a challenge for policy makers to encourage RES-E investments with the expected
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move to market-based instruments, since part of the revenues are received through the wholesale
price and these are reduced when a greater penetration of RES-E takes place (merit order effect).
Therefore, even where the full costs of (variable) renewables are lower than average market prices,
policy intervention may be needed to ensure that sufficient investment is attracted to RES-E projects.

Regarding the control variables, most are statistically significant and have the expected sign.
This is the case with GDP (positive influence on wind capacity additions through its impact on
electricity demand), tax share (negative relationship) and transport cost (negative relationship).

Finally, our results confirm the very relevant role played by the intermediate variables electricity
demand and electricity prices, i.e., most explanatory variables have an indirect effect on wind capacity
additions through their impact on these two variables.

6. Conclusions

This paper has identified the drivers of wind energy capacity additions in Spain over the
period 1998-2015 through the estimation of a three-stage least squares multiecuational econometric
model, which allows the analysis of direct and indirect effects as mediated by their influence on two
intermediate variables (electricity demand and electricity prices).

Our results show that, as expected, wind capacity additions are positively and significantly driven
by renewable energy support (in the form of feed-in premiums and tariffs). The absence of support
since 2012 led to a stagnation of wind capacity additions in this country. Interestingly, our results
suggest that the impact of FITs/FIPs on wind deployment is mediated by the influence (level) of other
variables. In other words, the success of renewable energy policy instruments is contingent upon the
level of those variables.

In contrast, our results regarding the influence of technology costs are mixed. On the one hand,
the material costs of wind energy (proxied by the price of iron) have had a negative effect on wind
capacity additions. On the other hand, the financing costs (proxied by interest rates) are not statistically
significant in the econometric estimations. This is probably related to the type of investors in wind
capacity in Spain: large investors which have been able to finance their investments with equity
rather than debt. The lack of statistical significance of the investment conditions (proxied by the risk
premium) suggests that access to credit has not been a barrier. They may have been problematic only
in the last years of the considered period, coinciding with the worst years of the economic/financial
crisis, which led to severe credit restrictions. But these were also the years when cost-containment
mechanisms on the support scheme and the moratoria were adopted. Our results suggest that those
unfavourable policy conditions played a more relevant role than the access to credit restrictions. This
stresses the importance of policy framework conditions, in contrast to the traditional focus in the
literature on specific RES deployment instruments.

Contrary to expectations, gas prices have not played a significant role in explaining wind capacity
additions. This might be related to the fact that wind does not compete with gas or, more likely, that gas
prices were simply not part of the decision by investors to invest in wind energy capacity additions
because other variables were more relevant in this regard. Nevertheless, oil prices have a significant
impact on wind capacity additions.

Finally, the fact that wind capacity additions and a higher wind capacity factor positively influence
further wind capacity additions through a lower electricity price due to a higher penetration of wind
electricity (merit order effect), leading to a higher electricity demand, is an interesting result, which is
against the argument that wind can be the victim of its own success.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/12/10/1944/s1,
Data S1: Model Database in Spreadsheet format.
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