A Hybrid Filtering Technique-Based PLL Targeting Fast and Robust Tracking Performance under Distorted Grid Conditions
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Abstract: In most grid-connected power converter applications, the phase-locked loop (PLL) is probably the most widespread grid synchronization technique, owing to its simple implementation. However, its phase-tracking performance tends to worsen when the grid voltage is under unbalanced and distorted conditions. Many filtering techniques are utilized to solve this problem, however, at the cost of slowing down the transient response. It is a major challenge for PLL to achieve a satisfactory dynamic performance without degrading its filtering capability. To tackle this challenge, a hybrid filtering technique is proposed in this paper. Our idea is to eliminate the fundamental frequency negative sequence (FFNS) and other harmonic sequences at the prefiltering stage and inner loop of PLL, respectively. Second-order generalized integrators (SOGIs) are used to remove FFNS before the Park transformation. This makes moving average filters (MAFs) eliminate other harmonics with a narrowed window length, which means the time delay that is caused by MAFs is reduced. The entire hybrid filtering technique is included in a quasi-type-1 PLL structure (QT1-PLL), which can provide a rapid dynamic behavior. The small-signal model of the proposed PLL is established. Based on this model, the parameter design guidelines targeting the fast transient response are given. Comprehensive experiments are carried out to confirm the effectiveness of our method. The results show that the settling time of the proposed PLL is less than one grid cycle, which is shorter than most of the widespread PLLs. The harmonic rejection capability is also better than other methods, under both nominal and adverse grid conditions.
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1. Introduction

Grid synchronization is an important control aspect in grid-connected power converter (GPC) applications. Among various synchronization techniques, synchronous-reference frame phase-locked loop (SRF-PLL) is probably the most widely used method, owing to its simple implementation and fast dynamic response [1,2]. The control of GPC is based on the estimated phase angle of grid voltage at the point of common coupling (PCC) through PLL, as shown in Figure 1. However, with the increasing penetration of the distributed generation system and renewable energy sources, power quality issues have been introduced, which may cause grid voltages to be polluted [3,4]. Under such unbalanced and distorted grid voltage conditions, the phase-tracking performance of SRF-PLL deteriorates dramatically [5,6]. To solve this problem, many filtering techniques, such as the low-pass filter (LPF) and moving average filter (MAF), are used to attenuate harmonic voltage components at the cost of slowing down transient response [7]. To achieve a satisfactory filtering
capability without degrading the dynamic performance is a major challenge of PLL under distorted
grid conditions [8]. It is also a focus issue of renewable energy systems [9–11].

To achieve a better dynamic performance, many advanced PLLs have been developed using
hybrid filtering techniques. These hybrid filtering techniques can be divided into two categories:
LPF-based hybrid filters and MAF-based hybrid filters. LPF-based hybrid filters, acting as a prefiltering
stage, are commonly arranged at the outer loop of many advanced PLLs, such as the dual second-order
generalized integrator-based PLL (DSOGI-PLL) [12], multiple complex-coefficient filter-based PLL
(MCCF-PLL) [13], multiple reference frame-based PLL (MRF-PLL) [14], and decoupled double
synchronous-reference frame PLL (DDSRF-PLL) [15]. These kinds of hybrid filters can be considered
as two parts that are cascade-connected. One part is responsible for eliminating the fundamental
frequency negative sequence (FFNS) component, which acts as a notch filter. Another part, which
acts as a LPF, is employed to attenuate other disturbances. Since the FFNS component is totally
rejected, the bandwidth of the open-loop transfer function can be increased without considering
the influence of FFNS. However, the LPF-based hybrid filter can only attenuate, but not eliminate,
high order harmonics [16]. The harmonic rejection capability is not satisfactory under the highly
distorted grid conditions.

Compared with the LPF-based hybrid filter, the MAF-based hybrid filter can offer improved
disturbances rejection, since the MAF can completely block an infinite set of harmonics. This is a
positive property, which enables the MAF to act as an ideal LPF under certain conditions [17]. With this
interesting feature, many MAF-based hybrid filters have recently been proposed. In Reference [18],
a hybrid filtering stage consists of a special proportional component and MAFs with a narrowed
window length ($T_{\omega}$) are incorporated into the inner loop of the SRF-PLL. Although the settling
time and harmonic rejection performance of the so-called differential-MAF PLL (DMAF-PLL) is
satisfactory, the overshoot of the estimated frequency under the phase jump condition is too large.
This undesired transient behavior may violate many grid codes [19,20] and cause mistaken tripping
operation. In Reference [21], a synchronous/stationary reference-frame filtering-based hybrid PLL
(HPLL) is proposed with a rapid transient response. Delayed signal cancellation (DSC) operators
and MAFs are arranged at the outer loop and inner loop, respectively. However, the phase-tracking
performance deteriorates when the grid frequency is off-nominal. In Reference [22], a complex notch
filter (CNF) is employed in the filtering stage of the proposed complex notch filter-based quasi-type-1
PLL (CNF-QT1-PLL) to eliminate the FFNS component. Similar to DMAF-PLL, the $T_{\omega}$ of MAFs in
CNF-QT1-PLL are also reduced. The settling time of CNF-QT1-PLL is less than one grid cycle, which is
smaller than most of the existing PLLs. However, the complex notch filter arranged at the inner loop
is complicated by a large computational burden. As with many other MAF-based PLLs, the filtering
capability degrades when the grid frequency is under an off-nominal value.
Another effective way to improve the dynamic performance is to use a modified PLL structure. Some PLLs with a secondary control path have been proposed in the literature [23,24]. The secondary control path can increase the bandwidth of PLL and accelerate the transient response. However, according to the analysis in Reference [25], the utilization of a secondary control path can increase the type of open loop transfer function, which may aggravate the stability problem and increase the implementation complexity. Recently, a modified PLL structure, named quasi-type-1 PLL (QT1-PLL), was proposed in Reference [26]. Different from the conventional type-2 SRF-PLL, QT1-PLL removes the integral operation in the proportional-integral (PI) controller and offers a feed-forward control path to the output. This change provides an additional open-loop pole at the origin, which enables QT1-PLL to provide a rapid dynamic behavior and a zero average phase error under the frequency drift. Moreover, the filtering stage of QT1-PLL is based on MAFs, which can completely eliminate disturbances. The aforementioned HPLL and CNF-QT1-PLL also inherit the advantages of QT1-PLL. These QT1 structure-based PLLs have an excellent disturbance rejection when the grid frequency is at nominal value. However, the filtering capability decreases when increasing the frequency deviation from its nominal value. Although this problem can be solved by using a frequency-adaptive MAF, this solution will increase the implementation complexity dramatically.

To tackle this challenge mentioned above, a hybrid filtering technique-based PLL is proposed in this paper, aiming at fast and robust phase-tracking performance. By using a DSOGI-based prefiltering stage and MAFs with a narrowed $T_\omega$, FFNS and other harmonic disturbances are totally removed in the stationary reference frame and synchronous reference frame, respectively. In addition, the dynamic performance is directly considered in our design procedure. Thanks to our technique, the convergence time of the transient behavior is reduced to less than one grid cycle. The proposed PLL also provides a desired filtering capability under both nominal and off-nominal grid frequency conditions. Moreover, the digital implementation is not complex. To evaluate the performance, a comprehensive experimental study is carried out under phase jump, frequency step change, frequency ramp change, voltage sag, and distorted grid voltages. The results confirm the effectiveness of the proposed PLL.

This paper is organized as follows. A brief overview of QT1-PLL is provided in Section 2. The proposed PLL is described in detail in Section 3. The small-signal model and parameter design guidelines are given in Section 4. In Section 5, experimental results are provided to make a comprehensive comparison. Finally, Section 6 concludes this paper.

2. Brief Overview of QT1-PLL

Since the proposed method was implemented in a QT1-PLL structure, this section provides a brief overview and analysis of QT1-PLL.

QT1-PLL was derived from SRF-PLL and MAF-PLL. Figure 2 shows the block diagrams of these three PLLs. $v_{abc}$ represents the three-phase voltage, $v_d$ and $v_q$ are d-axis and q-axis components of $v_{abc}$, and $\omega_f$ is the nominal grid frequency. $\Delta \omega$ represents the deviation of input frequency. $\hat{\omega}$ and $\hat{\theta}_f$ are the estimation of grid frequency and phase, respectively. According to the previous study on small-signal models in References [26], the open-loop transfer functions are as follows.

$$G_{olSRF}(s) = \left(k_p + \frac{k_i}{s}\right) \frac{1}{s}$$  \hspace{1cm} (1)

$$G_{olMAF}(s) = MAF(s) \left(k_p + \frac{k_i}{s}\right) \frac{1}{s}$$  \hspace{1cm} (2)

$$G_{olQT1}(s) = \left(\frac{MAF(s)}{1 - MAF(s)}\right) \left(k_p + \frac{k_i}{s}\right)$$  \hspace{1cm} (3)

where

$$MAF(s) = \frac{1 - e^{-T_\omega s}}{T_\omega s} \approx \frac{1}{\frac{T_\omega}{2} s + 1}$$  \hspace{1cm} (4)
and \(k_p\) and \(k_i\) are the proportional factor and integral factor, respectively, in the PI controller. Substituting Equation (4) into Equations (2) and (3) yields the equations as follows:

\[
G_{olMAF}(s) \approx \frac{1}{2s+1} \left( k_p + \frac{k_i}{s} \right) \frac{1}{s}
\]  

Compared with SRF-PLL and QT1-PLL, \(G_{olMAF}(s)\) had one more pole. With only two poles at the origin, QT1-PLL had a bigger bandwidth than MAF-PLL, which was similar to SRF-PLL.

\[
G_{olQT1}(s) \approx \frac{2}{T_0s} \left( k_p + \frac{k_i}{s} \right)
\]  

Figure 2. Block diagrams of the three PLLs. (a) synchronous-reference frame phase-locked loop (SRF-PLL); (b) moving average filter phase-locked loop (MAF-PLL); and (c) quasi-type-1 phase-locked loop (QT1-PLL).

The open-loop bode diagrams of these PLLs are depicted in Figure 3. It was observed that both QT1-PLL and MAF-PLL could eliminate dominant harmonic components (e.g., −1st, −5th, +7th, −11th, +13th, etc.) [16]. QT1-PLL could achieve an ideal filtering capability and rapid transient response at the same time. However, when the grid frequency drifted from its nominal value, the disturbances rejection capability of the frequency-fixed MAF decreased. Observing the bode diagram, the amplitude of QT1-PLL at a nearby harmonic frequency was larger than that in MAF-PLL, which meant that QT1-PLL’s phase tracking error was larger than that in MAF-PLL, under such conditions. This defect also existed in CNF-QT1-PLL. Although the drawback could be solved by making the MAF frequency-adaptive, the digital implementation of a frequency-adaptive MAF was complicated. The detailed realization methods can be found in Reference [17].

Figure 3. Bode diagrams of the three PLLs: QT1-PLL (solid lines), SRF-PLL (dashed lines), and MAF-PLL (dotted lines).
3. The Description of the Proposed PLL

To overcome the drawbacks of QT1-PLL and achieve a fast and robust phase-tracking performance, a hybrid filtering technique-based PLL was proposed in this section. Figure 4 illustrates the block diagram of the proposed PLL.

![Figure 4. Block diagram of the proposed PLL. DSOGI—dual second-order generalized integrator.](image)

As shown in Figure 4, the filtering stage in the proposed PLL consisted of two parts. The prefiltering stage—DSOGI (as shown in Figure 5)—was arranged at the outer loop, which was responsible for eliminating FFNS and cutting down on other harmonics. MAFs were incorporated into the inner loop to eliminate other harmonics in the \( dq \)-frame. Since the dominant harmonic components in the \( dq \)-frame were \(-100\) Hz, \(\pm 300\) Hz, \(\pm 600\) Hz, etc., listed in Reference [22], and FFNS was already removed by the prefiltering stage, the \( T_\omega \) of MAFs was reduced to \( 1/300 \) s. \( k_\phi \) was the phase-compensation factor, which is discussed below.

![Figure 5. The block diagram of second-order generalized integrators (SOGI).](image)

As stated in Reference [27], the damping factor \( \xi \) in SOGI was chosen to be 0.7. The complex transfer function of DSOGI can be expressed as follows.

\[
DSOGI(s) = \frac{\sigma_{a\beta_{1}}^+(s)}{v_{a\beta}(s)} = \frac{\xi \hat{\omega} (s + j \hat{\omega}) (s - j \hat{\omega} + \xi \hat{\omega})}{s^2 + 2 \xi \hat{\omega} s + \hat{\omega}^2}
\] (7)

According to Equation (7), the bode plot of DSOGI is depicted in Figure 6. DSOGI provided a unity amplitude and a zero phase degree at 50 Hz. The FFNS component (−50 Hz) was also filtered out. This frequency characteristic could fulfill the disturbance rejection task of DSOGI in the \( a\beta \)-frame, mentioned above.

It should be noted that a phase shift occurred when the grid frequency drifted from its nominal value. This resulted in a phase-tracking error. To compensate for this error, frequency deviation \( \Delta \omega \) could be feedforwarded at the output of the PLL. Observing Figure 6, the phase shift caused by DSOGI could be approximated by the slope rate of the phase-frequency characteristic, around 50 Hz, as follows:

\[
\angle DSOGI(j\omega)\big|_{\omega \in (2\pi 40, 2\pi 60)} = \arctan \left( \frac{\text{Im}(DSOGI(j\omega)))}{\text{Re}(DSOGI(j\omega)))} \right) \\
\approx -0.004333 \Delta \omega
\] (8)
Since the output of gain $k$ is $\Delta \omega$, the phase error can be easily compensated for by choosing $k_\phi$ to be 0.004333.

To evaluate the filtering performance of the entire hybrid filtering technique, DSOGI($s$) could be transformed to the synchronous reference frame as follows:

$$DSOGI(s + j\hat{\omega}) = \frac{\hat{\phi}_{a\beta}^+ (s + j\hat{\omega})}{\nu_{a\beta}(s + j\hat{\omega})} = \frac{\hat{\chi} \hat{\omega}}{s + \hat{\chi} \omega} \frac{(s + j2\hat{\omega})(s + \hat{\chi} \omega)}{s^2 + 2(\hat{\chi} \omega + j\hat{\omega})s + \hat{\omega}^2}$$

(9)

Combined with MAF at the inner loop, the hybrid filter can be expressed as follows:

$$H(s) = \text{MAF}(s) DSOGI(s + j\hat{\omega})$$

$$= \frac{1 - e^{-T_\omega s}}{T_\omega s^2} \frac{\hat{\chi} \hat{\omega}}{s + \hat{\chi} \omega} \frac{(s + j2\hat{\omega})(s + \hat{\chi} \omega)}{s^2 + 2(\hat{\chi} \omega + j\hat{\omega})s + \hat{\omega}^2}$$

(10)

where $T_\omega$ is 1/300. The bode plot of $H(s)$ is depicted in Figure 7. The filtering stages of CNF-QT1-PLL and QT1-PLL are also examined in Figure 7. Since the filtering stage was examined in the $dq$-frame, the dominant disturbances turned out to be $-100$ Hz, $\pm300$ Hz, $\pm600$ Hz, etc. [22]. All three hybrid filtering techniques could reject harmonics completely. In addition, the proposed PLL could mitigate more disturbance components nearby the dominant harmonic frequencies. The magnitude-frequency characteristic of the proposed PLL around $-100$ Hz, $\pm300$ Hz, and $\pm600$ Hz was lower than the other two methods. It was useful when the grid frequency was off-nominal, since the non-adaptive MAF could also offer a satisfactory filtering capability under such conditions. This advantage was evaluated by comparative experiments in Section 5.

Figure 6. The bode plot of DSOGI.
4. Modeling and Parameters Design Procedure

In this section, according to the structure shown in Figure 3, a small-signal model of the proposed PLL is presented at first. Then, aiming at a rapid transient response, the parameter design guidelines are given. The stability of the system is also discussed.

4.1. Small-Signal Model

Since the small-signal model presented in this section was established in the dq-frame, DSOGI(s) was transformed into the dq-frame at first, using Equation (9). By performing some formula derivation, Equation (9) is written as follows:

\[ DSOGI(s + j\dot{\omega}) = LPF(s)CNF(s) \]  

where

\[ LPF(s) = \frac{\xi\dot{\omega}}{s + \xi\dot{\omega}} \]

\[ CNF(s) = \frac{(s + j2\dot{\omega})(s + 2\omega)}{s^2 + 2(\xi\omega + j\dot{\omega})s + \omega^2} = R(s) + jQ(s) \]

\[ R(s) \] and \[ Q(s) \] are the real part and imaginary part of \[ CNF(s) \], as follows:

\[ R(s) = \frac{s^4 + 3\xi\dot{\omega}s^3 + (2\xi^2\omega^2s + 4\dot{\omega}^2)s^2 + 8\xi^3\dot{\omega}^3s + 4\xi^2\dot{\omega}^4}{s^4 + 4\xi\omega s^3 + 4\dot{\omega}^2(1 + \xi^2)s^2 + 8\xi^3\dot{\omega}^3s + 4\xi^2\dot{\omega}^4} \]

\[ Q(s) = \frac{2\xi\dot{\omega}^2s^2 + 2\xi^2\dot{\omega}^3s}{s^4 + 4\xi\omega s^3 + 4\dot{\omega}^2(1 + \xi^2)s^2 + 8\xi^3\dot{\omega}^3s + 4\xi^2\dot{\omega}^4} \]

Then, the small-signal model of the proposed PLL is obtained in Figure 8. \[ CNF(s) \] was simplified by \[ R(s) \]. The accuracy of this model is examined in Figure 9.
Figure 8. Small-signal model of the proposed PLL. LPF—low-pass filter.

(a) $k = 220$

(b) $k = 320$

(c) $k = 420$

Figure 9. Performance comparison between the proposed PLL (solid lines) and its small-signal model (dashed lines) with different control parameters ($k$).

The model accuracy was evaluated under a $+30^\circ$ phase jump at 0.04 s and a $+5$ Hz frequency step change at 0.08 s. Observing Figure 8, it was seen that the model could predict the dynamic behavior of the proposed PLL with sufficient accuracy when the control parameter ($k$) was selected with a different value. The negligible modeling error was mainly caused by neglecting the $Q(s)$ of CNF$(s)$ in the modeling procedure.

4.2. Parameter Design Procedure

As discussed in Section 3, $T_\omega$, $\xi$, and $k_\phi$ were chosen to be $1/300$, 0.7, and 0.004333, respectively. $k$ was the only parameter to be designed.
To achieve a rapid dynamic response under both of the conditions, the proposed PLL, as follows:

\[ G_e(s) = \frac{\theta_e}{\Delta \theta^1} = \text{LPF}(s)R(s) \left( \frac{1}{1 + G_{ol}(s)} \right) \]  \hspace{1cm} (16)

where \( \theta_e \) represents the phase error. \( G_{ol}(s) \) is the open loop transfer function of the inner loop of the proposed PLL, as follows:

\[ G_{ol}(s) = \left( \frac{\text{MAF}(s)}{1 - \text{MAF}(s)(1 + kk \phi)} \right) \left( 1 + kk \phi + \frac{k}{s} \right) \]  \hspace{1cm} (17)

Based on \( G_e(s) \), the phase error under a \( \Delta \theta \) phase jump condition can be written as follows:

\[ \Theta_e^{\Delta \theta}(s) = \frac{\Delta \theta}{s} G_e(s) \]  \hspace{1cm} (18)

In response to a \( \Delta \omega \) frequency step change, the phase error is as follows:

\[ \Theta_e^{\Delta \omega}(s) = \frac{\Delta \omega}{s^2} G_e(s) \]  \hspace{1cm} (19)

By using the inverse Laplace transform on Equations (18) and (19), the variations of the 2% settling time under the phase jump and frequency step change as a function of \( k \) are depicted in Figure 11. To achieve a rapid dynamic response under both of the conditions, \( k \) was chosen to be 320.

![Figure 10. The equivalent small-signal model of the proposed PLL.](image)

![Figure 11. The relationship between \( k \) and 2% settling time under phase jump (solid line) and frequency step change (dashed line).](image)
The phase margin as a function of $k$ is also given in Figure 12. With $k = 320$ in this paper, the phase margin was 22.6°, which was sufficient to ensure the stability of the proposed PLL.

5. Experimental Results

In this section, comparative experiments were carried out to examine the performance of the proposed PLL. The experimental setup is shown in Figure 13. The personal computer (PC) was linked with an acquisition board that acted as a programmable arbitrary waveform generator, to generate 50 Hz three-phase voltage signals. Using Matlab/Simulink/Realtime-workshop software, the three-phase grid voltage simulation model was downloaded onto the computer and was running on it in real time. Consequently, the three-phase voltage signals were output by an acquisition board to a digital signal processor (DSP, TMS320F28335). The proposed PLL was implemented in this DSP. After the computational operation in DSP, the estimated frequency and phase error of the proposed PLL were output by a digital-analytical (DA) conversion circuit of the DSP board, which was captured by an oscilloscope. The sampling frequency was 10 kHz.

Since the proposed PLL was based on a DSOGI and Quasi-type-1 PLL structure, a DSOGI-PLL with a PID controller (DSOGI-PLL\textsubscript{PID}) [27], and a QT1-PLL [26] were implemented in the comparative experiments. CNF-QT1-PLL, which was proposed by the authors of [22], was also evaluated in this section. The control parameters of these PLLs can be found in the literature mentioned above. MAFs that were used in these PLLs were with a fixed window length.
Since the proposed PLL was based on a DSOGI and Quasi-type-1 PLL structure, a DSOGI-PLL with a PID controller (DSOGI-PLL$_{PID}$) [27], and a QT1-PLL [26] were implemented in the comparative experiments. CNF-QT1-PLL, which was proposed by the authors of [22], was also evaluated in this section. The control parameters of these PLLs can be found in the literature mentioned above. MAFs that were used in these PLLs were with a fixed window length.

5.1. Phase Jump

A +40° phase jump happened to the three-phase grid voltages, as shown in Figure 14. Figure 15 illustrates the waveforms of PLLs under the phase jump condition. It can be seen from Figure 15b that the settling times of the proposed PLL and CNF-QT1-PLL were less than 20 ms. The waveforms of the estimated frequency also converged to 50 Hz in nearly 20 ms. However, the dynamic behaviors of QT1-PLL and DSOGI-PLL$_{PID}$ took more than 30 ms.

![Figure 14. Grid voltage under a +40° phase jump condition.](image)

![Figure 15. The experimental results when grid voltage undergoes a +40° phase jump. (a) Estimated frequency and (b) phase error.](image)

In accordance with the restrictive requirement of dynamic performance in many grid codes [28–30], the estimation of voltage phase and frequency should have been carried out in 25 ms. Consequently, QT1-PLL and DSOGI-PLL$_{PID}$ could not fulfill this requirement. It was not acceptable in some grid-connected applications such as low-voltage ride through.
5.2. Frequency Step Change

A +5 Hz frequency step change was implemented in grid voltages, as shown in Figure 16. The waveforms in response to the +5 Hz frequency step change are depicted in Figure 17. It is observed from Figure 17a that the proposed PLL could track the step change within 15 ms. CNF-QT1-PLL also provided a rapid transient response. The settling times of QT1-PLL and DSOGI-PLL_{PID} in the estimated frequency were much longer. Figure 17b illustrates the phase errors of the PLLs. During the convergence time of the frequency step change, it took CNF-QT1-PLL less than 15 ms to converge the phase error to zero. The proposed PLL also provided a satisfactory performance. The convergence time of other methods were much longer.

![Figure 16. Grid voltage under a +5 Hz frequency step change.](image1)

**Figure 16.** Grid voltage under a +5 Hz frequency step change.

![Figure 17. The experimental results when grid voltage undergoes a +5 Hz frequency step change.](image2)

(a) Estimated frequency and (b) phase error.

5.3. Frequency Ramp Change

To examine the performance under a grid frequency drifting condition, a grid frequency was implemented to increase from 50 Hz to 55 Hz, by a +100 Hz/s ramp rising rate. The entire rising time took 50 ms. The waveforms of grid voltages are shown in Figure 18. As shown in Figure 19b, during the ramp rising procedure, CNF-QT1-PLL had the least phase error, of about 0.5°. The proposed PLL also provided a small enough phase error of 1°. Compared with DSOGI-PLL_{PID} and QT1-PLL, two hybrid filtering techniques-based PLLs provided a more satisfactory phase-tracking performance.
5.3. Frequency Ramp Change

To examine the performance under a grid frequency drifting condition, a grid frequency was implemented to increase from 50 Hz to 55 Hz, by a +100 Hz/s ramp rising rate. The entire rising time took 50 ms. The waveforms of grid voltages are shown in Figure 18. As shown in Figure 19b, during the ramp rising procedure, CNF-QT1-PLL had the least phase error, of about 0.5°. The proposed PLL also provided a small enough phase error of 1°. Compared with DSOGI-PLL PID and QT1-PLL, two hybrid filtering techniques-based PLLs provided a more satisfactory phase-tracking performance.

5.4. Unbalanced and Distorted Grid Voltages

The filtering capability of the proposed PLL was also examined under unbalanced and distorted grid voltages. To evaluate the phase tracking accuracy under both the nominal and off-nominal grid frequency conditions, a +5 Hz frequency step change was also implemented into the distorted grid voltages. The waveforms of the three-phase voltages are shown in Figure 20. Table 1 lists the parameters of grid voltages.

<table>
<thead>
<tr>
<th>Voltage Component Titles 2</th>
<th>Title 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fundamental positive sequence (+1st order)</td>
<td>1</td>
</tr>
<tr>
<td>Fundamental negative sequence (−1st order)</td>
<td>0.1</td>
</tr>
<tr>
<td>5th harmonic negative sequence (−5th order)</td>
<td>0.1</td>
</tr>
<tr>
<td>7th harmonic positive sequence (+7th order)</td>
<td>0.05</td>
</tr>
<tr>
<td>11th harmonic negative sequence (−11th order)</td>
<td>0.05</td>
</tr>
<tr>
<td>13th harmonic positive sequence (+13th order)</td>
<td>0.05</td>
</tr>
</tbody>
</table>

The waveforms of the estimated frequency and phase error are depicted in Figure 21. With the employment of MAF, all three MAF-based PLLs—QT1-PLL, CNF-QT1-PLL, and the proposed PLL—could eliminate disturbances completely when the grid frequency was 50 Hz. Since the filtering
stage of DSOGI-PLL acted like a low-pass filter, it could only attenuate harmonic components. The estimated frequency error was much bigger than the others.

![Figure 20. Grid voltage under unbalanced and distorted condition.](image)

Figure 20. Grid voltage under unbalanced and distorted condition.

![Figure 21. The experimental results when grid voltage is unbalanced and distorted. (a) Estimated frequency and (b) phase error.](image)

Figure 21. The experimental results when grid voltage is unbalanced and distorted. (a) Estimated frequency and (b) phase error.

After a +5 Hz frequency step change happened, the performance of MAF-based PLLs tended to worsen, owing to the utilization of MAFs with a fixed window length. The tracking errors of the frequency and phase of CNF-QT1-PLL were much bigger than those in QT1-PLL and the proposed PLL, which were ±1 Hz and ±1.5°, respectively. The phase errors of QT1-PLL and CNF-QT1-PLL were getting even worse than those in DSOGI-PLL. However, the filtering capability was not affected by the frequency drift. The proposed PLL had the least tracking errors, which were less than ±0.5 Hz and ±0.5°.

5.5. Computational Burden

The computational burden was also compared among the tested PLLs. The number of operations required for digital implementation was listed in Table 2. The zero-order hold method was used for discrete implementation. Moreover, the Park and Clarke transformation was not included, since these operations were the same for all of the PLLs.
Table 2. Number of operation required for digital implementation. PLL—phase-locked loop; QT1-PLL—quasi-type-1 PLL; CNF-QT1-PLL—complex notch filter-based QT1-PLL; DSOGI-PLL—dual second-order generalized integrator-based PLL with a PID controller.

<table>
<thead>
<tr>
<th>Header</th>
<th>$+/−$</th>
<th>$×/÷$</th>
<th>Memory Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed PLL</td>
<td>8</td>
<td>10</td>
<td>69</td>
</tr>
<tr>
<td>CNF-QT1-PLL</td>
<td>48</td>
<td>23</td>
<td>83</td>
</tr>
<tr>
<td>QT1-PLL</td>
<td>6</td>
<td>7</td>
<td>203</td>
</tr>
<tr>
<td>DSOGI-PLL$_{PID}$</td>
<td>8</td>
<td>10</td>
<td>6</td>
</tr>
</tbody>
</table>

Observing Table 2, the computational load was much smaller than CNF-QT1-PLL’s load, which was also a hybrid filtering technique-based PLL. Although CNF-QT1-PLL could offer a good dynamic performance, the large amount of mathematical operations that were required in its filters made the PLL difficult to be realized on a chip board. By contrast, the proposed PLL was more convenient for the applications based on a micro-processor.

5.6. Summary

A summary of the experimental results is shown in Table 3. The performance of all four PLLs was assessed from the transient response and filtering capability.

Table 3. Summary of experimental results.

<table>
<thead>
<tr>
<th>Grid Conditions</th>
<th>DSOGI-PLL$_{PID}$</th>
<th>QT1-PLL</th>
<th>CNF-QT1-PLL</th>
<th>Proposed PLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>+40° phase jump</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2% settling time</td>
<td>≈1.81 cycles</td>
<td>≈1.5 cycles</td>
<td>≈0.84 cycles</td>
<td>≈0.79 cycles</td>
</tr>
<tr>
<td>Peak phase error</td>
<td>11.4°</td>
<td>12.2°</td>
<td>13.2°</td>
<td>14.3°</td>
</tr>
<tr>
<td>Peak frequency deviation</td>
<td>16.1 Hz</td>
<td>8.9 Hz</td>
<td>9.7 Hz</td>
<td>9.5 Hz</td>
</tr>
<tr>
<td>+5 Hz frequency step change</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2% settling time of estimated frequency</td>
<td>≈1.74 cycles</td>
<td>≈1.7 cycles</td>
<td>≈1.6 cycles</td>
<td>≈0.7 cycles</td>
</tr>
<tr>
<td>Peak phase error</td>
<td>7.9°</td>
<td>7.6°</td>
<td>3.2°</td>
<td>5.1°</td>
</tr>
<tr>
<td>Peak frequency deviation</td>
<td>1.6 Hz (32%)</td>
<td>0 Hz (0%)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>+100 Hz/s frequency ramp change</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Phase error</td>
<td>2.3°</td>
<td>1.9°</td>
<td>0.58°</td>
<td>1.1°</td>
</tr>
<tr>
<td>Unbalanced and distortion</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Peak-to-peak phase error</td>
<td>0.7°</td>
<td>2°</td>
<td>3.8°</td>
<td>0.4°</td>
</tr>
<tr>
<td>Peak-to-peak frequency error</td>
<td>4.5 Hz</td>
<td>0.6 Hz</td>
<td>1.2 Hz</td>
<td>0.15 Hz</td>
</tr>
<tr>
<td>Computational burden</td>
<td>low</td>
<td>low</td>
<td>high</td>
<td>low</td>
</tr>
</tbody>
</table>

In terms of the transient response, the proposed PLL provided the fastest dynamic response, which was less than one cycle under both the phase jump and frequency step change conditions. Compared with the other two PLLs, CNF-QT1-PLL also offered a satisfactory dynamic performance. These results were attributable to the combination of the hybrid filter and QT1-PLL structure. MAFs with a smaller $T_ω$ were another important factor. The settling times of the proposed PLL and CNF-QT1-PLL could meet most of the grid codes and requirement in practice.

In terms of filtering capability, the proposed PLL’s performance was better than other three PLLs’ performance. It provided a more robust tracking performance under the frequency drift and distorted grid conditions, since the frequency characteristic of its hybrid filtering technique (as shown in Figure 6) gave a more aggressive filtering capability than the other PLLs’ frequency characteristic. The tracking performance of CNF-QT1-PLL tended to worsen more under off-nominal grid frequency conditions. This was because the complex notch filters that were used in its hybrid filters were not frequency-adaptive. The high computational burden was another problem for its digital implementation.
6. Conclusions

Aiming at a rapid transient response, a hybrid filtering technique-based phase-locked loop is proposed in this paper to achieve an accurate phase-tracking performance, under both nominal and distorted grid conditions. By using DSOGI and MAFs with a narrowed window length, the time delay caused by the proposed hybrid filtering stage is drastically reduced. To achieve a fast, dynamic behavior under both the phase and frequency jump, a systematic parameter design procedure is also given in this paper. The effectiveness of the proposed PLL is confirmed through comparative experiments under various grid conditions. The experimental results indicate that the settling time of the proposed PLL is less than one cycle, which is shorter than most of the PLLs’ settling times. Its filtering capability is also better than other PLLs’ performance. With these positive properties, the proposed PLL can fulfill most of the grid synchronization requirements. Based on the proposed method, the studies in the future will be focused on the utilization of the proposed PLL in some specific applications.
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Nomenclature

The following nomenclatures are used in this manuscript:

- FFNS: Fundamental frequency negative sequence
- MAF: Moving average filter
- LPF: Low-pass filter
- QT1-PLL: Quasi-type-1 PLL
- DSOGI-PLL: Dual second-order generalized integrator-based PLL
- CNF-QT1-PLL: Complex notch filter-based QT1-PLL
- \( T_\omega \): The window length of MAF
- \( \omega_{ff} \): The fundamental angular frequency of grid voltage
- \( \Delta \omega \): The error of estimated angular frequency of grid voltage
- \( \hat{\omega} \): The estimated angular frequency of grid voltage
- \( \hat{\theta}^{+1} \): The estimated phase of grid voltage
- \( \Delta \theta^{+1} \): The value of phase jump
- \( v_{abc} \): Three-phase grid voltage
- \( v_a, v_\beta \): The \( \alpha-\beta \)-axis components of grid voltage after Clarke transformation
- \( v'_a, v'_\beta \): The direct axis components of \( v_a, v_\beta \)
- \( qv'_a, qv'_\beta \): The quadrature axis components of \( v_a, v_\beta \)
- \( \hat{v}_{a,1}, \hat{v}_{\beta,1} \): The \( \alpha-\beta \)-axis components after prefiltering stage
- \( v_d, v_q \): The \( d-q \)-axis voltage components after Park transformation
- \( \bar{v}_d, \bar{v}_q \): The \( d-q \)-axis voltage components after filtering processing
- \( \varphi \): The phase shift factor with 90°
- \( \zeta \): Damping factor
- \( k_\phi \): Phase-compensator factor
- \( k \): The only control parameter in the proposed PLL
- \( k_p \): Proportional factor in PI controller
- \( k_i \): Integral factor in PI controller
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