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Abstract: This article presents a new method to predict the wind velocity upstream a horizontal axis
wind turbine from a set of light detection and ranging (LiDAR) measurements. The method uses
higher order dynamic mode decomposition (HODMD) to construct a reduced order model (ROM)
that can be extrapolated in space. LiDAR measurements have been carried out upstream a wind
turbine at six different planes perpendicular to the wind turbine axis. This new HODMD-based ROM
predicts with high accuracy the wind velocity during a timespan of 24 h in a plane of measurements
that is more than 225 m far away from the wind turbine. Moreover, the technique introduced is
general and obtained with an almost negligible computational cost. This fact makes it possible to
extend its application to both vertical axis wind turbines and real-time operation.

Keywords: Light detection and ranging (LiDAR); wind turbines; prediction; higher order dynamic
mode decomposition (HODMD); reduced order model (ROM)

1. Introduction

Light detection and ranging (LiDAR) [1,2] offers a method for the remote measurement of the
line-of-sight component of wind speed, at distances between 10 and 200 m from the measurement
device [3,4]. Measurements are based on detection of the Doppler shift for light backscattered from
natural aerosols transported by the wind in the atmosphere. During the last two decades, the
continuous wave (CW) version of the LiDAR system (see [1] for an overview of different LiDAR
techniques) has been introduced in many industrial applications, especially, in the wind energy
industry. Ground-based CW LiDAR systems have been accurately tested against cup anemometers in
a meteorological mast [5,6], including the analysis of different sites with different terrain conditions [7]
yielding excellent results in all cases. Moreover, the system has been used in offshore platforms at
different wind conditions [8], again yielding excellent correlation with cup anemometer measurements
up to heights of 160 m. In addition, it has been demonstrated that the LiDAR system is capable
of detecting wind gusts [4,9] when the LiDAR transceiver is mounted on top of the nacelle of the
wind turbine.

There are multiple applications of LiDAR technology in connection with the incoming wind
characterization in wind turbines. For example, LiDAR is being used to replace meteorological masts
in wind resource assessment [5,7]. Traditionally, resource assessment is performed using meteorological
mast with sonic and cup anemometers of the same height of the wind turbine hub along a period
of two years. However, the installation and operation of these masts in a two years cycle is fairly
expensive [5] and the masts are limited to heights of 100–120 m approximately, while modern wind
turbines hub height currently exceeds 130 m, a distance that is accessible to LiDAR.

Another application of LiDAR technology consists in using LiDAR wind speed measurements
to improve the computation of the wind turbines power curve. The norm [10] defines the power
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curve measurement process and includes the installation of a meteorological mast between 2 and 4
wind turbine diameters (200–500 m) upstream of the wind turbine. Ground-based [11] and nacelle
mounted [12] pulsed LiDAR have been used to improve the power curve measurement process
replacing the use of meteorological masts. The use of CW LiDAR for this purpose is conditioned to the
range limit of this technology (currently, 200 m).

One last example of application of LiDAR technology is active control of blade pitch [13]. The joint
control of blades pitch, as well as the individual control of each blade pitch [14], have demonstrated
the reduction of extreme loads, the reduction of emergency shutdowns, and the reduction of fatigue
loads in wind turbines. The use of nacelle mounted LiDAR measurements of wind speed suggested
by Mikkelsen et al. [4] allows for the use of feed-forward control algorithms [15,16]. These control
systems have been tested with real data [17,18], demonstrating a 10–30% reduction of structural loads.

Higher order dynamic mode decomposition (HODMD) [19] is a recently introduced method
that can be seen as a step further from standard dynamic mode decomposition (DMD) [20]. The
additional ingredient from standard DMD consists in using delayed snapshots, meaning that HODMD
synergically combines the advantages of standard DMD and Takens delayed embedding theorem [21].
HODMD is a suitable tool to analyze flow patterns and flow structures in highly complex flows,
transient dynamics [22], noisy particle image velocimetry (PIV) data [23] or in cases in which the
number of data collected are limited in space, but the dynamics is highly complex (quasi-periodic) in
time [24].

HODMD provides a reduced order model (ROM) of the incoming wind flow based on a
decomposition into spatio-temporal modes. This representation of the wind field is potentially
useful for improving the performance of the LiDAR technology applications described above. For
example, as it will be demonstrated in this paper, spatial HODMD modes provide an efficient method
for spatial extrapolation of the wind field. Accurately extrapolating the LiDAR wind speed data
could be used to extend the range of CW LiDAR measurements, allowing for the use of CW LiDAR
in power curve calculation, as well as in characterizing the wind field up to blade tip height. In
addition, spatial modes of the wind field could be used to improve the feed-forward control algorithms,
reducing the parameter space to be modeled in the control algorithm. Finally, we can envisage the use
of the HODMD spatio-temporal modes and frequencies in turbulent wind simulators for extreme and
fatigue loads calculations.

This article is focused on demonstrating the modeling and spatial extrapolation capabilities of
HODMD. This study is based on a data set collected by the company ZephIR LiDAR [25] during a 24
h timespan. Application of HODMD to the LiDAR data yields the main temporal frequencies and the
associated spatial modes, which are used to extrapolate the wind field beyond the range of the LiDAR
system. In other words, HODMD has been applied to a set of real LiDAR data collected during 24 h
taken at 6 different locations upstream a horizontal axis wind turbine to construct a ROM. This model
is then used to predict the evolution of the wind velocity during the same 24 h timespan at a new
position beyond the range of LiDAR measurements. The computational cost for both constructing the
ROM and predicting these measurements is negligible, making possible to easily update the model in
real-time. Moreover, although the method has been tested in a horizontal axis wind tubine, it could also
be used in vertical axis wind turbines, since this technique conserves the same features as HODMD:
generalisation and robustness [19,22,23].

Regarding the organization of this article, the HODMD method is introduced first, in Section 2,
and then illustrated in Section 3, where a toy model is considered that is free of noise. This section
intends the reader to familiarize with the methodology to be used in following sections. Section 4
contains some details on the iterative HODMD method that is to be applied to the spatial extrapolation
of LiDAR data. Section 5 is devoted to the application of the methodology to a database resulting from
actual LiDAR wind measurements. Finally, the main conclusions are presented in Section 6.
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2. Higher Order Dynamic Mode Decomposition

The main goal of HODMD is to express a set of instantaneous spatial data vk ≡ v(x, tk), to be
called the snapshots, collected at K equispaced time instants, as an expansion in M spatio-temporal
modes, in the following way:

vk '
M

∑
m=1

amume(δm+iωm)tk with tk = (k− 1)∆t for k = 1, . . . , K. (1)

Here, um(x) are the spatial modes, which are normalized to exhibit unit norm, am will be called
the mode amplitudes, and the temporal dynamics is characterized by the frequencies ωm and growth
rates δm. Retaining those spatio-temporal modes exhibiting the largest mode amplitudes will give a
good approximation of the spatio-temporal behavior.

Let us briefly summarize the HODMD algorithm, which is described in full detail in [19]. As a
previous step, a set of K time equispaced snapshots are collected in the following snapshot matrix:

V K
1 = [v1, v2, . . . , vk, vk+1, . . . , vK−1, vK], (2)

where each vector vk is composed by the signal (e.g., spatial velocity distribution) at time tk. In fact,
in the present application, the snapshots will contain the wind velocity at those points where the
LiDAR measurements are performed. Then, the HODMD algorithm proceeds in two main steps:

• Step 1: Dimension reduction. The spatial dimension J (i.e., the number of planes of measurements
in LiDAR experiments) of the original data set of snapshots is reduced by writing down the
snapshots as linear combinations of N ≤ J linearly independent vectors. Following Sirovich [26],
such dimension reduction is performed by applying truncated singular value decomposition
(SVD) [27] to the snapshots matrix (2), as:

V K
1 ' U Σ T>, (3)

where UTU = TTT = the N × N unit matrix and the diagonal of matrix Σ contains the
singular values σ1, · · · , σK, sorted in decreasing order. The relative root mean square error, RRMSE,
which determines the number N of retained SVD modes, is estimated for a certain tolerance ε1

(set by the user) as [27]:

RRMSE ≡ ||V
K
1 −U Σ T>||Fro

||V K
1 ||Fro

=
σ2

N+1 + · · ·+ σK

σ2
1 + · · ·+ σK

≤ ε1, (4)

where || · ||Fro is the Frobenius norm, namely the square root of the sum of the squares of the
elements of the matrix. It is to be noted that appropriate truncation of in SVD also helps to filter
noise [28] if this is present in the given data set.

Invoking (3), the original snapshot matrix is written as:

V K
1 = UV̂ K

1 , with V̂ K
1 = Σ T>, (5)

where the N × K-matrix V̂ K
1 is called the reduced snapshots matrix.

Appropriate SVD truncation depends on several factors. For example, in noisy data, ε1 should
be comparable to the noise level [23]. On the other hand, the number of spatial modes N cannot
be larger than the number of spatial points on the domain analyzed. For instance, if the LiDAR
measurements have been taken in 6 different planes, N should be 6 at most.
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• Step 2: DMD-d. The reduced snapshot matrix is used to construct the following higher order
Koopman assumption, depending on an index d ≥ 1, which is written in matrix form as:

V K
d+1 ' R1V K−d

1 + R2V K−(d−1)
2 + . . . + RdV K−1

d , (6)

where the matrices R1, . . . , Rd are called the higher order Koopman matrices. Pre-multiplying (6)
by U> and invoking (5) leads to the following expression:

V̂ K
d+1 ' R̂1V̂ K−d

1 + R̂2V̂ K−d+1
2 + . . . + R̂dV̂ K−1

d . (7)

where the reduced Koopman matrices are defined as R̂k = UT RkU. The main dynamics of the
system (frequencies, damping rates, and DMD modes) are obtained from these linear matrices,
which can be encompassed into the modified Koopman matrix (of dimension Nd× Nd), and an
associated modified reduced snapshots, defined as:

R̃ ≡


0 I 0 . . . 0 0
0 0 I . . . 0 0

. . . . . . . . . . . . . . . . . .
0 0 0 . . . I 0

R̂1 R̂2 R̂3 . . . R̂d−1 R̂d

 , ṽk ≡


vk

vk+1
. . .

vk+d−2
vk+d−1

 . (8)

Using these, the higher order Koopman assumption (7) is rewritten as:

Ṽ K−d
2 = R̃ Ṽ K−d+1

1 , (9)

where the modified snapshot matrices appearing in this expression are defined as Ṽ K−d
2 =

[ṽ2, . . . , ṽK−d] and Ṽ K−d+1
1 = [ṽ1, . . . , ṽK−d+1]. Equation (9) can be solved via the pseudo-inverse

to calculate the matrix R̃. The pseudo-inverse, in turn, is applied using truncated SVD to the matrix
Ṽ K−d+1

1 (which involves a second dimension-reduction step); see [23] for further details. Once R̃
has been calculated, their eigenvectors and the logarithms of the associated eigenvalues give the
reduced DMD modes, the frequencies, and the damping rates appearing in the counterpart of the
DMD expansion (1) for the reduced snapshots v̂k. The mode amplitudes in this reduced DMD
expansion are calculated via least square fitting. Pre-multiplying this reduced expansion by the
matrix U (invoking (5)) gives the DMD expansion (1), which is truncated retaining only those
spatio-temporal modes exhibiting DMD amplitudes am such that am ≥ ε2, for a second tolerance
ε2 (set by the user). Once the DMD expansion has been constructed, the relative root mean square
error (RRMSE) of the approximation is defined in terms of the Frobenius norm as:

RMSE ∼
||V original − V DMD||Fro

||V original ||Fro
. (10)

Obviously, the DMD expansion (1) can be used to either interpolate or extrapolate in time by first
letting tk to take continuous values of t in (1) and then setting t equal to specific values inside or outside
the timespan that has been used to obtain the DMD expansion. This gives fairly good results [19,22].
The DMD expansion (1) can also be used to interpolate/extrapolate in space by interpolating or
extrapolating in the DMD modes appearing in (1). This application data will be illustrated in Section 3
for a set of clean data. However, when the data are too noisy, or complex, it is possible to apply
the HODMD algorithm iteratively [23]. Namely, HODMD is applied to a set of data as in (2). Then,
the original data are reconstructed using the DMD expansion (1). The method is applied again to this
new reconstruction obtaining a new DMD expansion, which gives a new reconstruction, and so on.
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Due to the high complexity of the LiDAR database, it is this iterative HODMD method that will be
applied to the LiDAR measurements, in Sections 4 and 5.

Finally, it is remarkable that the index d appearing in the higher order assumption (6) is set by
the user after some calibration, looking for robustness of the results (for various ε1, ε2, ∆t and various
values of d, the results obtained must be similar) [23]. Such calibration is easily performed because
the optimal value of the index d (giving the smallest RMS error of the DMD reconstruction) is fairly
insensitive to the remaining parameters [19]. When d = 1, the algorithm is similar to the standard
DMD algorithm [20], and consequently, the results provided by both algorithms essentially coincide.
However, as further illustrated and discussed in more detail elsewhere [23,24,29], in highly complex
or noisy flows, where, by their own definition, the number of SVD modes retained in the first step
described above is small (as in LiDAR database), the flow dynamics will be better approximated using
values of d > 1.

3. Prediction in a Toy Model

The HODMD-based reduced order model is tested first in the following toy model, which is
representative for the methodology used in the prediction of the LiDAR measurements (except that
this toy model is free from noise),

u(x, t) = (10−3x3 + 0.1x2 + x)[2 cos(ω̃1t) + 0.5 cos(ω̃2t)], (11)

where ω̃1 = 2π/45 and ω̃2 =
√

10. Note that ω̃1 and ω̃2 are disparate from each other, which makes
the associated dynamics multiscale and fairly demanding in the present context. This pattern is a
slight modification of a toy model introduced in [30] and can be cast into the form (1) involving
4 frequencies, namely ±ω̃1 and ±ω̃2. The model is temporally quasi-periodic because ω̃1 and
ω̃2 are incommensurable (namely, the ratio ω̃1/ω̃2 is not a rational number). Figure 1 shows the
spatio-temporal color map of the toy model.
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Figure 1. Toy model (11).

The HODMD method has been applied in 150 snapshots, collected in the time interval 0 ≤ t ≤ 30,
which barely covers one period of the smallest frequency (see Figure 1). The snapshots to apply
HODMD are considered in the spatial interval 0 ≤ x ≤ 2 using 10 equispaced points. For simplicity,
the parameters set in the analysis are chosen to obtain the zero machine error (the toy model is
noise-free), namely ε1 = 10−8 and ε2 = 10−7 for 4 ≤ d ≤ 100. Figure 2
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Figure 2. Singular values (left) and first SVD mode (right) calculated in the toy model (11).

left shows the singular values calculated in the dimension-reduction step of the method
(see Section 2) for the toy model. As seen, the model can be approximated by a single SVD mode
related to the first singular value, whose intensity is much larger than the remaining modes. Figure 2
right shows the dominant SVD mode along the spatial component. As seen, considering the model for
values of x > 1.5, the solution can be adjusted by a linear correlation (as first approximation) and a
quadratic correlation (as second approximation). This result agrees with the evolution in space of (11),
where the spatial component is seen to be approximately linear in x for small values of x, quadratic in
x for moderately larger values of x (the quadratic term is multiplied by 0.1) and cubic for still larger
values of x (the cubic term is multiplied by 10−3).

According to our comments above, the HODMD method only retains one SVD mode. The method
calculates 4 exact frequencies, and the RMSE (as defined in Equation (10)) of the reconstruction of the
original data is ∼10−14. Once DMD expansion (1) is constructed, it is possible to predict the solution
in the time interval 0 ≤ t ≤ 100 (temporal extrapolation) with RMSE ∼10−14. On the other hand, more
in the spirit of the present paper, it is possible to predict the solution for points outside the interval
0 ≤ x ≤ 2, where the HODMD method has been applied (spatial extrapolation), namely for, e.g., x = 3
and x = 5.

Figure 3 shows the prediction of the signal at the aforementioned points using linear and quadratic
approximations. As seen, for small values of x (x = 3), the linear prediction gives a good approximation,
with a RMS error ∼7 · 10−2. This prediction improves using the quadratic approximation, whose RMS
error is ∼4 · 10−2. However, this approximation worsens at x = 5 where the linear approximation is
not good enough, since it gives a RMS error ∼2 · 10−1. However, the RMS error at his point for this
prediction using the quadratic approximation is 8 · 10−2. It is remarkable the influence of the cubic
term appearing in (11) in all these approximations, since the RMS error is never negligible even for the
approximation at x = 3 using the quadratic approximation. Using a cubic approximation will reduce
such error to zero machine, but the purpose of this section is explaining the performance of the model
that will be used for the prediction of LiDAR measurements (including spatial extrapolation) rather
than optimizing the performance of the method in the toy model.
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Figure 3. Predictions in the toy model (11). (Left) linear approximation. (Right) quadratic approximation.
Continuous and dashed lines represent the original solution and the prediction, respectively.

4. HODMD-Based Reduced Order Model for Wind Prediction in LiDAR Measurements

The DMD expansion (1) can be considered as a reduced order model (ROM) to predict the temporal
evolution of the temporal patterns in a given spatio-temporal dynamics data set. However, in real
LiDAR measurements, the prediction of the data in time is limited by some other constrains such as
changes in wind velocity, the weather or the atmospheric conditions. Thus, an alternative methodology
(described below) is needed to predict/extrapolate the spatial patterns. Considering (1), each one of
the DMD modes can be extrapolated in one of the spatial directions (i.e., the streamwise component x
or, in the case of the LiDAR measurements, where the spatial component corresponds to a plane of
measurements, it is possible to extrapolate to a new plane of measurements, resulting in a new DMD
expansion for the new component, which is similar to the previously calculated (1)). However, when the
data are too complex, the number of DMD modes composing the expansion is very large (i.e., M >> 1
in (1)), and the extrapolation could be very expensive in terms of computational cost. A good alternative
is to extrapolate the SVD modes obtained in the dimension reduction step of the HODMD algorithm
described in Section 2. In general, the number of SVD modes retained is smaller than the number
of DMD modes. Since the DMD modes are composed by a linear combination of the SVD modes,
extrapolating the SVD modes is similar to extrapolate the DMD modes. Thus, the methodology
employed for the spatial prediction is as follows:

• Step 1 of HODMD: dimension reduction. SVD is applied to the snapshot matrix (2). Two sub-steps
are now needed:

– Correlations in SVD modes. Each one of the SVD modes is analyzed observing their trend in
space, looking for an appropriate type of correlation (e.g., linear or quadratic) to extrapolate.

– Extrapolation in space. Based on the correlation proposed in the previous step, the SVD
modes are extrapolated in space.

• Step 2 of HODMD. The DMD expansion (1) is created using the new SVD modes.

5. Results of the HODMD Method Applied to LiDAR Measurements

A LiDAR measurements campaign has been performed during 24 h near a horizontal axis
wind turbine by the company ZephIR LiDAR [25]. Both the design and the location of the wind
turbine are selected for maximizing wind power extraction, but cannot be described in this article
for confidentiality reasons. Several sets of measurements have been carried out at six different
distances upstream the wind turbine in the streamwise interval 33 m ≤ x ≤201 m (for similar values
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of the transversal coordinate y). Predictions at distances larger than 200m are problematic, thus an
HODMD-based ROM has been generated with the aim at predicting the wind velocity at x ' 228 m.
Figure 4 shows the distribution of the LiDAR measurements upstream the wind turbine. Two different
sets of measurements have been carried out, at both sides of the wind turbine (left and right sides).

In order to overcome the difficulties usually triggered by the experimental measurements,
between three and five sets of measurements are carried out in each distance, during time sub-intervals
of ∼5 s. In order to reduce data uncertainty, these three to five values are promediated in time, for each
distance. The original data are then organized as a group of measurements taken every T ∼ 57.5 s
for all the distances. Hence, the database of LiDAR measurements contains a total number of 1500
groups of measurements (calculated as 24 h× 3600 s/h/57.5 s ' 1500) for each one of the 6 distances.
Figure 5 top shows the original measurements in distances 1 and 6 (two representative points), for the
set of data collected in the right side of the wind turbine. As seen, the data are quite noisy and the
variations due to the velocity fluctuations are prominent. In order to attenuate the influence of the
velocity fluctuations, a common practice to analyze LiDAR data in the wind energy industry is to
promediate the data in timespans of 10 min [25]. The database is consequently reduced to a set of
144 promediated data groups (calculated as 1500/(10 min× 60 s/min/57.5 s) '144) for each distance.
Figure 5 bottom shows the 10 min-promediated data for the same cases considered into the top plots.
As seen, the trend of the data is maintained, but some of the larger fluctuations are filtered out.

Figure 4. Plane of measurements upstream the wind turbine in the LiDAR experimental campaign.
Data are available in the six planes that are closer to the wind turbine, while the data on the seventh
plane are to be predicted.
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Figure 5. LiDAR measurements obtained upstream the wind turbine (right side) at distances 1 (left)
and 6 (right). Top: raw measurements. Bottom: measurements promediated every 10 min. (Herein and
in what follows, all the velocity fields are escaled with a factor k).
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HODMD has been applied to the promediated set of data. After some calibration, based on
minimizing the RMS error for the reconstruction of the original data [23,29], the parameters used in
the analysis are ε1 = ε2 = 10−4 and 30 ≤ d ≤ 40 retaining different number of singular values in
the dimension-reduction step of the HODMD method (see Section 2). Figure 6 shows the singular
values obtained in the first step of the HODMD algorithm for the set of data collected in the left and
right sides of the wind turbine. As can be seen, the singular values for the left and right sides are
very similar to each other. As expected, in each set of data, the method calculates 6 singular values,
since the number of planes of measurements are 6. The magnitude (energy) of the 6th singular value
is much smaller than the remaining ones. Namely, it is possible to obtain a good reconstruction of
the original data retaining at most 5 SVD modes. The order of magnitude of modes 2 to 5 is similar,
namely ∼10−2, which makes difficult to distinguish any change in the tendency of the singular values,
which could be related, for example, with the level of noise [31–33].

1 2 3 4 5 6
N

10 -15

10 -10

10 -5

1

N
/

1

Figure 6. Singular values calculated in the data sets obtained in the left and right sides of the wind
turbines, represented by crosses and circles, respectively.

Several HODMD analyses have been performed retaining N = 2, 3, 4, and 5 singular values,
retaining 73, 97, 95, and 95 DMD modes, respectively, which gives reconstruction errors of the original
data ∼7 · 10−2, ∼5 · 10−2, ∼5 · 10−2, and ∼5 · 10−2, respectively, for the left set of data. Similarly,
retaining the same numbers of singular values for the right set of data and retaining 69, 95, 93, and 99
DMD modes, respectively, the reconstruction errors are ∼7 · 10−2, ∼6 · 10−2, ∼6 · 10−2, and ∼5 · 10−2,
respectively. Thus, N = 5 could be considered as an optimal number of singular values to be retained,
but calculations using N = 4 singular values are also good, since the error is almost the same as for
N = 5, but the number of DMD modes is smaller (simpler approximation of expansion (1)). Figure 7
shows the frequencies vs. their corresponding amplitudes and growth rates, obtained in these analyses,
considering N = 4 and N = 5, for the data collected in the left (top) and right (bottom) sides of the
wind turbine. As seen, not only the frequencies calculated in the left and right data sets are different,
but also some differences are found in the calculations of the growth rates. It is remarkable that the
LiDAR signal is composed by a large number of modes, some of them decreasing (negative growth
rates) and some of them increasing (positive growth rates) in time. In both data sets, most of the modes
are calculated with damping rates contained in the range 10−3 ≤ |δ| ≤ 10−1. However, in the left
data set, these modes are more dispersed in the interval, while in the right data set, a larger number
of modes is gathered in |δ| ∼ 10−2, meaning that the signal is slightly more complex in the left data
set (larger diversity in the dynamics). Figures 8 and 9 show the reconstruction of the signal using
4 SVD modes in the six planes of measurements, for the left and right data sets, respectively. As seen,
the results obtained match quite well with the original solution. The larger (though still reasonable)
discrepancies are found at times larger than 1000 min. The reason is that there is a change of tendency
in the data at this region. At times smaller than 1000 min, the dynamics are decaying, while after this
time, a new dynamic behavior is developed, which is still growing. If the data set analyzed were larger,
HODMD would have better approximated this emerging dynamic.
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Figure 7. Frequencies vs. amplitudes (left) and growth rates (right) in the HODMD analysis for the
data collected in the left (top) and right (bottom) sides. Crosses and circles represent the analysis
carried out retaining N = 4 and N = 5 singular values, respectively.
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Figure 8. Original (solid lines) and HODMD-reconstruction (dashed lines) of the LiDAR measurements
using the DMD expansion (1) for the right set of measurements using 4 singular values.
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Figure 9. Counterpart of Figure 8 for the left set of measurements

Prediction in LiDAR Measurements

Once the method is proved to reconstruct the original signal with an error ∼5%, the same DMD
expansion (1) is used to predict the velocity in a new plane at a larger distance, namely at x = 228 m,
which will be made as explained in Section 4. As explained in this section, it is necessary to first
analyze the SVD modes, in order to adjust a model that optimizes extrapolation. Figure 10 shows the
four SVD modes that are retained according to our comments above, as calculated for the right and
left data sets.
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Figure 10. SVD modes calculated in the data sets obtained in the left (left) and right (right) sides of the
wind turbines. From top to bottom: modes 1 to 4.

As can be seen, the first three modes behave fairly linearly for distances d >∼ 80 m, suggesting that
a quadratic or even linear extrapolation could be sufficient.

Two different models, linear and quadratic, have been used to extrapolate the spatial DMD modes
to x = 228 m. Figure 11 compares the resulting predictions with the actual LiDAR measurements at this
new distance in the left and right data sets. As seen, the results using linear and quadratic extrapolation
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are similar among each other, which is consistent with our comment above on the behavior of the DMD
modes. This is also consistent with what we obtained for the toy model presented in Section 3. In other
words, in near field extrapolations (228m is not far away from the distance d6 = 201 m), linear and
quadratic models provide similar solutions. In contrast, it would be necessary to increase the order of
the model in the far field (quadratic, cubic,· · · ) to extrapolate to distances larger than 228m. Instead, for
the present case, the linear and quadratic extrapolations give reasonably good results (see Figure 11),
since the RMS error for the wind prediction is ∼7% in all the cases presented. It is remarkable that this
error is only 2% larger than the one previously calculated using this model for the reconstruction of
the original data (based on the model proposed, the minimum error for data prediction could be 5%).
This fact shows the good performance of this new HODMD-based model used for data forecasting.
The prediction for the right data set is slightly better than that for the left data set. As shown above
(Figure 7), the diversity of the modes and growth rates obtained in the calculations is larger in the left
set, proving the major complexity of the data, which explains the difficulties found in this analysis.
It is also remarkable that, the new signal is better predicted at times smaller than 1000 min. This result
agrees with the reconstruction of the signal presented before.

0 500 1000 1500
time (min)

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

V
/(

10
 m

in
 

 
T

 
 k

)

Prediction 1

0 500 1000 1500
time (min)

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
V

/(
10

 m
in

 
 

T
 

 k
)

Prediction 2

0 500 1000 1500
time (min)

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

V
/(

10
 m

in
 

 
T

 
 k

)

Prediction 1

0 500 1000 1500
time (min)

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

V
/(

10
 m

in
 

 
T

 
 k

)

Prediction 2

Figure 11. Original (solid lines) and HODMD-predictions (dashed lines) of the wind velocity upstream
the wind turbine at x = 228 m using a linear (left) and quadratic (right) approximation model. Top: data
set from the left side of the wind turbine. Bottom: data set from the right side of the wind turbine.

6. Conclusions

A new method has been proposed to predict wind velocities upstream a horizontal axis wind
turbine from a set of data collected from LiDAR experiments. The method uses HODMD as a ROM
and extrapolates in space the SVD modes, which are used to construct the spatial DMD modes.

Firstly, the method has been tested in a toy model, quasi-periodic in time, and whose spatial
behavior depends on a cubic equation. Secondly, the HODMD-based ROM has been used to
approximate a set of data obtained from actual LiDAR experiments as an expansion of DMD modes.
The experimental data have been taken at 6 different distances upstream the wind turbine, in the
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interval 33 m≤ x ≤ 201 m. The original data have been reconstructed by means of a DMD expansion of
the type (1) obtained via an iterative HODMD method. The RMS error of the reconstruction was ∼5%
in all the planes, proving the good performance of the method.

Finally, once that expansion (1) is accurately calculated, the HODMD-based ROM is used to
predict the wind velocity outside the interval where the actual LiDAR measurements were performed,
at x = 228 m. The prediction has been compared to original LiDAR measurements and the error of the
calculations is ∼7%, only 2% larger than the minimum error for the model proposed. The method has
been tested in two different sets of data, collected at both sides of the wind turbine. The results obtained
are similar in both cases showing the robustness and the suitable performance of this HODMD-based
ROM for wind predictions upstream horizontal axis wind turbines analyzing data coming from
LiDAR measurements. In addition, the technique introduced is general and robust, as HODMD,
making possible to extend its application to vertical axis wind turbines. It is also remarkable that
the computational cost required to obtain and apply the HODMD-based ROM is almost negligible.
This opens the possibility for using this method for real-time calculations, which is a very interesting
application for the wind industry.
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