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Abstract

:

This study designs an active equilibrium control strategy based on model predictive control (MPC) for series battery packs. To shorten equalisation time and reduce unnecessary energy consumption, bidirectional active equalisation is modelled and analysed, and the model predictive control algorithm is then applied to the established state space equation. The optimisation problem that minimises the equilibrium time is transformed to a linear programming form in each cycle. By solving the linear programming problem online, a group of control optimal solutions is found and the series equalisation problem is decoupled. The equalisation time is shortened by dynamically adjusting the equalisation current. Simulation results show that the MPC algorithm can avoid unnecessary energy transfer and shorten equalisation time. The bench experimental result shows that the equilibrium time is reduced by 31%, verifying the rationality of the MPC strategy.
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1. Introduction


With the development of the automobile industry, energy conservation and environmental protection technologies have become widespread concerns. Traditional internal combustion engine cars can no longer adapt to the development of the future automobile industry because of their low energy efficiency and exhaust emission pollution, while batteries and electrochemical capacitors have low-cost and environmentally friendly performance features [1,2]. In this situation, new energy vehicles have become the focus of global automotive companies and research institutions [3]. As the main form of new energy vehicles, electric vehicles have received widespread attention. As a means of transport, electric vehicles use electric power instead of fossil fuel to work and generate truly zero emissions and pollution [4,5]. At the same time, lithium cells have become major power cells because of their high energy density and current charge and discharge characteristics [6,7,8]. In addition, the self-discharge rate of these batteries is small, and they have a long service life. To meet the power demand, the voltage of battery pack is approximately several hundred volts [9,10,11,12]. For a long driving range, the total capacity is approximately 100 Kwh. A single battery cell would be insufficient, so hundreds/thousands of cells must be combined as a battery pack for use. The problem is that battery cells can vary, despite the use of advanced production processes. That is, each battery is not guaranteed to be exactly the same as another. Filtering the cells before use is possible to ensure that all the cells of the entire battery pack are identical. However, distinct working conditions of the battery cells, such as temperature and current, vary due to the different layouts of battery packs. Variability of cells in a battery packs is inevitable because the internal resistance of each cell in a series battery pack is different [13]. The energy flowing through each cell is distinct, and these discrepancies will increase with use, which will inevitably further increase the inconsistency of the battery cells within the battery pack. If the inconsistency of the battery cells is handled improperly, then certain cells will be fully charged before the others. In such a case, charging should be stopped to protect the strong cells from being overcharged, which will result in other cells being partially charged. Similarly, during discharge, certain cells will run out of energy before others. The process should be stopped to protect the poor cells from over-discharge, which will leave the energy of other cells unused. All in all, this variability of cells will lead to a substantial decrease in the total capacity of the battery pack. Therefore, the battery balance problem is an important task of battery management system, which protects the battery pack and extends battery life [14]. The energy equalisation technology in a Battery Management System (BMS) ensures that the energy in each cell remains identical by discharging the high-energy cells or charging the low-energy cells, reducing voltage or battery difference between the battery cells and keeping it within reasonable range. In this way, the battery pack can be fully charged and discharged, utilising the capacity of the battery pack to the maximum extent without adversely affecting battery life.



Through energy transfer, overcharging or over-discharging of individual cells is avoided, overall performance of a battery pack is improved, and service life of the battery pack is fully enhanced, thereby boosting the performance and cruising range of electric vehicles.



This study designs an active equilibrium control strategy based on model prediction for series battery packs. Section 2 introduces the current equilibrium algorithm and presents is advantages and disadvantages. Section 3 designs a set of equalisation boards using the principle of distributed equalisation. Section 4 introduces the MPC algorithm and applies it on the DC–DC control method. Section 5 verifies the proposed method, and Section 6 summarises the study.




2. Comparison of Series Balance Schemes


Depending on how to deal with the superfluous energy of battery cells, the balance scheme is divided into passive and active [15,16].



2.1. Passive Balance


This type of balance is called passive because the superfluous energy of battery cells is consumed through a bypass resistance. That is, superfluous energy is consumed by generating heat through a shunt resistance to achieve consistency in the cells’ voltage. This method is effective when a battery pack contains only one cell with superfluous power. However, if that cell has low power, then it will cause the rest of the cells to discharge, which will generate substantial heat [17]. This method will critically reduce energy utilisation efficiency. In addition, the heating phenomenon will become severe, which will further cause an imbalance in temperature distribution. Thus, heat management is necessary for a passive balance.




2.2. Active Balance


Figure 1 shows that the capacitor and each cell are connected in parallel through the control of switch circuit. The advantages of this scheme are the number of capacitor is few, the principle is simple and energy transfer efficiency is high. The setup also has disadvantages, such as several control switches are used, heavy noise is generated during operation and the switches have relatively short life. In addition, when the battery scale is large, no batteries can work simultaneously, and the work efficiency of balance is low. Figure 2 presents the second capacitor-type balance scheme. Each pair of adjacent battery cells can transfer energy through the capacitor between them. This scheme uses as many capacitors as the number of cells in series. By controlling a single-pole double-throw switch, parallel switching between capacitors and battery cells can be achieved. However, when the first and last battery monomers need to be balanced, the transfer energy will pass through all capacitors and battery cells, which reduces the balance efficiency [18].



According to the number of inductors, the inductor-type active balance is classified into two types, namely, inductors in the adjacent cells (Figure 3) and an inductor in the battery stack (Figure 4). Figure 3 displays the balance principle of inductors in the adjacent cells. The advantage of this balance method is that it is easy to expand, and the conductor has a high transfer efficiency. However, the electricity transfer between non-adjacent cells will pass through all cells and inductors, which will reduce the efficiency and complicate the control strategy.



Figure 4 illustrates the balance principle of an inductor in a battery stack. The advantage of this balance method is the high-energy transfer efficiency [19]. However, only one balance circuit works at a time, and it is unsuitable for large battery stacks [20].



Figure 5 shows the principle of multi-winding transformer balance [21]. The advantages are its simple control principle and high efficiency, whereas the drawbacks are the high manufacturing requirement of the transformer and unsuitability for expanding the battery pack.



Figure 6 provides the principle of the multi-transformer balance. The expanding the battery pack will be easy [22]. However, the costs for the transformers are high.



Figure 7 demonstrates the principle of the switching transformer balance. The advantage of this balance type is that the energy transfer efficiency is high, but only one balance circuit works at a time and expanding the battery pack is difficult.



Figure 8 shows the principle of the distributed DC–DC active balance. The electrical energy in this scheme can only be transferred between adjacent cells [23,24]. A large balance current can be achieved due to the high power of the DC–DC module, so this scheme is especially suitable for the internal balance of large capacity cells. However, this scheme also has an obvious disadvantage: the electric energy needs to pass through all battery cells as it is transferred from the top to bottom of the battery stack. This mechanism will reduce balance efficiency.



Figure 9 provides the principle of the centralised DC–DC active balance [25]. The advantages are that the control strategy is flexible and changeable and the power of DC–DC is high. The drawbacks are that the cost of DC–DC is high, and it is unsuitable for large-scale battery stacks.



All in all, passive energy balance is unsuitable for large capacity cells because of its low energy transfer efficiency and long balance time.



In 2011, Kim [20] designed an automatic charge equalization circuit based on regulated voltage source for series connected lithium-ion batteries. In 2015, Shang [26] designed a cell-to-cell battery equalizer with zero-current switching and zero-voltage gap based on quasi-resonant LC converter and boost converter; and Wang [25] designed a novel active equalization method for lithium-ion batteries in electric vehicles. In 2017, Mccurlie [27] studied the fast model predictive control for redistributive lithium-ion battery balancing. For active energy balance, extra energy is difficult to be transferred quickly in the existing technology, and the minimum energy transfer times is not guaranteed [23]. This study designs an active equilibrium control strategy based on model prediction for series battery packs. We focus on the analysis of the energy balance between tandem cells, which rely on fly-back DC–DC to achieve high-efficiency bidirectional active equalisation. Furthermore, we develop a set of BMS, which is suitable for 132 series cells. To shorten equalisation time and reduce unnecessary energy consumption, bidirectional active equalisation is modelled and analysed, and the process is described using state-space equations. Then, the MPC algorithm is applied to the established state-space equations according to the MPC principle. A closed-loop control of the equalisation is established, and a fast MPC algorithm is adopted to equalise the SOC of the battery pack. The optimisation problem that minimised the equilibrium time is transformed into linear programming in each cycle process. By solving the linear programming problem online, a group of control optimal solutions is explored, and the series equalisation problem is decoupled. The first element of the local optimal solutions is applied to the controlled equalisation circuit, and the equalisation time is shortened by dynamically adjusting the equalisation current.





3. Implementation of Bidirectional Active Equilibrium


This section aims to achieve bidirectional active equalisation. Bidirectional active equalisation is realised using a BMS slave controller. However, we need the BMS master controller to send out control commands. For example, the main controller sends out instructions to collect data and analyses the data returned by the slave controller. The slave controller then controls bidirectional active balancing. The BMS master controller is essential to the normal work of the slave controller for bidirectional active equilibrium.



3.1. Function and Principle of BMS Controllers


This study designs an active equalisation circuit that can achieve bidirectional balancing of battery cells and be used in large-scale battery packs. The main functions are:




	(1)

	
acquisition of voltage, current and temperature;




	(2)

	
protection function;




	(3)

	
SOC and SOH estimation function;




	(4)

	
equilibrium function.









The scheme adopts an improved distributed DC–DC equalisation scheme. Each battery cell is assigned to a DC–DC equaliser, and each equaliser can operate independently. Figure 10 shows the principle underlying the charge transfer between individual cells and a large neighbouring battery stack. The operating principle of the cell discharge is as follows. Taking cell 1 as an example, the switch G1P controls the battery coil to close when cell 1 needs be discharged. Then, cell 1 starts to charge the DC–DC coil (T1), and the magnetic field energy stored in the inductor reaches the maximum value when the charging current reaches the set peak value. During this time, switch G1P is turned off, and the switch G1S is turned on. The energy in the inductor primary winding is transferred to the secondary coil on the side of the battery pack, and the battery module (monitor 1 to battery 12) is charged through switch G1S. When the charging current drops to 0, the G1S is turned off and G1P is turned on synchronously, and cell 1 starts charging the DC–DC again. This process is repeated until the voltage or power of cell 1 recovers to the set level.



The principle of charging the cells is similar to the aforementioned process. Still taking cell 1 as an example, the controller controls the G1S to close when cell 1 needs to be charged. The DC–DC module (T1) firstly takes power from the battery stack (cells 1–12). The energy in the DC–DC module reaches the maximum value when the charging current reaches the maximum value. During this time, G1S is turned off and G1P is closed synchronously. Then, the energy in the DC–DC is converted into electrical energy and begins to charge cell 1. When the charging current drops to 0, G1P is closed again; G1S is turned on synchronously and obtains energy from the battery stack (cells 1–12) again. This process is repeated until the voltage or power of cell 1 recovers to the set level.




3.2. Hardware Design of Bidirectional Active Balance BMS


The main control unit obtains the voltages, current and ambient temperature of the battery pack; and protects the battery pack from being overused, estimates the battery status (SOC, SOH); and communicates with other electronic control units. In this paper, a high-efficiency, low-power 32-bit STM32F446RET is used as the BMS main control unit microprocessor due to the heavy load. Its CPU speed reaches 84 MHz, flash memory reaches 256 bytes, RAM capacity is 64 bytes. It has three USART interfaces, one SDIO interface, three IIC serial bus interfaces, four SPI serial peripheral communication interfaces and one 16-channel 12-bit 2.4MSPS A/D converter. To save the last SOC and SOH values of the battery at the time of power-off, a peripheral 256-byte EEPROM chip is used. Figure 11 presents the main chip and peripheral circuit structure.



This study adopts Linear Technology’s LTC6804 chip to collect voltage. It is one of the few monitoring chips that can simultaneously collect the voltage of 12 series cells. The measurement error is less than 1.2 mV, and the measurement time of all voltages is less than 290 μs. Therefore, we propose to use this chip to measure the voltage of each battery module with 12 cells. The current of the battery pack is not only an important parameter monitored by the battery protection system but also important information for estimating battery capacity. This study uses a Hall-type current sensor DHAB S/24, which has a dual-range to achieve high accuracy of current acquisition: range 1 is ±75 A, absolute error is ±1.5 A (25 °C). Range 2 is ±500 A with an absolute error of ±5 A (25 °C). This study uses the Bq76PL536 chip to collect the temperature of the main control board; the temperature of cells is collected by the input port of the LTC6804 chip. The balance scheme uses a modular design, in which every 12 cells as a module, and a slave controller to manage the module. One LTC6804 chip is used to read the voltage of 12 cells. Two LTC3300s are used to control the operation of 12 DC–DC to achieve equalisation of individual cells. The protection function is implemented with relays, which employs the EV150-AAD. Figure 12 shows the design of the slave controller, which can achieve a maximum of 4.2 A equalisation current.



The LTC3300’s current acquisition and DC–DC loop traces greatly affect current equalisation. If the current is inaccurate, then it will directly affect the control of the equalisation DC–DC. If the impedance of the DC–DC loop is large, then the equalisation current will be reduced. Therefore, attention should be paid to the route of these lines to maximise the function of the DC–DC module.



Figure 13 shows the design for the BMS master controller, which communicates with multiple slave controllers through daisy-chain SPI communication technology, controls slave controllers for voltage and temperature acquisition and sends equalisation commands to related slave controllers.



The BMS master controller obtains the cells’ voltages, current and temperature from the slave controllers. Using the information, the master controller protects the cells from overuse, estimates the SOC of the battery and balances the cells if necessary.




3.3. Experiment Results and Analysis


To verify the equalisation effect, we designed an experimental control process, as shown in Figure 14. The monitoring interface communicates with the master controller using the CAN bus, and the master controller communicates with the slave controller using CAT-5 twisted-pair wires.



Figure 15 displays the test bench and the management of a battery pack (containing 132 lithium titanate cells). The process comprises 11 slave controllers, and each one controls 12 cells. The daisy-chain communication is adopted between the slave controllers, and the master controller manages all cells through the lowest-end slave controller.



At the beginning of the experiment, the voltage of the cells in the battery pack is inconsistent. The BMS balances the 132 series cells and collects the voltage of the battery pack. Figure 16 provides the voltages of cells from 1 to 12. The diagram shows that the voltage of cell 1 is gradually pulled up during the equilibrium process. Figure 17 shows the beginning of the equilibrium process, in which the voltage difference among the 12 cells reaches 130 mV. At the end of the process, the maximum voltage difference is controlled within 20 mV, as shown in Figure 18.





4. Model Prediction Control Algorithm


4.1. Basic Principle of Model Prediction Control


Model predictive control (MPC) was developed in the 1970s, mainly due to the requirements of social industrial control and progress in technology, although it is not for control theory. The application for MPC is extensive since its early development. People have turned their attention to MPC methods because they are incapable of building accurate models in complex systems. The MPC algorithm adopts the rolling optimisation concept. In this manner, the requirements of the model accuracy are low, and the amount of real-time calculations is considerably low. Thus, its workload of calculation is less than the traditional optimisation algorithm, and its control effect is moderately well.



Finding a global optimal control variable for a system is difficult for MPC. Fortunately, industrial control does not need such a global optimal control variable as long as a control variable that satisfies the constraint is available in a finitely predicted time domain and makes the cost function locally optimal.



The MPC process can be divided into three steps. Firstly, based on the prediction model and current initial conditions, MPC forecasts the future output within a limited time domain. Secondly, it works out a set of local optimal control variables that can satisfy the constraints of the system and minimise the cost function according to the future model. Thirdly, the first set of control variables in the local control variables obtained during the second step is applied to the controlled system. At the next sampling time, the predictive model is modified based on the actual output value of the system. Then, the process is repeated over and over.



In Figure 19, x0 represents the state of the system in the k moment, u is the system input, y is the system output, Hp is prediction in the time domain and Hc is the control output for the optimal predictive in time domain.



If the model of the controlled system can be expressed by a standard state space model, according to measurement information y(k) and status information x(k), then the predictive model predicts system output in p cycles and solves the optimisation problem, such that the predicted output   y ¯   and set target r in the prediction period have the least errors in the time domain Hp. If the optimal solution to the optimisation problem is control sequence [u(k) u(k + 1) … u(k + c)], then the first element u(k) of the control sequence acts on the controlled object as the current control input and discards other elements.




4.2. Nonlinear Model Predictive Control


Assuming that all state variables of the system are measurable, the problem of nonlinear MPC is described as follows:


   {      x  (  k + 1  )  = f  (  x  ( k )  , u  ( k )   )  , k ≥ 0        y c   ( k )    = g  c  ( x  ( k )  , u ( k ) )        y b   ( k )    = g  b  ( x  ( k )  , u  ( k )  )        



(1)




where   x ( k ) ∈  R n    is the state variable of the predictive model,     y  c  ( k ) ∈  R c    is the system output of the predictive model under control input and    y b  ( k ) ∈  R b    is the system output of the predictive model under constraint input.



Actuators have maximum values of output and increments, and their upper and lower limits are constant values. We assume that the controller’s control value, control increments, and output constraints are as follows:


   {       u  m i n   ≤ u ( k ) ≤  u  m a x   , ∀ k ≥ 0         Δ u   m i n   ≤ Δ u ( k ) ≤ Δ  u  m a x   , ∀ k ≥ 0        y  m i n   ≤  y b  ( k ) ≤  y  m a x   ( k ) , ∀ k ≥ 0        



(2)







We also assume that the state of the nonlinear system at the current k time can be observed and is   x ( k )  ; thus, the discrete model-based optimisation problem can be expressed by the following equation:


    m i n    U k    J ( x  ( k )    , U  k  )  



(3)







If the control and prediction times are hc and cp, respectively, then the constraint in time domain is:


   {       u  m i n   ≤  u ¯  ( k + i ) ≤  u  m a x   , 0 ≤ i ≤  h c        Δ  u  m i n   ≤ Δ  u ¯  ( k + i ) ≤  u  m a x   ,       Δ  u ¯  ( k + i ) =  u ¯  ( k + i ) −  u ¯  ( k + i − 1 ) ,        y  m i n   ( k + i ) ≤    y b   ¯  ( k + i ) ≤  y  m a x   ( k + i ) , 0 ≤ i ≤  h p        Δ    u ¯  ( k + i ) = 0 , h  c  ≤ i ≤  h p         



(4)







The cost function is:


  J ( x  ( k )  ,   U  k  ) =   ∑   i = 1    h p      ‖    y ¯  c  ( k + i ) − r ( k + i )  ‖  Q 2  +   ∑   i = 1    h  c − 1     (   ‖     u ¯  ( k + i ) − u  r  ( k + i )  ‖  R 2  +   ‖  Δ  u ¯  ( k + i )  ‖  2 S  )  



(5)




where Q, R and S are the weighting matrix of the system cost function;   r ( k + i )   is the expected reference output; and    u r  ( k + i )   is the reference input corresponding to the expected reference output.      y c   ¯  ( k + i )   and      y b   ¯  ( k + i )   are the predicted control and constraint output, respectively, which can be updated using the following equations:


   {       x ¯  ( i + 1 ) = f (  x ¯  ( i ) ,  u ¯  ( i ) ) , k ≤ i ≤   k + h  p  ,  x ¯  ( k ) = x ( k )         y ¯  c    ( i ) = g  c  (  x ¯  ( i ) ,  u ¯  ( i ) )         y ¯  b    ( i ) = g  b  (  x ¯  ( i ) ,  u ¯  ( i ) )        



(6)




where   x ( k )   is the state variable of the system at the current time k, which can be used as the initial condition of the prediction model and starting point for predicting the future output, and    u ¯  ( k + i )   is the predictive control input, which takes on the following form:


   u ¯  ( k + i ) =    u i   ¯  , i = 0 , 1 , ⋯   , h   c − 1    



(7)




where     u ¯  0    and     u ¯  1  ⋯   u ¯    h  c − 1       are the independent variables of the cost function. These variables compose vector    U k   . The optimal solution for the cost function is    U k ∗   :


    U k  =  [        u ¯  0          u ¯  1       ⋮        u ¯    h  c − 1          ]    ,  U k ∗  =  [        u ¯  0 ∗          u ¯  1 ∗       ⋮        u ¯    h  c − 1    ∗       ]    



(8)







According to the MPC algorithm, the first component of solution    U k ∗    is applied to the system. That is, the current control quantity is


    u ( k ) =  u ¯   0 ∗   



(9)







In practical engineering problems, the system’s cost functions and models are often nonlinear. Therefore, the designed controller is typically nonlinear. Solving the optimal solution of the cost function by means of a numerical calculation method is difficult. Furthermore, solving it online is challenging. Scholars use various methods to linearise the problems involved and then employ linear programming to find the optimal solution.




4.3. Optimal Solution for Linear Programming


The linear programming problem is an important part of operations research. Under certain constraint conditions, linear programming guides scholars to find a decision method that has the least cost through mathematical calculation, which highlights the important role of limited resources. Therefore, linear programming problems have widespread applications in various fields, such as path selection, industrial production allocation, business management and so on.



Linear programming problems are divided into two forms. The first form is that of the target function, which has a large output with limited resources. The other one is concerned with achieving the goal with minimum consumption. The former is a maximum value problem, whereas the latter is a minimum value problem. Equations (10) and (11) display the standard form of the linear programming problem model as follows:


  m i n   z =   ∑   j = 1  n   c j   x j   



(10)






  s . t .  {        ∑   j = 1  n   a  i j    x j  ≤  b i  ( i = 1 , 2 , ⋯ , m )        x j  ≥ 0 ( j = 1 , 2 , ⋯ , n )        



(11)







The matrix form is shown in the following equations:


  M i n   Z = C X  



(12)






   {        ∑   j = 0  n   p j   x j  ≤ b       X ≥ 0        



(13)




where:


  C = (   c  1  ,   c  2  , L ,   c  n  )  










  X =  [       x 1         x 2       ⋮       x n       ]  ,   p  j  =  [       a  1 j          a  2 j        ⋮       a  mj        ]   (  j = 1 , 2 , ⋯ , n  )  , b =  [       b 1         b 2       ⋮       b m       ]   











In this study, we solve the linear programming problem using MATLAB functions. The steps of the solution are as follows. Firstly, we find a feasible solution using the iterative method, then judge whether it is the optimal solution. If not, then we continue to iterate until an optimal solution is found or determined unsolved.



The following equations show the standard form of linear programming in MATLAB:


    m i n   z = f  T  x  



(14)






  s . t  {      A x ≤ b        A  e q     x = b   e q         l b ≤ x ≤ u b        



(15)







The following equations show correlation function, that is:


   [  x , f v a l , e x i t f l a g  ]  = l i n p r o g  (  f , A , b , A e q , b e q , l b , u b  )   








where lb and ub are the constraint lower and upper limits of the variable x. Conversely, x is the optimal solution of the objective function, Fval is the minimum value of the objective function and exitflag is the state of the solution.



In the MPC for equilibrium, we intend to minimise the equilibrium time. Hence, our cost function can be expressed as:


  M i n  (   |   u 1   |  +  |   u 2   |  + … +  |   u n   |   )   



(16)







To convert this problem into a standard linear programming problem, wi and vi can be expressed as in the following equations:


   W i  =    u i  +  |   u i   |   2    and     V  i  =    |   u i   |    − u  i   2   








then:


   u i  =   W  i  −   V  i    and    |   u i   |  =   W  i  +   V  i   








where    W i  > 0   and    V i  > 0  .



If:


   {      w =    [   w 1  ,   w  2  , …   w  n   ]   T        v =    [   v 1  ,   v  2  , …   v  n   ]   T         



(17)




then, the aforementioned problem can be converted into:


  M i n   ∑   i = 1  n   (   w i  +   v  i   )   



(18)






  s . t  {      A  (  w − v  )  ≤ b       w , v ≥ 0        



(19)







The constraint function can be further expressed as:


  s . t  {       [  A     − A  ]   [     w     v     ]  ≤ b       w , v ≥ 0        



(20)







In this manner, optimisation can be performed using MATLAB’s linprog() function.





5. Model Predictive Control for Active Equilibrium


Section 3 demonstrates the discharging of the highest voltage battery and charging of the lowest voltage battery. However, if multiple cells need to be balanced simultaneously, then achieving consistency among series cells at a minimum cost (time or energy consumption) is a new problem. We aim to balance all cells in the shortest possible time or with minimal energy loss. Therefore, the goal of battery management system equalisation in general is to select the minimum equilibrium time or energy consumption in equilibrium or a combination of both. To quickly achieve the consistency of the battery and reduce the amount of calculation, this paper chooses the minimum equilibrium time as the objective function of the series equilibrium control. The general control method uses SOC as the equilibrium control condition. That is, the SOC of each battery is compared with the average value. When the SOC of the battery cell is higher than the average value, the battery is discharged, whereas when the SOC of the battery is lower than the average value, the battery needs to be charged. If the equalisation control period is set to a fixed value ΔT, based on the general control method, when a battery needs to be balanced, then it may be charged or discharged for the whole period of ΔT. This leads to the repeated charge and discharge of the battery cell during the entire equilibrium process, which not only reduces the efficiency of the balance but also affects the life of the battery. Based on the MPC method, the MPC controller calculates the equalisation current in each period that is required to complete the equalisation in each cycle based on the difference between the single SOC and average values. The general control method can only calculate whether it needs equalisation but cannot control the magnitude of the equilibrium current. The control of the equalisation current can be realised through PWM. That is, the dynamic adjustment of the equalisation current is achieved by controlling the duty cycle of the equalisation switch in one cycle [28].



5.1. Battery Pack Equalisation Modelling


Suppose the bidirectional DC–DC equalisation system has n series battery in series and m group equalisation channels. The capacity of cell 1 to cell n can be represented by a diagonal matrix    Q x    based on the metrics outlined in [27,29]. The SOC of each battery is defined as   x  ( t )   .



The amount of electricity flowing through each string of cells can be expressed as:


    Q  x  x  ( t )  ∈  R n  ,  



(21)




where:


    Q  x  =  [         C 1   ^     0   ⋯   0     0       C 2   ^     …   0     ⋮   ⋮   ⋱   ⋮     0   0   ⋯       C n   ^       ]  ∈  R  n × n   , x  ( t )  =   [       x 1       x 2     ⋯     x n       ]  T   











The SOC of the battery is a number between 0 and 1, with 0 indicating that the battery power is exhausted and 1 indicating that the battery is fully charged.



If the difference in SOC among cells is large, then energy transfer is needed, and charge is transferred between m channels.



If a diagonal matrix    Q u    is used to represent the maximum equalisation current of channels 1 to m, the equalisation current of each channel after normalisation is expressed by   u  ( t )   .



The actual equalisation current can be expressed as:


    Q  x  ∗ x  ( t )  ∈  R n   



(22)




where:


   Q n  =  [             L  l 1    ^     0       ⋯   0         0       l  l 2    ^         ⋯   0             ⋮     0           ⋮     0               ⋱     ⋯           ⋮         L  l 3    ^           ]  ∈  R  m × m    



(23)







According to the principle of distributed bidirectional equalisation, which is introduced in the previous section, the electricity discharged from the cell with the highest SOC is transferred to the entire battery pack. If the total transferred electricity is 1, then each cell (including the discharged cell) in the battery pack obtains 1/n of power. Hence 1−1/n electricity is transferred from the discharged cell, and other cells receive 1/n.



Similarly, the battery with the lowest SOC obtains energy from the entire battery pack. If the total transferred electricity is 1, then each cell (including the charged cell) in the battery pack loses 1/n of the energy, such that the charged cell receives 1−1/n of power, and other cells −1/n.



The matrix   T ∈  R  n × m     is used to describe the balanced energy transferred between the cells and indicates the connection between n series of cells and m groups of channels:


  T =  [       1 n  − 1      1 n      ⋯      1 n         1 n       1 n  − 1     ⋯      1 n        ⋮    ⋮     1 n  − 1    ⋮       1 n       1 n     ⋯     1 n  − 1      ]  ∈  R  n × m    



(24)







The amount of electricity transferred in unit time   Δ t   can be expressed as     E = T Q  u  u  ( t )  Δ t  , where   u  ( t )  < 0   means the battery is being charged, where as   u  ( t )  < 0   means the battery is being discharged.



The goal of equalisation is to realise that the difference between the average value of the SOC and SOC of the cells is less than the threshold value within a short time. That is:


  y  ( t )  =  [         x 1  +   x  2  + ⋯ +   x  n   n  −   x  1           x 1  +   x  2  + ⋯ +   x  n   n  −   x  2       ⋯         x 1  +   x  2  + ⋯ +   x  n   n  −   x  n       ]  =  [       1 n  − 1      1 n     ⋯     1 n         1 n       1 n  − 1    L     1 n       ⋮    ⋮      1 n  − 1    ⋮       1 n       1 n     ⋯     1 n  − 1      ]  .  



(25)




which is close to the target value 0.



If battery capacity x(t) is selected as the state variable, control current u(t) is used as the input control variable and y(t) is the system output variable, then the state control equation of the equalisation can be expressed as


   {      x  (  t + 1  )  = A x  ( t )  + B u ( t )       y  ( t )  = C x ( t )        



(26)




ere A = En,     B = Q  x T    E = Q  x T    T Q  u  u ( t ) Δ t   and C = T.



The system constraint is:   u ( t ) ∈ { u ∈  R m  | − 1 ≤ u ≤ 1 }  , that is, a limit is set for the equalisation current of each channel.




5.2. Simulation Experiment Verification


In the previous two sections, the principle of distributed bidirectional DC–DC equilibrium process and model prediction are analysed. In this section, we utilise the battery model in Figure 20 and use Simulink to model the two parts. For simplicity, we select a six-series battery pack for analysis, as shown in Figure 20.



Figure 20 shows that the signal generator in the lower right corner generates the battery pack’s operating current and ambient temperature. The six cells work in series. Each battery has a bidirectional DC–DC equaliser connected to both ends of the cell. The equaliser evens out the cell according to the balanced signal outputted by the MPC controller.



When   u ( t ) > 0  , the battery is charged, and the charge time in each controller cycle is    |  u ( t )  |  ∗ Δ T  . Furthermore, when   u ( t ) < 0  , the battery is discharged, and the discharge time in each controller cycle is    |  u ( t )  |  ∗ Δ T  . Table 1 shows the initial state of the cells.



Figure 20 further shows that the bidirectional DC–DC is simulated by the model, where ports 1 and 2 are connected to the negative and positive electrodes of the cell, respectively, whereas ports 3 and 4 connect the positive and negative poles of the battery pack ports, respectively. When the battery is charged, the maximum current of the bidirectional DC–DC primary coil (battery side) is 4 A. According to the voltage and current of the battery side, the output power of DC–DC (battery side) can be calculated. Then, according to the conversion efficiency, we can calculate the input power of DC–DC. The output current of the battery pack can be calculated based on the voltage of the battery pack.



Similarly, when the battery is discharged, the DC–DC (battery pack side) input power can be calculated based on the maximum current of the designed DC–DC circuit (battery pack side). Then, through conversion efficiency, the output power of the DC–DC (battery side) can be obtained, then the output current of the battery can be calculated. We set the equalisation control period ΔT = 45 s.



The contrast test adopts SOC as the equilibrium control condition. Based on the general control method, if a battery requires balance, then it may be charged or discharged all the time.



Based on the MPC method, the MPC controller can calculate the equilibrium current   u ( t ) ∈ { u ∈  R m  | − 1 ≤ u ≤ 1 }   in each calculation period based on the difference between single-cell SOC and average value.



The general control method can only calculate the need for equalisation and cannot control the amplitude of the balanced current.



Controlling the equalisation current can be realised by PWM. That is, the dynamic adjustment of the equalisation current is achieved by controlling the duty cycle of the equalisation switch in one cycle. The DC–DC simulation model is shown in Figure 21.



Figure 22 and Figure 23 show the equalisation effect of two equalisation strategies. The two pictures show that these equilibrium strategies can achieve the goal of equilibrium. Compared to the two algorithms, the equalisation circuit is either idle or equalising with the largest balance ability for the common control algorithm in a control cycle. In addition, when a cell is charged, it will discharge the battery that does not need equalisation because electricity is removed from the entire battery pack. As a result of energy loss, they need to be rebalanced, and vice versa. In this manner, battery cells are often charged and discharged repeatedly, which consumes energy, impairs the life of the battery and prolongs equilibration time. By contrast, the MPC algorithm decouples the equalisation and calculates the equalisation current required for each cell to reach a balanced state in every cycle. The required equalising current is then achieved by controlling the duty cycle of the equalising circuit in one control period using the PWM wave. This process avoids repeated charge and discharge of a battery so that the battery pack reaches equilibrium as quickly as possible.




5.3. Bench Test and Result Analysis


To prove the effectiveness of the proposed control algorithm, this section builds a small battery experimental bench to evaluate the effect of balanced control based on MPC by comparing the collected equalisation current and SOC variation. To measure the equilibrium current of each path, a self-built multi-channel isolated current sensor is used to measure the balanced current, and the NI data acquisition system is used to collect the current sensor output sampling voltage value and convert it into corresponding current value. Battery voltage equalisation and SOC are obtained through the BMS board. Figure 24 presents the 14-channel Hall-type current sensors, whereas Figure 25 displays the NI data acquisition system.



Figure 26 shows that the battery pack contains 24 series cells (lithium titanate), and the capacity of each battery is 2.9 Ah. The maximum balanced capacity of the bidirectional synchronous fly-back balanced circuit is ±4 A. The cell and neighbouring module can be treated as a C2S topology. The fast MPC algorithm, based on the SOC of each battery, determines the balance current needed for each cell. Then, adjusting the balance current is achieved by controlling the time of equilibrium circuit that is working in a balanced cycle, and the battery cell is balanced according to the local optimal equilibrium current.



The specific implementation is to use the MPC algorithm and LP solution function, which is written by the S function and translated into C code using the MATLAB automatic code generation tool. Finally, the C code was downloaded to the BMS main control circuit board through the Keil compiler.



Figure 26 illustrates the experimental bench.



The battery pack consists of two 12 series modules. Twenty-four strings of cells and two slave controllers are used, and a 14-channel Hall-type current sensor is utilised to measure the magnitude of the equalisation current in controller 1. PC1 is used to debug the master controller, which controls the equalisation function of controllers 1 and 2, whereas PC2 is used to record the collected current value.



The voltage values of the first six cell cells are set according to Table 1, and the voltage difference of the cells is approximately 0.5 V. Figure 25 demonstrates the balanced current collected by the NI data acquisition system. This figure shows that, based on the common equalisation control rules, the five other channel currents frequently change direction during equalisation except for the equalisation current direction of cell 1. By contrast, the equalisation currents for all cells do not change direction based on the equalisation process of the MPC rules. The current in the equilibrium period in a graph (a) is either a positive or negative maximum; whereas in graph (b), the equilibrium current of each circuit in a control period is controlled by the duty cycle in a control period. The duty ratio is adjusted to 1 when the maximum balance ability is required. Figure 27b shows the equilibrium current of cell 6. In Table 2, by comparison, under the same initial conditions, the equilibrium time in graph (a) is 1030 s, whereas that in graph (b) is 710 s. The equilibrium time is reduced by 31%.



If we use common control rules to balance the current between cells in the battery pack without decoupling the equilibrium process, then the direction of the balanced current will change frequently. This case makes the battery cells charge and discharge repeatedly, damages the life of the battery and increases the balance time. Hence, this type of control is not advisable despite its simplicity. Using equalisation based on the MPC rules, the overall analysis of the battery cell’s equalisation is performed. The mutual influence between the balanced cells is considered and the decoupling of the equilibrium process is achieved. Therefore, the equalisation current, which is calculated by the optimal algorithm, is used. Repeated changes do not appear in the balance current direction. In addition, the equalisation current is controlled by the duty cycle, and an adjustable equalisation current is output on the fixed balance capability of the hardware, which is an important innovation of this study.





6. Summary


This study introduces the method of using MPC algorithm on distributed DC–DC equalisation circuit and compares the effect of using the algorithm. The optimisation results show that the MPC algorithm can avoid unnecessary energy transfer and shorten equalisation time. The MPC equilibrium scheme is compared with the common equilibrium mode through bench experiments. The experimental result indicates that the equilibrium time is reduced by 31%, which verifies the rationality of the use of MPC algorithm. The algorithm presented in this study can be applied to the active equalisation of a series of battery packs and realise energy transfer with minimum time and high efficiency to make the battery reach equilibrium. This paper improve the active equivalent efficiency through MPC, which can be used as new engineering technology. The key of this method is that the balance current is adjustable. However, the computation process of local optimal solutions is a time consuming process; In the future, other optimization algorithm should be tried to reduce the computation time, which will shorten equilibrium period and increase efficiency further.
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Figure 1. Principle of flying capacitor balance. 
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Figure 2. Principle of switch capacitor balance. (a) Energy transfer from cell to capacitor; (b) Energy transfer from capacitor to cell. 
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Figure 3. Balance principle of inductors in adjacent cells. 
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Figure 4. Balance principle of one inductor in a battery stack. 
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Figure 5. Principle of multi-winding transformer balance. 
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Figure 6. Principle of multi-transformer balance. 
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Figure 7. Principle of switching transformer balance. 
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Figure 8. Principle of distributed DC–DC active balance. 
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Figure 9. Principle of centralised DC–DC active balance. 
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Figure 10. Bidirectional equilibrium schematic. 






Figure 10. Bidirectional equilibrium schematic.



[image: Energies 11 03220 g010]







[image: Energies 11 03220 g011 550] 





Figure 11. Block diagram of main control unit. 
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Figure 12. Slave controller. 
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Figure 13. Master controller. 
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Figure 14. Experimental communication control process. 
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Figure 15. Slave controllers and battery pack. 
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Figure 16. Voltage equalisation curves of the first battery module. 
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Figure 17. Equilibrium at initial stage. 
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Figure 18. Equilibrium at final stage. 
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Figure 19. Schematic of model predictive control. 
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Figure 20. Distributed DC–DC equalisation model. 






Figure 20. Distributed DC–DC equalisation model.



[image: Energies 11 03220 g020]







[image: Energies 11 03220 g021 550] 





Figure 21. DC–DC simulation model. 
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Figure 22. Based on the general control. 
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Figure 23. Based on the MPC. 
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Figure 24. 14-channel Hall-type current sensors. 
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Figure 25. NI data acquisition system. 
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Figure 26. Active balance test bench. 
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Figure 27. Comparison of actual current measurement. (a) Based on the general control method; (b) Based on the MPC method. 
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Table 1. Initial state of cells.






Table 1. Initial state of cells.





	Index
	Cell 1
	Cell 2
	Cell 3
	Cell 4
	Cell 5
	Cell 6





	SOC
	0.956
	0.869
	0.725
	0.678
	0.627
	0.428



	Voltage (V)
	2.687
	2.634
	2.528
	2.501
	2.255
	2.164







Equilibrium aims to maintain the SOC difference among all cells at less than 3%.
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Table 2. Equilibrium time comparison.






Table 2. Equilibrium time comparison.





	Method
	General Control
	MPC
	Time Reduced





	Time (s)
	1030
	710
	31%











© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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