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Abstract: Solar power’s variability makes managing power system planning and operation difficult.
Facilitating a high level of integration of solar power resources into a grid requires maintaining
the fundamental power system so that it is stable when interconnected. Accurate and reliable
forecasting helps to maintain the system safely given large-scale solar power resources; this paper
therefore proposes a probabilistic forecasting approach to solar resources using the R statistics
program, applying a hybrid model that considers spatio-temporal peculiarities. Information on how
the weather varies at sites of interest is often unavailable, so we use a spatial modeling procedure
called kriging to estimate precise data at the solar power plants. The kriging method implements
interpolation with geographical property data. In this paper, we perform day-ahead forecasts of
solar power based on the probability in one-hour intervals by using a Naïve Bayes Classifier model,
which is a classification algorithm. We augment forecasting by taking into account the overall data
distribution and applying the Gaussian probability distribution. To validate the proposed hybrid
forecasting model, we perform a comparison of the proposed model with a persistence model using
the normalized mean absolute error (NMAE). Furthermore, we use empirical data from South Korea’s
meteorological towers (MET) to interpolate weather variables at points of interest.

Keywords: hybrid spatio-temporal model; probabilistic forecasting; solar power forecasting

1. Introduction

Solar energy utilization is rapidly growing all over the world. According to the International
Renewable Energy Agency (IRENA), solar power generation capacity was 397 GW at the end of 2017.
It took first place again with a capacity increase of 94 GW, accounting for a 32% increase—higher
than the 10% wind power growth rate [1]. In the United States, the electric power company
PJM will supply 13% of its total load as renewable energy by 2031. In the case of solar power
generation, installed capacity will be increased to 8.1 GW by 2027 [2]. South Korea’s solar power
generation capacity is 904.1 MW and its cumulative installation capacity is 4519.4 MW as of 2016,
which is a small percentage compared with existing generators. As solar power generation capacity
increases, many electric utilities are expected to have difficulty managing power system planning and
operation. Meteorological variables that change over time and space mean that solar energy is highly
intermittent and uncertain. Forecasting among various technologies can play an important role in
preventing transmission congestion and maintaining a power balance, thus reducing the difficulty.
Various forecasting techniques are being formulated abroad. UC San Diego uses a Total Sky Imager
to predict the movement and location of clouds to forecast solar irradiation levels, determines the
sky cover every 30 s, and estimates the position of clouds 5 min in advance [3,4]. San Antonio,
Texas, U.S. uses satellites to forecast and assess solar irradiation for use in solar power systems and
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power system planning and integration [5]. In addition, a review of recent forecasting methods as
related to solar generation resources is shown in [6,7]. Reference [6] accentuates the need for accurate
forecasting of intermittent resources to achieve power gird balance. Various methods are currently
being studied for the forecasting of solar energy resources, such as clear sky models, regressive
methods, Artificial Intelligence (AI) techniques, remote sensing models, Numerical Weather Prediction
(NWP), Local sensing, and Hybrid systems. In NWP-based forecast, reference [8] used the Environment
Canadas Global Environmental Multiscale NWP model to forecast hourly Global Horizontal Irradiance
(GHI) and solar power for horizons out to 48 h. They applied spatial averaging and bias removal using
a Kalman filter on the NWP forecasts to increase the predictions’ accuracy. Reference [9] used NWP
forecasts from the National Weather Service’s (NWS) database as exogenous inputs for Artificial Neural
Networks (ANNs) to predict hourly GHI and Direct Normal Irradiance (DNI) out to 6 days ahead of
time for Merced, California. In stochastic forecasts, reference [10] constructed three autoregressive
integrated moving average (ARIMA) forecasting models for next-hour GHI including cloud cover
effects. The main difference in the three models tested concerns the inputs used: GHI in the first
model, DNI and Diffuse Horizontal Irradiance (DHI) in the second model, and cloud cover (CC) in the
third model. The authors used the third typical meteorological year (TMY3) data from the National
Solar Radiation Data Base [11] to estimate the ARIMA models and to validate the forecasting accuracy.
In AI forecasting, reference [12] used an ANN with exogenous variables to forecast the hourly solar
power for a forecasting horizon of 12 h. This model shows an improvement in root-mean-square error
(RMSE) of about 2.07%. Reference [13] applied several stochastic and AI techniques (ARIMA, k-Nearest
Neighbor (k-NN), ANN) to predict the one- and two-hour averaged power output of a 1 MW solar
power plant in Merced, California. In hybrid forecasting, hybrid models have recently been used to
improve forecast error by combining the benefits of forecasting models. Reference [14] tested hybrid
forecasting models that combine information from processed satellite images with ANNs.

Many solar forecasting methods use expensive and restricted equipment, such as satellite images
and sky imagers, and complex equations. In addition, existing forecasting methods take a deterministic
approach that represents a single value for a forecasting target. This has limited ability to express
uncertainty in solar energy [15–18]. Some recent works have dealt with probabilistic forecasting for
addressing uncertainty in solar energy. References [19,20] assess the performance of three probabilistic
models for intra-day solar forecasting. The results demonstrated that the NWP exogenous inputs
improve the quality of the intra-day probabilistic forecasts. Reference [21] shows three different
methods for ensemble probabilistic forecasting, derived from seven individual machine learning
models, to generate 24-h-ahead solar power forecasts. The results have shown that the ensemble models
offer even more accurate results than any individual machine learning model like ARIMA. GEFCOM
represents a general framework of probabilistic forecasts for renewable energy generation [22,23].
This is demonstrated by an application in probabilistic solar power forecasting. The results from
its evaluation show that the RMSE and quantile score are quite low, verifying the precision of the
proposed forecasting method. This paper proposes a probabilistic approach for solar power forecasting
using spatial interpolation and a naïve Bayes Classifier. Section 2 describes the hybrid forecasting
model of solar energy resources using kriging and naïve Bayes Classifier models. First, we show the
spatial interpolation using what is called the kriging method. This method can spatially estimate the
weather factor at different points of interest using a current weather value without historical data.
Next, we propose a method for solar power forecasting using a naïve Bayes Classifier. This method
can probabilistically forecast solar power in one-hour intervals. Section 3 verifies the proposed method.
We apply a hybrid spatio-temporal forecasting model that combines kriging and naïve Bayes Classifier
based on empirical NWP data in South Korea. We also perform a comparison of the proposed model
with a persistence model using normalized mean absolute error (NMAE) to validate the proposed
hybrid forecasting model.
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2. A Hybrid Spatio-Temporal Forecasting Model

We introduce a hybrid method to probabilistically forecast solar power output using kriging
and a naïve Bayes Classifier. Weather factors and historical data of solar power have a significant
impact on forecasting the amount of solar power [24,25]. However, obtaining data on meteorological
variables that can change at any point of interest necessitates expensive equipment, and acquiring
weather data over time and determining the forecast generation outputs based on that takes a long
time. This paper estimates weather variables at points of interest economically and efficiently through
a type of spatial modelling called kriging. In addition, solar power varies according to humidity,
temperature, cloud cover amount, and wind speed; in particular, irradiation has the greatest influence
on determining solar power output [26]. However, since they have high variability and uncertainty,
it is essential to use a probabilistic method. Figure 1 below shows the algorithm for the hybrid
forecasting model.

Energies 2018, 11, x FOR PEER REVIEW  3 of 15 

 

2. A Hybrid Spatio-Temporal Forecasting Model 

We introduce a hybrid method to probabilistically forecast solar power output using kriging 

and a naïve Bayes Classifier. Weather factors and historical data of solar power have a significant 

impact on forecasting the amount of solar power [24,25]. However, obtaining data on meteorological 

variables that can change at any point of interest necessitates expensive equipment, and acquiring 

weather data over time and determining the forecast generation outputs based on that takes a long 

time. This paper estimates weather variables at points of interest economically and efficiently 

through a type of spatial modelling called kriging. In addition, solar power varies according to 

humidity, temperature, cloud cover amount, and wind speed; in particular, irradiation has the 

greatest influence on determining solar power output [26]. However, since they have high 

variability and uncertainty, it is essential to use a probabilistic method. Figure 1 below shows the 

algorithm for the hybrid forecasting model. 

 

Figure 1. Algorithm for the hybrid spatio-temporal forecasting model. 

2.1. Spatial Modelling Using the Kriging Technique 

Spatial Modeling is a geo-statistics technique used in various fields of geoscience and 

engineering, such as pollution concentration and precipitation analysis, to analyze physical 

phenomena or data with spatial characteristics [27]. This allows values of interest to be estimated 

using only current values and location data without historical data. Kriging is one spatial 

interpolation method that estimates data at target points based on regression against observed i  

values of neighbor points, weighted according to spatial covariance values. The general formula for 

the ordinary kriging method is as shown in Equation (1) [28]: 

*

1

n

i i i   

1.  1
n

i is t    
(1) 

where 
*

  is the estimated value of the target point, i  is a weight regarding the spatial distances 

between two points, and n  is the number of neighbor points. In the ordinary kriging method, the 

Figure 1. Algorithm for the hybrid spatio-temporal forecasting model.

2.1. Spatial Modelling Using the Kriging Technique

Spatial Modeling is a geo-statistics technique used in various fields of geoscience and engineering,
such as pollution concentration and precipitation analysis, to analyze physical phenomena or data
with spatial characteristics [27]. This allows values of interest to be estimated using only current values
and location data without historical data. Kriging is one spatial interpolation method that estimates
data at target points based on regression against observed αi values of neighbor points, weighted
according to spatial covariance values. The general formula for the ordinary kriging method is as
shown in Equation (1) [28]:

α∗ = ∑n
i=1 λiαi

s.t ∑n
i=1 λi = 1

(1)

where α∗ is the estimated value of the target point, λi is a weight regarding the spatial distances between
two points, and n is the number of neighbor points. In the ordinary kriging method, the weight must
sum to 1 to avoid biased models and thus minimize the error variance between estimated and actual
values. This method can be represented as shown in Figure 2.
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Figure 2. Visualization of the kriging technique.

We minimize the error variance in the ordinary kriging method using the Lagrange function.
L(λ1, λ2, · · · , λi; ω) is the objective function of the Lagrange and ω is the Lagrange factor as shown in
Equation (2) [29].

L(λ1, λ2, · · · , λi; ω) = σ2 − 2
n

∑
i=1

λiσ
2
0i +

n

∑
i=1
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∑
j=1

λiλjσ
2
ij + 2ω

(
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)
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Performing the kriging method requires the weights of the ambient points; these values are
combined linearly to estimate the results of spatial modelling. This equation has a minimum value in
extremum, so we must perform two partial differentiations for λ and ω as shown in Equations (3) and
(4). After we have solved the above equation, λ can finally express the weights for neighboring points.
However, as noted in Equation (1) [29], the sum of weights is 1.

∂L
∂λi

= −2σ2
0l − 2

n

∑
i=1

σ2
il − 2ω, l = 1, 2, · · · , n (3)

∂L
∂ω

= 2(1−
n

∑
i=1

λi) = 0 (4)

2.2. Probabilistic Forecasting for Solar Power Using a Naïve Bayes Classifier

A Naïve Bayes Classifier is machine learning technique based on Bayes probabilistic theory that
represents the relationship between a prior probability and posterior probability using conditional
probabilities [30–34]; it deals with decision problems mathematically under uncertainty and creates
a simple and efficient model in the field of document taxonomy and disease prediction [35,36].
This method makes classification rules based on historical data and applies new values to the class
that is arranged according to predefined rules. The general formula for a Naïve Bayes Classifier is as
shown in Equation (5) [30–34]:

P(A|B) = P(B|A)× P(A)

P(B)
(5)

where A and B are different events, A is a random variable denoting the class of an instance, and B is
a vector of random variables denoting observed attribute values. This assumes that attribute values
are independent, which means that one of several attribute values does not affect the other attribute
values. When depicted graphically, a Naïve Bayes Classifier has a form such as that shown in Figure 3.
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This assumption supports efficient algorithms that are simple to compute for test cases and to
estimate from training data. The independency assumption means that the conditional probability is
represented by the chain rule as shown in Equation (6) [30–34].

P(Bi|Ak) = P(B1|Ak)× P(B2|Ak) · · · × P(Bi|Ak) = ∏n
i=1 P(Bi|Ak) (6)

The probability of the attribute value located in the denominator serves as a normalized constant
and does not affect the probability results, so we have omitted it for convenience of calculation.
When we assign a new attribute value to a class based on predefined classification criteria, all classes
will have a post probability, and the class among them with the maximum probability is finally selected
as shown in Equation (7) [30–34].

P(Ak|Bi) = arg max
{
∏m

k=1 ∏n
i=1 P(Bi|Ak)× P(Ak)

}
(7)

A Naïve Bayes Classifier consists of prior and posterior probabilities. First, a “prior probability”
is a probability that event A will occur before event B, and it gives the number of classes. P(Aprior)

refers to the ratio of the number of specific classes for all classes, ∑m
k=1 N(Ak). The prior probability

is represented as shown in Equation (8) below. The larger the amount of data, the more different the
class, and the prior probability can be adjusted depending on the class range setting [30–34].

P(Aprior) =
N(Aj)

∑m
k=1 N(Ak)

(8)

A “conditional probability” is the probability that event A will occur when event B happens.
We calculated the probability for the occurrence of event A using a probability distribution because
it is generally assumed to follow a normal distribution in the Naïve Bayes Classifier method. This is
fulfilled by a graph in which the probability distribution is symmetrical in relation to the mean.

This is determined by the new value and the defined normal distribution. The Naïve Bayes
Classifier treats discrete and numeric attributes somewhat differently. For each discrete attribute,
the conditional probability is modeled as a single number between 0 and 1. In contrast, each numeric
attribute is modeled by some continuous probability distribution over the range of that attribute’s
values. We can write continuous attributes as shown in Equation (9) where Bnew is the new attribute’s
value, µ is its mean, and σ is its standard deviation [30,34].

P(Bnew|Ak) =
1√

2πσ2
Ak Bi

e
−

(Bnew−µAk Bi
)2

2σ2
Ak Bi (9)
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3. Experimental Study: Probabilistic Forecasting of Solar Power Outputs in South Korea

3.1. Estimating Weather Data at Solar Farm “A” Using the Kriging Technique

In this case study, we forecast the output of solar power a day ahead in South Korea. We applied
the kriging technique using weather information and location data for neighbor points. Figure 4
represents solar farm site “A” and 30 nearby meteorological towers in South Korea using Google
Maps. Before applying the kriging method, we collected latitude and longitude data for both the
meteorological towers and solar farm “A”. Table 1 shows the coordinate data for applying the kriging
method. The weather information was measured at the meteorological towers from 1 January 2015 to
December 2016 in hourly intervals.
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Figure 4. Location data of both 30 METs and the solar farm.

Table 1. Location data of both 30 METs and the solar farm.

Name Longitude Latitude

MET1 37.57 126.96
MET2 37.47 126.92
MET3 37.27 126.98
MET4 37.33 127.94
MET5 37.90 127.73
MET6 37.67 128.71
MET7 37.80 128.85
MET8 37.75 128.89
MET9 36.77 126.49
MET10 36.63 127.44
MET11 36.37 127.37
MET12 34.81 126.38
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Table 1. Cont.

MET13 35.28 126.47
MET14 35.84 127.11
MET15 35.37 127.12
MET16 35.17 126.89
MET17 34.94 127.69
MET18 34.62 126.76
MET19 34.76 127.21
MET20 35.42 126.69
MET21 35.10 129.03
MET22 36.22 127.99
MET23 36.57 128.70
MET24 36.43 129.04
MET25 35.51 127.74
MET26 35.81 129.20
MET27 35.32 128.28
MET28 35.16 128.04
MET29 35.22 128.67
MET30 35.22 128.89

Solar Farm 35.22 126.31

We estimated the weather data at the solar farm using information relating to neighboring points;
we need the weights of 30 meteorological points for 1 site of interest. We calculated these weights
based on the spatial correlation, and sum of the weights must be 1. Figure 5 shows the locations
and weights of neighboring points. MET 13 has the greatest impact on the point of interest. Table 2
provides detailed weights of METs.
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Table 2. Weights of 30 METs for solar farm “A”.

Neighbor Point Weight Neighbor Point Weight Neighbor Point Weight

MET1 0.016438 MET11 0.018432 MET21 0.017088
MET2 0.018829 MET12 0.123704 MET22 0.024010
MET3 0.017793 MET13 0.379523 MET23 0.020570
MET4 0.023736 MET14 0.021432 MET24 0.020350
MET5 0.023736 MET15 0.020195 MET25 0.021448
MET6 0.015201 MET16 -0.01156 MET26 0.023946
MET7 0.012228 MET17 0.020206 MET27 0.017606
MET8 0.012259 MET18 0.008242 MET28 0.015003
MET9 0.024126 MET19 0.022546 MET29 0.014557
MET10 0.019265 MET20 0.026276 MET30 0.012812

We performed the kriging method to estimate the weather information at the solar farm in 2016.
The result of estimating the irradiance, humidity, and temperature linearly combine the weights and
values of weather information for neighboring points using Equation (1). Figure 6 shows the results of
the kriging method at solar farm “A” for August 2016.
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To verify to the accuracy of the model, cross validation was performed. After assuming that
the acquired meteorological data was unknown, we compared the actual and forecast data by the
remaining data. Table 3 shows the results of cross validation of irradiance for five points representing
each administrative district.

Table 3. Cross validation error for irradiance of five METs.

Neighbor Point Error (%)

MET1 15.2875
MET4 19.6477
MET9 19.2359

MET13 15.0040
MET22 15.1128

Now, we need to make a classifier for solar power output forecast using a Naïve Bayes Classifier
based on a probabilistic approach. Therefore, we must map weather data and solar power output data
by the hour.

3.2. Probabilistic Forecasting for Solar Power Using a Naïve Bayes Classifier Technique

We forecasted the output of solar farm “A” based on the estimated weather data for 30 neighboring
points. The prior and conditional probability are essential components of forecasting the solar power
output. We calculated the prior probability for each solar power output at solar farm “A” using
Equation (8); the results are as shown in Figure 7. In this figure, a value of 0 among the solar power
output values was excluded because the prior probability corresponding to 0 was significantly higher
than the other output values.

We used the prior probability calculated above to forecast the amount of solar power by
multiplying it by the conditional probability. In addition, we could optionally utilize Laplacian
correction to avoid the problem in which there is a 0 for the prior probability to produce outputs that
do not exist in the past.

Finally, we must compute the conditional probability regarding each weather factor to forecast the
solar power output since we treat numeric attributes over the range of an attribute’s values. Figure 8
shows the normal distribution of solar irradiance that could occur when the solar power output is
4.9 MW. In the event of 4.9 MW, it indicates that irradiance occurs in the middle.
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Figure 8. Probability distribution of the irradiance given that the solar output is 4.9 MW.

We calculated the probabilities of the estimated weather values, such as in Figure 6, at the
solar farm by applying them at the forecast point to the predefined classifier. We classified all
models according to the solar power output values provided with the estimated weather values
and showed the probability through a continuous normal distribution function. The summation of the
conditional probability and the prior probability as shown in Equation (6) allows us to determine the
post probability for each model. We can acquire one model with the maximum probability as shown in
Equation (7). Based on data from 2015 up to the previous day of forecasting, we can forecast the solar
power output by selecting the models with highest probability for the year 2016. Figure 9 shows two
outputs of solar power by comparing the actual and forecast values over August. The red line is the
output value predicted by the Naïve Bayes Classifier technique, and the blue line is the actual output
value measured at solar farm “A”.

We performed day-ahead forecasting for the year 2016 and we used the NMAE (%) to view the
accuracy of the forecast using the Naïve Bayes Classifier method. Table 4 describes the NMAE for
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the results of each forecasting model, and expresses a percentage of the installed capacity, 11 MW.
The NMAE is as shown in Equation (10) [37,38]:

NMAE(%) =
100
N

N

∑
h=1

∣∣∣SPh − SP f orecast
h

∣∣∣
SPins

(10)

where SPh and SP f orecast
h are the actual and forecasted solar power for period h, and SPins refers to the

installed solar power capacity.Energies 2018, 11, x FOR PEER REVIEW  11 of 15 
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Table 4. The normalized mean absolute error (NMAE) for each month of forecasting in 2016.

Month NMAE (%) Month NMAE (%)

January 5.159702 July 3.017107
February 4.423764 August 2.969330

March 5.136241 September 3.212500
April 4.444066 October 4.488025
May 3.479961 November 4.068056
June 3.540152 December 3.355083

Normally, since the output is significantly more likely to be a 0 during periods when the sun
does not rise, we considered the NMAE of the forecasting model except when both the forecast
and measured values were 0. Figure 10 expresses the forecast error with and without 0 outputs.
Additionally, the NMAE of the forecasting model for the year of 2016 is about 4%, and the accuracy for
summer is better than that for winter.

Several North American utilities have been forecasting solar power since the 2000s. Most operating
entities use NMAE as a forecasting error assessment; as shown in Table 5, they had levels below 10%
in 2013 [37]. In this paper, we identified an improvement in the proposed model compared to the
persistence model, as shown in Figure 11 and Table 6.

Table 5. Assessments of forecasting accuracy.

Operation Entity 2013 Value

CASIO MAE < 8%
Idaho Power MAE < 6.5%
Xcel Energy MAE < 9.8%
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Figure 11. Monthly NMAE of each forecasting method for solar power output in 2016.

Table 6. NMAE for each month of forecasting in 2016.

Month Proposed Model Persistence

January 5.159702 6.0136
February 4.423764 7.7273

March 5.136241 7.0781
April 4.444066 9.9371
May 3.479961 7.6248
June 3.540152 9.3845
July 3.017107 5.6085

August 2.969330 4.6752
September 3.212500 6.8424

October 4.488025 9.2645
November 4.068056 7.6265
December 3.355083 7.0162

4. Conclusions

As solar energy depends on climate phenomena, accurate forecasting technologies for stable
interconnection of solar power generation are becoming increasingly important. In this paper,
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we proposed a probabilistic solar power output forecast method using a hybrid spatio-temporal
forecasting model. We applied two estimating techniques to forecast the output of a solar power farm.
Firstly, since numerical weather prediction models are difficult to apply in forecasting, kriging helps to
perform spatial modeling for sites of interest using data from nearby points, as noted in Section 2.1.
The results of the method give us relatively precise weather information. Secondly, we applied the
Naïve Bayes Classifier method based on the probability. Unlike previous studies in which weather
values were difficult to apply at the exact point and where discrete values were used, the proposed
model allows for the consideration of meteorological values that are not applied to the classifier
because of the continuous probability distribution. Finally, we applied the hybrid spatio-temporal
forecasting model using empirical data to a solar farm located in South Korea and evaluated the
performance of the model. As a result, it was confirmed that the NMAE of the forecasting model had
a value of less than 10%. The proposed forecasting model based on a probabilistic approach shows
improved results when compared to the deterministic persistence forecasting model.

In future, we will carry out probabilistic forecasting model improvements using a different
probability distribution that will be used to better reflect the characteristics of the data. Also, we will
represent a probabilistic range to ensure better results.
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