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Abstract:



In this paper, an improved ant lion optimization (IALO) algorithm for parameter identification of hydraulic turbine governing system (HTGS) is proposed. In the proposed algorithm, the search space is explored by the ant lion optimization first, and then the domain is searched by the particle swarm optimization (PSO) in each iteration cycle. A chaotic mutation operation namely Logistics map is introduced for the elite to break out of the local optimum. In mutation operation, a serial-parallel combined method is developed to increase the diversity of mutant population. When the proposed IALO algorithm is applied in the parameter identification of HTGS, the comparative simulation results show that the proposed IALO algorithm has the highest accuracy among different optimization algorithms, and the proposed IALO algorithm has a good convergence characteristic and high stability.
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1. Introduction


The accuracy of system parameters is the important foundation of engineering designs and applications. But it is difficult to get accurate parameters from actual prototype directly because of the complexity of hydraulic turbine. Based on the prior knowledge of hydraulic turbine model, the general approach is to estimate the parameters with the identification technology and experiment data [1,2,3]. In the past decades, some existing mature methods, such as least square (LS) [4], genetic algorithm (GA) [5], particle swarm optimization (PSO) [6], bacterial foraging optimization algorithm (BFOA) [7] and Radial Basis Function (RBF) neural network [8], have been applied in parameter identification of hydraulic turbine governing system (HTGS).



Recently, Mirjalili proposed a novel biomimetic optimization algorithm, named ant lion optimization (ALO), by simulating the hunting mechanism of antlions [9]. It has been proved to have good performance in solving optimization problems with advantages of few parameters and high speed. Mirjalili et al., described a multi-objective ALO for solving different multi-objective problems in engineering design [10]. Saxena and Kothari., applied ALO in antenna current and position optimization successfully [11]. Petrović et al., presented effectiveness and applicability of ALO when solving the combinatorial optimization problems for process planning and scheduling [12]. However, like other stochastic algorithms, the phenomenon of prematurity and local optimum may arise for ALO, especially in complex or large scale problems [13].



To eliminate these drawbacks, some new algorithms have been reported. Using a logarithmic fitness function and a ranking selection operator, Gao et al. introduced an improved GA that could estimate the parameters of a hydro generation system model accurately [14]. Liu et al., investigated an enhanced PSO combined with the chaos optimization technique [15]. In [16,17], two different improved gravitational search algorithms (GSA) were developed with different combination strategies of PSO. Liu et al. [18] proposed an improved artificial fish swarm (IAFS) algorithm that was incorporated with the ant colony optimization (ACO) and got good identification results for hydroelectric turbine-conduit.



Inspired by the above literature researches, the following improvements are made in the proposed improved ant lion optimization (IALO) algorithm. Firstly, after searching space by ALO, PSO is introduced to optimize and update the current positions of the antlion group in each iteration. Then, a chaotic mutation operator, namely, Logistics map, is brought into ALO for the elite. It can increase the probability to break out of the local optimum [19]. Finally, a serial-parallel combined method to gain mutant particles is proposed. This can increase the mutation population diversity without additional mutation times. When the proposed ALO algorithm is applied for parameter identification of the HTGS, a six-order state space equation of the HTGS is employed [20,21]. The goal is to get the minimum value of the weighted objective function. The simulation results show that IALO is an effective method with a high accuracy of parameter estimation.



The rest of this paper is as follows. In Section 2, the ALO algorithm and IALO algorithm are introduced, respectively. Section 3 describes the procedures of using IALO algorithm to identify the parameters of HTGS. In Section 4, the simulation results show the effectiveness of IALO. The model and structure of HTGS is shown in Appendix A.




2. The Improved Ant Lion Optimization Algorithm


2.1. Brief Introduction of ALO


We briefly sketch the ant lion method here, for a definitive description the reader is referred to [9]. ALO is a new developed stochastic search algorithm, which mimics the hunting mechanism of antlions in nature. In this new approach, ants and antlions as search agents are proposed to find solutions by steps of hunting prey, which includes the random walk of ants, building traps, entrapment of ants in traps, catching prey, and rebuilding traps. The mathematical model of ALO can be described as following.



Ants move stochastically in nature when searching food, therefore a random walk for an ant at each step of optimization process is defined as follows:


[image: ]



(1)




where i = 1, …, dim, dim is the ant or antlion dimension, T is the maximum number of iteration, X = [X1; …; Xdim], Xi is a (T + 1) × 1 matrix, and r(j) is a stochastic function and can be expressed as:
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(2)




where rand is a random number generated with uniform distribution in the interval of [0, 1].



Random walks of ants need to be converted to the position in actual search space according to lower and upper boundary. It can be calculated using Equation (3):


[image: ]



(3)




where ai and bi is the minimum and maximum of Xi, ci, and di indicate the minimum and maximum of antlion in the ith dimension respectively, Y = [Y1; …; Ydim], Yi is a (T + 1) × 1 matrix. Xi is normalized in the domain [0, 1] using [image: ]. Then it is converted into the domain [ci, di] using Equation (3). It means the position around the selected antlion.



The ants’ movements are affected by antlions’ traps. This can be described as:


[image: ]



(4)




where c’ and d’ is the minimum and maximum of changing limit at current iteration, Antlion is the position of the antlion selected by Roulette wheel, according to the fitnesses.



The possibility of antlions’ building traps is proportional to their fitnesses. Once the antlions know that the ants are trapped and try to escape, the sliding process of ants with decreasing radius occurs. c’ and d’ are updated using Equation (5):


[image: ]



(5)




where t is the current iteration, lb and ub are the upper limit and lower limit, respectively, W is a constant defined based on the current iteration (W = 2 when t > 0.1 T, W = 3 when t > 0.5 T, W = 4 when t > 0.75 T, W = 5 when t > 0.9 T, W = 6 when t > 0.95 T).



It is easy to find that Y is a (T + 1) × dim matrix calculated in the order of Equations (5), (4), (2), (1), and (3). In the ALO algorithm, Y(t,:) that is based on the MATLAB(R2017a, MathWorks, Natick, MA, USA) format is the final result as the random walk around the chosen antlion.



Besides, elitism is adopted in the ALO algorithm. It means that the best antlion is selected as elite throughout the optimization process. The position update of each ant depends on the random walks around an antlion selected by the Roulette wheel and the elite. It can be determined as:


[image: ]



(6)




where Ant is the new position, RA is the random walk around the antlion selected by the Roulette wheel, RE is the random walk around the elite. The new position of the ant should be modified if it is beyond the boundary.



If the ant reaches the bottom of the pit and is fitter than the antlion, then the antlion should take its position. This process is called catching prey and can be given as:


[image: ]



(7)




where f(•) is the fitness function.



The flowchart of the ALO algorithm is shown in Figure 1.


Figure 1. Flowchart of the ant lion optimization (ALO) algorithm.
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2.2. Improvements on ALO


In the ALO algorithm, the ants’ position updates depend on the random walks around the antlion selected by Roulette wheel and the elite, and the best particle is preserved by setting the elite in the searching process. These make ALO have the advantages of fast calculating speed, high efficiency, and good convergence. But, there are phenomenon of the premature convergence and local optimum for complex optimization problems. Some improvements are added to enhance optimization ability and accuracy in this section.



2.2.1. Combination with Particle Swarm Optimization


PSO is a stochastic algorithm that is based on group collaboration by simulating the behavior of birds foraging. As described above, the antlion group is one of crucial parts in the ALO algorithm. So, in this paper, after searching space by ALO, PSO is introduced to optimize and update the current positions of antlions group in each iteration. Through this mechanism, the proposed algorithm has characteristics of both ALO and PSO. The antlions with the ability of communication and memory can move toward the optimal solution faster. In the search strategy of the newly algorithm, the search characteristics of ALO is kept and the communication characteristics of PSO is embedded. This can enhance the search capabilities and improve the searching efficiency in the search period.



The searching strategies of PSO are expressed as [6]:


[image: ]



(8)
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(9)




where vi is the speed of the ith particle, xi is the position of the ith particle, pi is the best previous position of the ith particle, BestS is the best previous position among all the particles, kg is the current iteration, w is the inertia weight, r1 and r2 are two random variables in the range [0, 1], c1 and c2 are positive constants.




2.2.2. Chaotic Mutation Operator


The mutation operator plays an important role in improving the performance of global searching. It can accelerate the convergence to the optimal solution and maintain the various solutions. In this section, a chaotic mutation operator, namely Logistic map, is incorporated into the improved algorithm and the elite’s position is chosen to be modified by the chaotic mutation. The mathematical function can be written as:
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(10)




where N is the current iteration number, λ is a constant.



For different λ, the system of Equation (10) takes on different characteristics. It is not chaotic when 0 < λ < 3. It starts to cycle when λ > 3, and it becomes chaotic status when λ = 4. In this paper, λ is set as 4.




2.2.3. A Serial-Parallel Combined Method to Obtain Mutant Particles


In general, N new particles can be obtained after N mutations of each element in the elite. This commonly used method to get new particles in this case is named parallel method. In this paper, a serial-parallel combined method is proposed. The serial approach is to get the new particles by replacing the corresponding element in the elite with the new mutate element. This new approach ensures stochastic character and increases the diversity of the mutant particles with the same mutation iterations. The procedure is as follows:



(1) Set the elite x0 = (x0(1), …, x0(d), …, x0(dim)), dim is the dimension of the elite, Nm is the iteration number of chaotic mutation.



(2) Loop A: k = 1:Nm



Loop B: d = 1:dim



Convert the position of the elite into a chaos vector y0 in the domain [0, 1]:


[image: ]



(11)




where ub(d) and lb(d) are, respectively, upper limit and lower limit in the dth dimension.



Get a new element by Logistic map as follows:


[image: ]



(12)




where k is the kth iteration, λ is set as 4.



Convert yk(d) into the actual position as follows:


[image: ]



(13)







Replace x0(d) with xk(d). Obtain the new particle xnew = (x0(1), …, xk(d), …, x0(dim)) and calculate its fitness. If xnew is better, replace x0 with xnew.



End Loop B.



Obtain the new particle xk = (xk(1), …, xk(d), …, xk(dim)) and calculate the fitness. If xk is better, replace x0 with xk.



End Loop A.



Through chaotic mutation and the series-parallel combined method to obtain mutant particles, there is greater possibility to make the elite to overstep the local optimum and get a better solution for the new algorithm.



According to the above improvements to the ant lion optimization (ALO), IALO is summarized below. Figure 2 shows the flowchart of the newly IALO algorithm. In the following sections, IALO will be applied to identify the parameters of HTGS and the identification experiments will be used to demonstrate the validity and feasibility of IALO.


Figure 2. Flowchart of the improved ant lion optimization (IALO) algorithm.
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The steps of the IALO algorithm are described as follows:



Step 1: Initialization. Randomly initialize the positions of ants and antlions.



Step 2: Calculate the finesses of the antlions and choose the antlion whose fitness is best as the elite.



Step 3: Select an antlion using Roulette wheel and calculate the random walks around the chosen antlion and the elite. Update the ants’ position with Equations (5), (4), (2), (1), (3), and (6).



Step 4: Repeat Step 3 until the positions of all the ants are updated.



Step 5: Update the antlions’ positions with Equation (7). Compare fitnesses of the new antlions with the fitness of the elite. If the antlion has better fitness than the elite, then the elite will be replaced by the position of the antlion.



Step 6: PSO is adopted to search better antlions with Equations (8) and (9). Update the elite.



Step 7: Chaotic mutation is conducted for the elite and gets the mutant particles using a serial-parallel combined method with Equations (11)–(13).



Step 8: Repeat Step 3 to Step 7 until the stop criteria are met.






3. Parameter Identification for HTGS Based on IALO


In general, an unknown parameters identification problem with known model structure and selected algorithm can be turned into an optimization problem. After exciting the original system, a defined objective function should be expressed with the original system outputs and identified system outputs. Then, the unknown parameters vector can be taken as a particle and the objective function will be minimized in the optimization process. When the responses of original system and identified system are in better agreement, the estimated parameters are closer to the true values.



3.1. Objective Function


The detailed model of HTGS is introduced in Appendix A. In this section, turbine speed x, guide vane opening y, and turbine torque mt are selected as output variables. In the HTGS, kp, ki, and kd can be directly read from the PID controller and Ty can be measured in the special experiment for the servo-mechanism. Therefore, we choose θ = [Tw Te f Ta’ eg] as the identified parameter vector. In Ref. [16], a new objective function with weights that represent the importance of each parameter is proposed and the weights are calculated with the outputs deviation. This new objective is a weighted least squares error between the actual and estimated output vectors. It can be defined as:


[image: ]



(14)




where z = [x y mt] is the output vector of real system, [image: ] is the output vector of estimated model, L is the number of samples, n is the dimension of system output vector, n = 3. The output vector is measured at a number of different times when calculating the weights in the objective. The weight vector w = [w1w2w3] is calculated according to following steps:



(1) Set value of each vector parameter θi, i = 1, …, m(m is the dimension of parameter vector θ, m = 5), and get system output vector z = [z1(k), …, zn(k)], k = 1, …, L.



(2) Loop: i = 1:m



Change the ith parameter’s value, [image: ], and obtain system output vector [image: ].



End Loop.



(3) Calculate [image: ], j = 1, …, n.



(4) Calculate the jth weight [image: ].




3.2. Parameter Identification Strategy


Figure 3 is the diagram of IALO based HTGS parameter identification. At first, a suitable input signal is chosen to excite both the original system and the estimated system. The obtained measured output and simulated output as inputs in the fitness evaluator are used to calculate the fitness. Then, in IALO-based identifier, the unknown parameter vector [image: ] is identified by minimizing the fitness function CIOF([image: ]). So, this cycle continues, the identified parameters approximate to the real values gradually.


Figure 3. Diagram of IALO based hydraulic turbine governing system (HTGS) parameter identification.
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Parameter identification accuracy is measured by parameter error (PE):


[image: ]



(15)







and average parameter error (APE):


[image: ]



(16)




where θi is the parameter in original system, [image: ] is the parameter in estimated system, m is the dimension of θ.





4. Experiments and Results Analysis


In this part, the HTGS is simulated in MATLAB, and the proposed IALO is applied to identify five key parameters of simulated system, which are Tw, Te, f, Ta, and eg. The structure and model of HTGS are respectively described in Appendix A Figure A1 and Figure A2.


Figure A1. Structure of hydraulic turbine governing system.



[image: Energies 11 00095 g0a1]





Figure A2. Block diagram of transfer functions of HTGS.
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For high reliability of results, two experiments, which are under no-load and load operations, are considered for the parameter identification of HTGS, and step disturbances of given speed and load are, respectively, adopted to excite system. When considering the engineering practice, the amplitudes of step disturbance of speed and load are set as 0.04 p.u. and 0.1 p.u., respectively. The parameters of simulation models of HTGS are set as follows:



For PID controller, the proportional gain kp = 5.5912, the integral gain ki = 1.0611, the differential gain kd = 3.2800, the differential time constant T1v = 0.28, the feedback coefficient bp = 0.04. For servomechanism, the inertia time constant Ty = 0.1. For the hydraulic system, the water time constant Tw = 1.5, the water travel time Te = 0.53, the friction losses f = 0.01. The transfer coefficients of turbine under different conditions are shown in Table 1. For the generator and load, the inertia time constant of generator and load Ta’ = 12, the adjusting parameter of generator eg = 0.4433.



Table 1. Transfer coefficients of hydraulic turbine under two conditions.







	
Working Condition

	
Transfer Coefficients of Turbine




	
ex

	
ey

	
eh

	
eqx

	
eqy

	
eqh






	
No-load

	
−1.0567

	
0.9080

	
1.4191

	
−0.0574

	
0.7887

	
0.4571




	
Load

	
−1.4673

	
0.7713

	
1.7179

	
−0.4901

	
0.8184

	
0.7257










In the simulation experiments, the true value of the identified parameter vector in the original system is θ = [1.5 0.53 0.01 12 0.4433], the upper limit and lower limit are respectively set as ub = [2 1 0.05 20 1] and lb = [0 0 0 0 0]. The simulation time is 30 s and the sampling time is 0.01 s. They are enough to ensure that the system becomes stable from transient process and the details of dynamic process can be captured.



4.1. Comparison of Different Identification Methods under No-Load Condition


In this section, the system is under no-load condition and GA, PSO, ALO, and IALO are used to identify the parameters of HTGS. In the identification process, to compare fairly well the performance of different algorithms, population size and iteration number of GA, PSO, ALO, and IALO are all set as 30 and 100, respectively. For GA, crossover rate Pc = 0.7, mutational rate Pm = 0.06. For PSO, w = 0.6, c1 = c2 = 2. For IALO, w = 0.6, c1 = c2 = 2, Np = 1(Np is the iteration number of PSO), Nm = 5. In order to reduce the random error, the simulation experiments are repeated 20 times and the final results are the average value for each algorithm.



Table 2 shows the value and PE of the identified parameters for different algorithms. Mean best cost and mean APE are listed in Table 3. From Table 2 and Table 3, it is easy to find that IALO is the best for three accuracy indexes. It means that the parameters that are estimated by IALO are closer to the real values than ones estimated by GA, PSO and ALO.



Table 2. Mean parameter error (PE) of different methods under no-load condition.







	
Identified Parameters [image: ]

	
System Real Value

	
Average of Identified Parameters (20 Trials)




	
GA

	
PSO

	
ALO

	
IALO




	
[image: ]

	
PE

	
[image: ]

	
PE

	
[image: ]

	
PE

	
[image: ]

	
PE






	
Tw

	
1.5

	
1.4916

	
0.0056

	
1.5031

	
0.0021

	
1.5139

	
0.0093

	
1.5026

	
0.0018




	
Te

	
0.53

	
0.5362

	
0.0117

	
0.5290

	
0.0018

	
0.5256

	
0.0083

	
0.5292

	
0.0015




	
f

	
0.01

	
0.0198

	
0.98

	
0.0155

	
0.55

	
0.0223

	
1.23

	
0.0122

	
0.22




	
Ta’

	
12.0

	
12.5767

	
0.0481

	
11.8456

	
0.0129

	
11.6472

	
0.0294

	
11.9372

	
0.0052




	
eg

	
0.4433

	
0.5158

	
0.0725

	
0.4342

	
0.0205

	
0.4198

	
0.0530

	
0.4402

	
0.0070










Table 3. Mean best cost and mean average parameter error (APE) of 20 times under no-load condition.







	

	
GA

	
PSO

	
ALO

	
IALO






	
Mean best cost

	
0.6943

	
0.1220

	
0.0255

	
0.0034




	
Mean APE

	
1.8017

	
1.7449

	
0.3159

	
0.1932










The average iteration processes and the local magnification of different methods under no-load operation are compared in Figure 4. It is shown that GA gets local optimal solution early. PSO achieves better results than ALO at the beginning of the iteration process, but the prematurity phenomenon appears at middle and late stage. IALO could achieve faster convergence to the optimal and get better global optimum solution than the others.


Figure 4. (a) Comparison of average iteration process under no-load condition; (b) Local magnification of average iteration process under no-load condition.
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Figure 5 shows the comparisons of the original system outputs and the estimated system outputs, which are obtained with the parameters identified by IALO. The output variables in comparisons are guide vane opening, turbine torque and turbine speed. It is obvious that the estimated curves agree well with original curves. It indicates that IALO is sufficiently effective for the parameter identification of HTGS.


Figure 5. Comparison of system outputs using IALO under no-load condition. (a) Guide vane curves of the original system and the estimated system; (b) Turbine torque curves of the original system and the estimated system; (c) Turbine speed curves of the original system and the estimated system.
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4.2. Comparison of Different Identification Methods under Load Condition


In this part of experiments, the system is under load condition, and GA, PSO, ALO, and IALO are applied to the parameters identification of HTGS. The parameters of GA, PSO, ALO, and IALO are not changed. Similarly, the tests are repeated 20 times and the average of all the tests is calculated.



The values and PE of identified parameters for different methods are listed in Table 4. Table 5 shows the mean best cost and mean APE of each algorithm. From Table 4 and Table 5, it can be observed that IALO has higher accuracy of parameter identification compared to GA, PSO, and ALO. The mean best cost and mean APE that are obtained by IALO are as small as 0.0010 and 0.0808, respectively.



Table 4. Mean PE of different methods under load condition.







	
Identified Parameters [image: ]

	
System Real Value

	
Average of Identified Parameters (20 Trials)




	
GA

	
PSO

	
ALO

	
IALO




	
[image: ]

	
PE
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PE

	
[image: ]

	
PE

	
[image: ]

	
PE






	
Tw

	
1.5

	
1.4106

	
0.0596

	
1.4781

	
0.0146

	
1.4714

	
0.0191

	
1.5026

	
0.0018




	
Te

	
0.53

	
0.6541

	
0.2341

	
0.5396

	
0.0181

	
0.5834

	
0.1008

	
0.5082

	
0.0411




	
f

	
0.01

	
0.0197

	
0.97

	
0.0076

	
0.24

	
0.0123

	
0.23

	
0.0094

	
0.06




	
Ta’

	
12.0

	
12.1476

	
0.0123

	
12.0607

	
0.0051

	
11.9408

	
0.0049

	
12.0097

	
0.0008




	
eg

	
0.4433

	
0.4412

	
0.0047

	
0.3596

	
0.1888

	
0.4264

	
0.0381

	
0.4383

	
0.0113










Table 5. Mean best cost and mean APE of 20 times under load condition.







	

	
GA

	
PSO

	
ALO

	
IALO






	
Mean best cost

	
0.1162

	
0.0088

	
0.0054

	
0.0010




	
Mean APE

	
2.2760

	
0.7217

	
0.1403

	
0.0808










The comparison of average convergence curves and local magnification of different algorithms are illustrated in Figure 6. It is clear that IALO has a better ability to jump from local optimal solution than GA, PSO, and ALO. The estimated output curves using IALO and original output curves under load condition are compared in Figure 7. It is seen that the estimated curves agree well with the original curves. It means that the identified system using the parameters by IALO is very close to the original system.


Figure 6. (a) Comparison of average iteration process under load condition; (b) Local magnification of average iteration process under load condition.



[image: Energies 11 00095 g006]





Figure 7. Comparison of system outputs using IALO under load condition. (a) Guide vane curves of the original system and the estimated system; (b) Turbine torque curves of the original system and the estimated system; (c) Turbine speed curves of the original system and the estimated system.



[image: Energies 11 00095 g007]








5. Conclusions


In this paper, an IALO algorithm is developed to identify the parameters of HTGS. The proposed IALO has better search ability with combination of search strategy of PSO. Logistics map as mutation operator is adopted to enhance ability of escaping from local optimal solution. The proposed serial-parallel combined method can increase the diversity of mutation population. The simulation experiment results show that IALO has high accuracy and good stability. Meanwhile, a model of HTGS with a reduced order water hammer equation and engineering experience is built, and the amplitudes of excitation signals are set based on engineering application.







Acknowledgments


This paper is supported by the National Natural Science Foundation of China (No. 51479077), the Fundamental Research Funds for the Central Universities of China (No. 2017KFYXJJ208) and the Science and Technology Program of CSG (No. K-KY2014-007).




Author Contributions


All authors contributed in developing the idea of this research. Changyu Liu, Qi Guo, Yi Yuan, Wei Li and Qiurong Yan conceived the study; Tian Tian proposed the algorithm. All authors discussed the drafts.




Conflicts of Interest


The authors declare no conflict of interest.





Appendix A


HGTS is a complicated closed-loop system, mainly includes three parts, i.e., hydraulic turbine governor, hydraulic system, generator and load. Figure A1 shows the structure of HTGS. Each subsystem is introduced respectively.





(1) Model of Hydraulic Turbine Governor


Hydraulic turbine governor consists of controller and servomechanism. In general, the parallel PID control law is widely used. The PID controller could be expressed as:


[image: ]



(A1)




where s is the Laplace operator, c is the given speed, x is the generator unit speed, [image: ] is the output of PID controller, kp, ki and kd are the proportional gain, integral gain and differential gain, T1v is differential time constant, bp is feedback coefficient. All variables are relative deviations.



The servomechanism is the actuator of governor, which is used to operate the guide vane of hydraulic turbine according to the output signal of PID controller. The transfer function of servomechanism could be shown as:


[image: ]



(A2)




where y is the guide vane opening, Ty is the inertia time constant of servomechanism.




(2) Model of Hydraulic System


In the HTGS, hydraulic system is the one of important subsystems which provides prime mover and mainly contains hydraulic turbine, penstock and surge tank. The process of water flow in a turbine is complicated. In principle, the dynamic characteristics of hydraulic turbines should be used in the analysis of hydraulic turbine governing systems, but it is impossible to get the characteristics by model tests actually. The engineering practice has proved that when the system is in steady operation and the turbine speed varies in a small range, the theoretical results obtained from the steady state characteristics of hydraulic turbine are in good agreement with the measured results [20].



In actually, the mathematical model of hydraulic system can be considered into three parts:



(1) Hydraulic turbine converts water power into mechanical energy and drives the generator to generate electricity. In a neighborhood of an operating point, the turbine torque mt and the flow q can be expressed with linear functions of guide vane opening y, water head h and speed x. Steady state characteristics of hydraulic turbine could be shown as:


[image: ]



(A3)






[image: ]



(A4)




where ex, ey, eh, eqx, eqy and eqh are transfer coefficients of hydraulic turbine.



(2) The fluid characteristics of penstock can be taken as part of flow inertia of pressure discharge system. In the penstock, the sudden changes in flow will cause severe changes in water head. We call that the water hammer. The dynamic process can be described as:


[image: ]



(A5)




where Tw is the water time constant, Te is the water travel time, f is the friction losses in the penstock.



The water hammer transfer function is a hyperbolic tangent function, which will lead to algebraic loop problem in the simulation. The general approach to solve this problem is to approximate it with a reduced-order model using Taylor series. The first-order (inelastic) or third-order (elastic) water hammer equation are adopted traditionally in most studies, but there are still shortcomings of accuracy in the frequency domain. A reduced order water hammer equation with advantages of good approximation accuracy and low order is introduced in Ref. [21]. The equation could be shown as:


[image: ]



(A6)







(3) The mechanical inertia of the flow in the rotor and runner of hydraulic turbine can be accounted as a part of hydro-generator unit’s mechanical inertia.




(3) Model of Generator and Load


In the study of HTGS, the generator and load system is often simplified as a one-order system. The electromagnetic effects are usually ignored and the inertia of the synchronous generator is only considered. The transfer function could be expressed as:


[image: ]



(A7)




where mg is the load torque, Ta’ = Ta + Tb, Ta is the inertia time constant of generator, Tb is inertia time constant of load, eg is the adjusting coefficient of generator.



Figure A2 is the mathematical model of HTGS. In order to describe the multiple-input and multiple-output system better, a six-order state space equation is adopted in this paper. For convenience of selecting the state variables, the following changes are made to the PID controller: [image: ]. [image: ] ([image: ] and [image: ] are the state variables in the transfer function [image: ]) is the state vector, and u = [mg c]T and z = [x y mt]T are selected as input vector and output vector respectively. The corresponding state equation for HTGS could be written as:
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where [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ], [image: ].
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