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Abstract:



Wind turbines within an array do not experience free-stream undisturbed flow fields. Rather, the flow fields on internal turbines are influenced by wakes generated by upwind unit and exhibit different dynamic characteristics relative to the free stream. The International Electrotechnical Commission (IEC) standard 61400-1 for the design of wind turbines only considers a deterministic wake model for the design of a wind plant. This study is focused on the development of a stochastic model for waked wind fields. First, high-fidelity physics-based waked wind velocity fields are generated using Large-Eddy Simulation (LES). Stochastic characteristics of these LES waked wind velocity field, including mean and turbulence components, are analyzed. Wake-related mean and turbulence field-related parameters are then estimated for use with a stochastic model, using Multivariate Multiple Linear Regression (MMLR) with the LES data. To validate the simulated wind fields based on the stochastic model, wind turbine tower and blade loads are generated using aeroelastic simulation for utility-scale wind turbine models and compared with those based directly on the LES inflow. The study’s overall objective is to offer efficient and validated stochastic approaches that are computationally tractable for assessing the performance and loads of turbines operating in wakes.
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1. Introduction


In wind turbine arrays or wind plants, it is usually the case that not all the turbine units experience the free-stream wind velocity field. Instead, depending on wind direction, one or more units can be subjected to blockage, resulting in wind speed deficit and/or enhanced turbulence from operating in the wake of upwind units. Within a wake, interesting wind field physical features and dynamic as well as spatially varying characteristics are best modeled using computational fluid dynamics (CFD) tools such as large-eddy simulation (LES) [1,2,3]. In contrast, in design, wind field features are, for convenience and ease of use, explained and most efficiently simulated using stochastic techniques that rely on turbulence power spectra and coherence functions and accompanying mean wind fields. The advantage of stochastic simulation is that one can describe flow field features in an efficient way, such as by the use of Inverse Fast Fourier Transform (IFFT) procedures; also, the entire simulation procedure relies on only very few input quantities or parameters. This speed and efficiency is useful in engineering applications [4,5]. In today’s design standards, wakes are starting to be more realistically accounted for since the earliest studies [6]. For example, the Dynamic Wake Meandering (DWM) model allows for wake effects from neighboring turbines to be accounted for in fatigue and ultimate limit state assessments [7,8,9]. The DWM model allows physically meaningful wake-induced turbulence along with wake deficit and meandering to be included. For describing wakes, one could say that CFD/LES can represent the physics most realistically and approaches like the DWM model offer a less expensive alternative with some approximation of the physics; stochastic simulation of wakes, if it were possible, would be even more efficient but the physics of the wake would need to be described in the few parameters employed in the inputs that are used.



Can complex waked wind fields be simulated using engineering stochastic simulation tools? This study attempts to answer this question. First, we generate free-stream and waked wind velocity fields using LES and study characteristics of these fields. For the free stream, we perform a “precursor” atmospheric LES of realistic inflow representing neutral atmospheric stability. This precursor field is then used as input to a wake-generating actuator line turbine model [10]. The simulated wake mean and turbulence field is captured at vertical planes 5, 7, and 10 rotor diameters downwind of this turbine. We report on stochastic (mean and turbulence) parameters and features estimated from the LES free-stream and waked wind velocity fields; we also describe attempts to understand spatial and temporal features of the wake. Next, we employ a regression-based approach to represent parameters that characterize the free-stream and wake mean and turbulence fields. Finally, turbine loads computed directly from the LES-generated wind fields are compared with those generated using stochastic simulation of wind fields that rely on parameters predicted by the regression-based model. The procedure outlined is an initial attempt in a longer-term study that is seeking to develop a framework for modeling wakes and associated turbine loads using tractable and inexpensive engineering simulation tools as alternatives to CFD.




2. Simulation of Wind Velocity Fields using LES


The governing equations used to describe the atmospheric fluid motion are based on the incompressible Navier–Stokes formulation expanded upon an unstructured grid. The spatial discretization employs a second-order central difference scheme using the PISO algorithm [11] to march forward in time with second-order temporal accuracy. The Navier–Stokes equations are augmented by the Coriolis force term and account for buoyancy via the Boussinesq approximation [12]. The turbine wakes are generated by the aerodynamic body forces computed by the actuator line method [10]. The body forces consist of lift and drag forces that are obtained from a two-dimensional lookup table based on inputs including the angle of attack and the incoming wind velocity at each blade element discretized uniformly along the blade line. The Smagorinsky [13] closure is used for the sub-grid scale (SGS) model in which the SGS constant is fixed at 0.13. The computational grid is locally refined near the turbine blade and along its wake path with three levels of nested grid employed by successively dividing the cells by half of its original size and finally yielding an approximate total number of 35 million grid points. This numerical approach has successfully demonstrated an accurate prediction of power for an existing offshore wind farm [14]. Additional numerical details pertaining to these computations can be found in Churchfield et al. [15].



We generate the desired inflow field by first performing a precursor atmospheric LES. The computational domain size must be large enough to capture the largest important scales of interest. For neutral atmospheric stability, these largest important scales are on the order of a few kilometers. Accordingly, we use a domain extending 3 km in both horizontal directions and 1 km in the vertical direction (Figure 1). A uniform grid resolution of 10 m is used in each direction, resulting in a precursor mesh containing [image: ] cells. We use periodic lateral boundary conditions; additionally, a driving pressure gradient body force term is applied such that a target horizontally-averaged velocity at a specified height is achieved. In the case discussed in this study, we drive the flow (with the wind out of the southwest) so as to achieve a velocity of around 8 m/s at a height of 80 m above the surface since we use a turbine with a hub height of 80 m for the wake generation. The mean wind speed of the generated field at that height is 8.12 m/s. The upper boundary of the domain is treated as a rigid stress-free lid while the lower surface is modeled as a flat rough wall. A wall shear stress boundary condition that uses the Monin-Obuhkov scaling law is applied at the lower surface (a no-slip condition would not be appropriate unless individual roughness elements are resolved, which is impossible with LES at such high Reynolds number and the current state of computing power).


Figure 1. Dimensions of the computational domain.
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The velocity field is initialized uniformly at 8 m/s with organized sinusoidal perturbations near the surface to initiate turbulence. The potential temperature is initialized uniformly at 300 K up to 700 m above the surface. Over the next 100 m, the temperature linearly increases by 8 K. From 800 m up to the upper surface, the temperature increases at a rate of 0.003 K/m. Since the flow is of neutral stability, a zero temperature flux is applied at the lower surface, while the upper boundary condition for temperature is modeled so as to maintain the initial gradient. The Coriolis force is selected to be representative of a typical mid-latitude region at [image: ] N. The flow is simulated until it reaches a quasi-equilibrium state, which, for this flow, occurs after about 18,000 s.



Once the desired quasi-equilibrium state is reached, planes of velocity and temperature data from the precursor simulation coinciding with the inflow planes (south and west in this case) are saved at every time step. The full precursor flow field at 18,000 s is also saved. These saved planes and the full flow field are used in simulations of the wake.



For the simulation of the wake, a computational domain with the same size as that used for the precursor simulation is chosen and an actuator line turbine model is located at the center of the domain. The full precursor flow field is set up inside the domain to initialize the simulation and the saved precursor inflow planes are used at every time step. The outflow boundary conditions (north and east planes) for velocity and temperature in the simulation with the turbine are modeled by a zero normal gradient. The time duration of the simulation is 600 s. An actuator line model of a 1.5 MW wind turbine is used to generate the waked flow. The hub height and rotor diameter of the selected turbine are 80 m and 77 m, respectively. The actuator line model is assumed to rotate at a constant rate of 16 rpm from the beginning to the end of the wake simulation.



In contrast with the uniform mesh used for the precursor simulation, the mesh around the turbine is refined for the wake simulation to describe the interaction between the flow and the actuator line more accurately. Figure 2 shows a horizontal plane through the free-stream flow field that is taken near the surface ([image: ] m). Note that the computational grid is rotated because, in the simulation, the flow comes from an angle (out of the southwest); the plot is rotated as if the flow direction is from left to right. The magenta line shows the location of the wake-generating turbine, which is not simulated in this case. The white rectangles indicate outlines of the successively refined subdomains. The size of the cells located outside the largest subdomain is 10 m, the same as that of the precursor simulation; the size of cells at the innermost computational subdomain is 1.25 m ([image: ]). The black lines shown are spaced one rotor diameter (D) apart from one another and from the magenta line. Total number of grid points are approximately 35 million.


Figure 2. A horizontal plane through the free-stream wind velocity field near the ground ([image: ] m).
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Because we are interested in statistical and spectral characteristics of the wind velocity fields generated from LES, the effect of mesh refinement on these characteristics needs to be analyzed. To do this, we simulate the free stream using the same computational domain but with a refined mesh inside (still with no turbine). Inflow planes and the initial full flow field are also set up in the same way as for the wake simulation.




3. Statistical and Spectral Parameters


3.1. Free-Stream Wind Field Parameters


We discuss stochastic characteristics of the free-stream field, which represents the inflow field for the wake-generating turbine. The duration and sampling rate for the simulated free-stream time series studied are 600 s and 3.125 Hz, respectively. Figure 3 shows the variation in a vertical plane of the mean ([image: ]) and standard deviation ([image: ]) of the along-wind ([image: ]), across-wind ([image: ]), and vertical ([image: ]) wind velocity components at [image: ] of the precursor domain (where the wake-generating turbine is to be located). The circles shown indicate where the turbine rotor is to be located for the wake simulation. In the figure, [image: ] is seen to follow a vertical profile that is reasonable for neutral stability conditions. In addition, the [image: ] component profile has a zero-mean, near-homogeneous spatial structure. The turbulence ([image: ]) plots suggest slight vertical variation for all three components, k. These mean and standard deviation profiles are all reasonable and suggest that the target atmospheric conditions are well described in the computational domain for the precursor.


Figure 3. Variation in a vertical plane of the free-stream wind velocity mean and standard deviation.
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Figure 4 shows plots of the power spectral density (PSD) functions for the three free-stream turbulence components at different heights (top, center, and bottom of the rotor). The black dotted lines shown represent the Kaimal spectra specified in a design standard [16]; the power spectra for all the components closely resemble the Kaimal spectra over all frequencies. At high frequencies, around 0.8 Hz and greater, there are some differences that arise because LES has a limit, related to computational grid size, on resolving high-frequency energy. Although the LES sub-grid scale (SGS) model provides field energy at smaller scales in the simulations, a limit on resolving the smallest scales of energy is evident [17]. To assess the influence of grid size on free-stream turbulence spectra, it is useful to study Figure 5.


Figure 4. Power spectra for the three free-stream turbulence components at different heights.
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Figure 5. Power spectra for the three free-stream turbulence components; different locations.
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Figure 5 shows plots of power spectral density (PSD) functions for the three free-stream turbulence components at different downstream distances. Note that [image: ] is where the wake-generating turbine will be located. Minus signs in the legend denote that these spectra are from velocity data captured at upstream locations relative to the wake-generating turbine. These free-stream fields are captured from the refined mesh and subdomains discussed in Section 2. In this figure, the high-frequency content in the PSD functions is seen to change with refinement of the mesh. At [image: ] (where the mesh spacing is 5 m), the spectra of all the turbulence components begin to deviate from the constant −5/3 slope of the inertial subrange around 0.08 Hz; in contrast, at [image: ] (where the mesh spacing is 1.25 m), the gradients of the spectra begin to deviated only around 0.8 Hz. This indicates that the grid or mesh refinement influences the high-frequency energy content in the spectra. Another interesting feature is that the high-frequency content increases from [image: ] to [image: ], i.e., from coarser to finer grid refinement. LES-generated turbulence follows Kolmogorov’s theory on turbulence [18] and influences the high-frequency content in the spectra.



Figure 6 shows coherence functions for the three free-stream turbulence components with the same lateral separation at different elevations. The black dotted line for the longitudinal (u) component indicates an exponential coherence model used in a design standard [16]. Coherence functions for the v and w components, also discussed in a number of studies related to turbulence [19,20,21], are expectedly different from that for u. Coherence appears to depend on height; at lower heights, higher turbulence levels introduced by the lower boundary leads to weaker coherent in the wind field. The preceding observations related to statistical and spectral parameters all suggest that the simulated LES-generated free-stream wind field reflects characteristics of atmospheric turbulence satisfactorily.


Figure 6. Coherence functions for the three free-stream turbulence components with the same lateral separation (19.25 m) at different elevations.
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3.2. Wake Wind Field Parameters


For analysis of the wake, we study wake velocity time series at vertical planes located at distances, [image: ], [image: ], and [image: ] downwind of a wake-generating turbine. The duration and sampling rate for each wind time series are 600 s and 1 Hz, respectively. The actuator line is modeled as rotating counterclockwise. We discuss mean and standard deviation distributions of each turbulence component around the rotor plane of a turbine that could be located at the downwind planes. Power spectra of the three velocity components at different lateral and vertical positions are also presented. All these statistics and power spectra for the wake field are compared with those for the free-stream field. Because of insufficient data (only 600 samples) in the wake due to slower sampling relative to the free stream, coherence functions for the wake are not estimated.



Figure 7, Figure 8 and Figure 9 describe the spatial variation of [image: ][image: ] in the free stream and at different downwind locations in the wake. Both the vertical plane variations and the vertical profile plots focus on areas centered on where a downwind turbine might be located. In Figure 7, the evolution and recovery of the mean wind speed deficit is evident around the rotor. The deficit around the rotor is combined with the mean wind profile of the free-stream field. This deficit is reduced as the flow moves downstream. At [image: ], around 83% of the free-stream mean wind speed is recovered at the hub. This recovery is consistent with findings from the study by Troldborg et al. [22].


Figure 7. Spatial variation [image: ] in the waked field versus the free-stream field: (a) variation of [image: ] in vertical planes; and (b) profile of [image: ].
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Figure 8. Spatial variation [image: ] in the waked field versus the free-stream field: (a) variation of [image: ] in vertical planes; and (b) profile of [image: ].



[image: Energies 11 00053 g008a][image: Energies 11 00053 g008b]





Figure 9. Spatial variation [image: ] in the waked field versus the free-stream field: (a) variation of [image: ] in vertical planes; and (b) profile of [image: ].
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In Figure 9, a vertical motion is shown, due to the rotation of the actuator particularly on the right and toward the lower part of the rotor-swept area. These updrafts are absent in the precursor (free stream). The updraft might be the result of the wake’s meandering behavior [7,23]. In both Figure 8 and Figure 9, the mean wind profiles are not symmetric about the z axis due to the rotation of the wake. Although both the v and w components have small mean values compared to the mean value of the streamwise u component, these asymmetric characteristics need to be embedded in any stochastic wake model that is developed.



Figure 10 describes the spatial variation of [image: ] in the free stream and at different downwind locations in the wake. It can be seen that [image: ] is not uniformly distributed around the rotor. Higher standard deviation levels are seen around the top of the rotor, which were also reported in the study by Troldborg et al. [22]. An asymmetric pattern of the wake field is also evident.


Figure 10. Spatial variation [image: ] in the waked field versus the free-stream field: (a) variation of [image: ] in vertical planes; and (b) profile of [image: ].
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Figure 11 shows power spectral density (PSD) functions for the streamwise u component at different lateral and vertical locations around the rotor hub in the free stream ([image: ]) and in the wake (x = 5D, 7D, and 10D). The thin gray lines indicate the free-stream PSD; the various downstream locations in the wake are indicated by different line patterns. A different color is used for the separate lateral or vertical location for which the PSD function is computed. An increase in overall energy (higher PSD values) is seen around the top, left, and right edges of the rotor. These increases are most evident in a frequency band between 0.02 and 0.20 Hz. The elevated [image: ] levels at the same locations around the rotor that were seen in Figure 10 may be explained by the increased energy in the PSD functions over a range of frequencies. The decay of these wake-induced increased energy levels as the flow moves downstream is different at the different positions around the rotor; the PSD for the top edge of the rotor shows a slower decay and return to free-stream levels than the PSD at the side edges.


Figure 11. Power spectral density functions of u at [image: ], 5D, 7D, and 10D: (a) lateral variation; and (b) vertical variation.
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In Figure 8, the precursor (free-stream) lateral wind velocity (v) profile presented in Figure 3 is clearly influenced by wake rotation induced by the torque of the rotor. At the bottom-left of the rotor, the signs of [image: ] values are different from the precursor profile. This effect is seen to diminish as the flow moves farther downstream. Fluctuations in the vertical profile for the mean v, that develop due to the actuator, also get smaller (i.e., vertical profiles are smoother) as one moves downstream.



Figure 12 shows PSD functions for the v component at different lateral and vertical locations around the rotor rub in the free stream ([image: ]) and in the wake (x = 5D, 7D, and 10D). In this figure, the PSD functions at the left and right sides are seen to be different; at the right side, there is greater energy over frequencies between 0.02 and 0.20 Hz compared to that at the left. This is consistent with the fact that [image: ] in the wake is not symmetric about the rotor center. The figure shows that PSD functions at the top and bottom of the rotor show different frequency content in the PSD functions.


Figure 12. Power spectral density functions of v at [image: ], 5D, 7D, and 10D: (a) lateral variation; and (b) vertical variation.
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Figure 13 shows PSD functions for the w component at different lateral and vertical locations around the rotor rub in the free stream ([image: ]) and in the wake (x = 5D, 7D, and 10D). In this figure, increased energy is evident around the top, left, and right edges of the rotor with similar frequency content. In contrast, the PSD for w at the bottom is quite different from the appearance of that for u in Figure 11. The PSD for w at the bottom in the wake shows a relatively slight increase over that of the free stream and shows even a slight decrease at some points. This might be the result of the stream tube expansion: flow passing the actuator interacts with the actuator and is expanded in the lateral and vertical directions. Since the lower boundary is modeled as a wall, the flow between the rotor plane and the lower boundary is vertically compressed. This compression limits the increase of [image: ] and decreases PSD level.


Figure 13. Power spectral density functions of w at [image: ], 5D, 7D, and 10D: (a) lateral variation; and (b) vertical variation.
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From the preceding analyses, we note that statistical and spectral characteristics of the waked wind velocity fields show an increase in energy levels compared to those for the free-stream field. Spectral parameters to be developed for a stochastic wake model must account for lateral and vertical asymmetry over the rotor plane. These spatial characteristics must be included in the development of a stochastic model that aims to describe waked wind fields.





4. A Stochastic Wake Model


We discuss the development of an engineering wake model using a stochastic approach that will utilize statistical and spectral information conveyed through the mean and variance fields as well as PSD functions to simulate wake wind fields. Our approach involves application of regression-based procedures to estimate model parameters given the LES-generated waked wind fields. Specifically, multivariate multiple linear regression (MMLR) is used to simultaneously estimate wake stochastic parameters that may then be used in tractable simulation using Fourier techniques. We begin by first estimating free-stream field stochastic parameters (discussed in Section 4.1); then, waked wind field stochastic parameters (discussed in Section 4.2) are estimated by regression in terms of the free-stream parameters and downstream position of interest within the wake. Validation of the stochastic wake model based on MMLR is undertaken in Section 5 where turbine load statistics obtained using the stochastic wake model are compared with those based on the LES-generated waked wind fields.



4.1. Free-Stream Field Stochastic Model Parameters


4.1.1. Regression-Based Free-Stream Mean Field


Using the LES free-stream (precursor) wind fields, we seek to develop a simplified model of the mean wind field (with parameters estimated using regression) as follows:


[image: ]



(1)




where [image: ] denotes the free-stream parameters. In addition, [image: ] is the free-stream mean streamwise wind velocity component variation with height, z, which is modeled using a power-law wind profile; [image: ] and [image: ] are reference height and the mean u component wind speed in the free stream at that reference height. In the present study, the reference height is selected as the hub height of the wind turbine considered. Similarly, [image: ] is the free-stream mean cross-wind velocity component, which is also modeled using a reference wind speed, [image: ], but is assumed to vary linearly with z. Finally, [image: ] is the free-stream mean vertical velocity component which is assumed to be uniform and equal to [image: ]. With the above model, we can describe mean free-stream wind fields for the three velocity components using five parameters, [image: ]. Table 1 and Figure 14 summarize results of regression-related estimation of these parameters based on the LES precursor data and an indication of the fit of the mean profiles for u and v using the estimated parameters.


Figure 14. Free-stream mean profiles: regression vs. Large-Eddy Simulation (LES) data: (a) free-stream u component mean profile; and (b) free-stream v component mean profile.
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Table 1. Free-stream mean profile regression results.







	
Parameter

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]






	
Value

	
8.19 m/s

	
80 m

	
0.1489

	
−0.088 m/s

	
0.0276

	
−0.019 m/s











4.1.2. Regression-Based Free-Stream Turbulence Field


To stochastically simulate three-component turbulence time series using an Inverse Fast Fourier Transform (IFFT) approach, we need to define component variances (or standard deviations) and PSD functions. The standard deviation of each component is directly related to its energy level, while PSD functions describe the distribution of energy over all frequencies. We model the vertical variation of the standard deviation for each component in the free stream ([image: ]) using linear functions as follows:


[image: ]



(2)




where [image: ] is the k-component standard deviation at the reference height (which is the selected turbine’s hub height). The selected functional form is similar to that used for [image: ]. Figure 15 and Table 2 summarize results of regression-related estimation of these parameters based on the LES precursor data and an indication of the fit of the standard deviation profiles for u, v, and w using the estimated parameters.


Figure 15. Free-stream standard deviation profiles: regression vs. LES data.
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Table 2. Free-stream standard deviation profile regression results.







	
Parameter

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]






	
Value

	
0.8045 m/s

	
−0.0016

	
0.6447 m/s

	
−0.0016

	
0.5641 m/s

	
−0.0008










To model free-stream PSD functions, we use the spectral model proposed by Solari and Piccardo [19], which is defined as follows:


[image: ]



(3)






[image: ]



(4)




where [image: ] and [image: ] are the k-component integral length scale and the roughness length, respectively; In addition, the [image: ] parameters are constant values, depending on k, that are based on the study by Solari and Piccardo [19]. Note that [image: ] influences the variation of the PSD function with frequency. As [image: ] m is assumed, we only need to estimate [image: ] for each component. Table 3 and Figure 16 summarize results of regression-related estimation of the length scale parameters related to the PSD functions and an indication of the fit of the length scale profiles using the estimated parameters.


Figure 16. Free-stream PSD length scale profiles: regression vs. LES data.
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Table 3. Free-stream length scale regression results.







	
Parameter

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]






	
Value

	
0.2 m

	
0.679 m

	
0.246 m

	
0.221 m










With the above model, we can describe the free-stream turbulence wind fields for the three velocity components using nine parameters, [image: ]. To validate these free-stream models for the turbulence fields, we will discuss a comparison of turbine load statistics based on the time series based on stochastic simulation using the regression-based mean and turbulence field models versus LES-generated free-stream wind fields.





4.2. Wake Field Stochastic Model Parameters


4.2.1. Regression-Based Wake Mean Field


Using the results in Section 4.1.1, we assume the following spatial variation for the wake mean field’s velocity components:


[image: ]



(5)




where [image: ], [image: ], and [image: ] are, respectively, the u, v, and w component mean wind speeds in the wake. In addition, [image: ] represents the difference between the free-stream mean and the waked mean for wind velocity component, k. Compared to free-stream mean profiles, the mean profiles for the waked wind fields are modeled to vary, in general, with x, y, and z. Furthermore, [image: ], for each component, is formulated as a general quadratic function in x, y, and z. Thus, we have:


[image: ]



(6)







This model, applicable to location [image: ], is a quadratic function of this normalized location, [image: ], [image: ], and [image: ]. See Figure 17 for a definition of the reference coordinate system where [image: ] at the wake-generating turbine. In the regression model, we seek to limit collinearity between the predictor variables and to simplify the regression model [24,25]. The parameters, [image: ], comprise the vector to be estimated for the mean wake field. If model parameters are independent of each other, simple linear regression may be used to estimate the coefficients involved separately. However, several stochastic parameters collectively help in explaining the physical wake and its influence on the wind field. Thus, the stochastic model parameters are related to each other and MMLR can account for their interaction in a regression setting. Details and applications related to MMLR can be found in the literature [26,27,28,29,30,31].


Figure 17. Coordinate system definition for reference.
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Results of the regression are presented in Table 4 and Table 5. The LES-generated mean wake field is used in the estimation of the regression model parameters. The vertical variation of [image: ], [image: ], and [image: ] resulting from the regression are presented in Figure 18, Figure 19 and Figure 20 at downstream locations, [image: ], [image: ], and [image: ].


Figure 18. Spatial variation of [image: ]: LES versus regression-based estimation.
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Figure 19. Spatial variation of [image: ]: LES versus regression-based estimation.
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Figure 20. Spatial variation of [image: ]: LES versus regression-based estimation.



[image: Energies 11 00053 g020]






Table 4. [image: ] wake mean field regression results.







	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]




	
[image: ]

	
0.0790

	
−0.0026

	
−0.1905

	
1.1009

	
0.0245




	
[image: ]

	
−0.0240

	
0.0016

	
−0.0941

	
−0.0431

	
0.1624




	
[image: ]

	
0.0038

	
−0.0004

	
0.0113

	
−0.1792

	
−0.0479




	

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]




	

	
1.3002

	
0.0117

	
−0.0070

	
−0.0645

	
0.0176




	

	
0.0163

	
0.0055

	
−0.0018

	
0.2674

	
−0.0117




	

	
−0.0789

	
0.0007

	
0.0045

	
−0.0066

	
0.0047










Table 5. Coefficients of determination for [image: ].







	

	
[image: ]

	
[image: ]

	
[image: ]






	
[image: ]

	
0.7772

	
0.7396

	
0.4393










Although Table 4 suggests that some coefficients are larger than others for each component, because of the relative sizes of the variables with which they form products in the regression model, these larger coefficients are not indicators of importance. The relative importance of each regression term is assessed by estimating associated p values, which are presented in Table 6.



Table 6. Importance of variables in [image: ] regression.







	
p Value

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]




	
[image: ]

	
0.1126

	
0.4325

	
0.0029

	
0

	
0.7032




	
[image: ]

	
0.0548

	
0.0454

	
0

	
0

	
0




	
[image: ]

	
0.7565

	
0.6171

	
0.4779

	
0

	
0.0028




	

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	




	

	
0

	
0.1633

	
0.4090

	
0.0462

	




	

	
0.0764

	
0.0084

	
0.3992

	
0

	




	

	
0

	
0.7447

	
0.1338

	
0.0006

	










We note that the model fit to the LES data for [image: ] is not very good and, thus, the coefficient of determination for [image: ], in Table 5, is relatively lower than for u and v. Nevertheless, we retain the same simple form for [image: ] for all the wind velocity components and on studying turbine loads, we can further assess the model validity.



In Figure 18, it is clear that the [image: ] vertical profiles have a parabolic shape, indicating a wake-related wind speed deficit at hub height. An interesting feature is the differences in the profiles [image: ] (right of rotor) and [image: ] (left of rotor), which is in contrast to what is seen in the free-stream mean wind field, [image: ], which has lateral symmetry. This suggests that the asymmetric characteristics of the v and w components, due to the rotating actuator line, leads to asymmetry in [image: ]. The figure shows that vertical and lateral variations represented in the model help describe the trends in [image: ]. Note that our simple regression model does not adequately capture the spatial characteristics, especially in the near-wake region, e.g., for [image: ], where variation in z may be more complex than a quadratic form allows.



Figure 19 indicates that [image: ] profiles have more lateral asymmetry than [image: ]; for instance, [image: ] shows less vertical variation and influence of the rotating actuator line than does [image: ]. The characteristics of [image: ] profile could be related with these results. The counterclockwise-rotating actuator line produces enhanced (positive) lateral wind velocity at the top and a reduced (negative) adjustment at the bottom of rotor, relative to free-stream mean field, [image: ]. To the right side of the rotor, [image: ] shows relatively higher gradients than to the left side, which explains the differences between [image: ] and [image: ]. Our regression model captures these different vertical gradients between [image: ] and [image: ]; however, the model has some limitations in capturing more complex nonlinearities at [image: ].



In Figure 20, [image: ], as obtained from the LES wake field, shows fairly complex spatial variation vertically, laterally, and as the wake moves downstream. The vertical variation is highly nonlinear; also, laterally, [image: ] shows greater variation with height than does [image: ]. Considering the counter-clockwise rotation of the actuator line model, this behavior is understandable. Compared to models for [image: ] and [image: ], the [image: ] model shows the poorer fits to the LES wake field data (Table 5).



Table 6 presents p-values for each predictor term in the [image: ] regression. If the p-value for any term exceeds a specified level, changes in that predictor term are not associated with a change in the response. For [image: ], [image: ]-related terms have high p-values, which suggests that these terms cannot adequately describe the decay of [image: ] with x. An interesting finding is the high p-value for [image: ]; due to the parabolic shape for the mean streamwise component, the linear term, [image: ], is not so important in the modeling of [image: ]. Another interesting observation is that the [image: ] term is associated with a low p-value; this suggests that [image: ] is explained by a quadratic function, not only in the vertical direction but also in the lateral direction. Compared to [image: ], p-values are low for [image: ] and [image: ] for [image: ]; this suggests that the decay of [image: ] is well described by including these predictor terms. As is the case for [image: ], the [image: ]-related terms have high p-values in the [image: ] regression. The [image: ] term is also associated with high p-values for the [image: ] regression; this suggests that the lateral asymmetry in [image: ] is difficult to describe using only a linear term.




4.2.2. Regression-Based Wake Turbulence Field


Similar to the regression modeling for the wake mean field, the wake standard deviation variations are modeled as follows:


[image: ]



(7)




where [image: ] is the k component standard deviation in the wake. In addition, [image: ] is formulated as a general quadratic function in x, y, and z. Thus, we have:


[image: ]



(8)







Table 7 and Table 8 as well as Figure 21, Figure 22 and Figure 23 summarize results of the regression studies that use the LES wake wind field data.


Figure 21. Spatial variation of [image: ]: LES versus regression-based estimation.
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Figure 22. Spatial variation of [image: ]: LES versus regression-based estimation.
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Figure 23. Spatial variation of [image: ]: LES versus regression-based estimation.
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Table 7. [image: ] wake standard deviation regression results.







	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]




	
[image: ]

	
−0.0458

	
0.0012

	
−0.0741

	
−0.0815

	
0.2488




	
[image: ]

	
−0.0131

	
0.0001

	
−0.0090

	
−0.0827

	
0.1462




	
[image: ]

	
−0.0149

	
−0.0001

	
−0.0164

	
−0.0859

	
0.0509




	

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]




	

	
−0.0944

	
0.0030

	
−0.0017

	
0.0026

	
−0.0078




	

	
−0.0819

	
0.0009

	
−0.0016

	
−0.0154

	
0.0032




	

	
−0.2299

	
-0.0004

	
0.0058

	
−0.0037

	
−0.0009










Table 8. Coefficients of determination for [image: ].
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0.7030
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0.7530










In Figure 21, increased values of [image: ] are seen around the top half of the rotor: there is almost a discontinuity at the hub height evident in the vertical profiles. Additionally, [image: ] is not symmetric around the centerline (y = 0). This discontinuity and lateral asymmetry arises from the distribution of the free-stream wind field as well as the rotation of actuator lines. These two disparate flow fields introduce different levels of shear/friction around the rotor plane in the wake, which in turn influences the variation of [image: ]. Our regression model only describe these characteristics very roughly using second-order functions in space. To improve the fit of the model to the LES wake turbulence data, terms such as [image: ] that allow for discontinuities need to probably be included.



In Figure 22, a sudden increase in [image: ] is seen around the top half of the rotor. This is likely generated by the wake edge shear, [image: ]. Over the top half of the rotor, the actuator lines move in the [image: ] direction while the [image: ] flow field is in the [image: ] direction with relatively high speed (see Figure 14b). Over the bottom half of the rotor, the actuator lines move in the [image: ] direction and the [image: ] flow field moves with less clearly defined direction and with relatively slower speed. The higher friction in contrasting flow fields occurring over the top half of the rotor result not only in higher [image: ] values but also in higher [image: ] values there. As is seen with the [image: ] vertical profiles, the [image: ] vertical profiles indicate a changing spatial trend at hub height; the [image: ] profiles are less sharp than the [image: ] profiles.



In Figure 23, an increase in [image: ] is seen around the top half of the rotor. Differences laterally between [image: ] and [image: ] are not small. Since the free-stream wind field, [image: ], is not significant around the rotor plane and because the actuator lines are rotating counterclockwise, vertical asymmetrical variation in [image: ], with higher friction on the right side of the rotor ([image: ] area) is understandable. In comparison with the [image: ] and [image: ] models, the [image: ] regression model fits to the LES wake field data appear reasonable or slightly better.



Table 9 presents p-values for each predictor term in the [image: ] regression. For [image: ], the [image: ], [image: ], and [image: ] terms have high p-values, indicating that these terms do not aid in the modeling of [image: ]. In contrast, the [image: ] and [image: ] have zero p-values, implying that these terms help with the model predictions. With [image: ], it is mainly the [image: ], [image: ], [image: ] terms that are associated with low p-values; the other predictive terms are not so significant. Finally, p-values for terms in the [image: ] regression model show similar trends to that for [image: ].



Table 9. Importance of variables in [image: ] regression.
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Similar to the PSD functions for the free-steam wind field turbulence components, the wake PSD functions are modeled as follows:


[image: ]



(9)
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(10)




where [image: ] is the PSD function for turbulence component k in the wake, [image: ] is the associated integral length scale, and [image: ] is the difference between [image: ] and [image: ], the free-stream [image: ] component integral length scale. Note that [image: ] is estimated from the PSD functions obtained using the LES wake wind field and [image: ] is formulated in a similar manner to the models for [image: ] and [image: ]. The various regression coefficients for the wake field mean and turbulence parameters, [image: ], [image: ], and [image: ], are estimated simultaneously using MMLR. For [image: ], we have:


[image: ]



(11)







Table 10 and Table 11 as well as Figure 24, Figure 25 and Figure 26 summarize the results of regression for [image: ].


Figure 24. Spatial variation of [image: ]: LES versus regression-based estimation.
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Figure 25. Spatial variation of [image: ]: LES versus regression-based estimation.
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Figure 26. Spatial variation of [image: ]: LES versus regression-based estimation.
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Table 10. [image: ] wake integral length scale regression results.







	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]




	
[image: ]

	
−6.5286

	
0.3994

	
−5.3498

	
22.2887

	
−23.9192




	
[image: ]

	
1.4229

	
−0.0950

	
1.4318

	
0.9628

	
−18.9324




	
[image: ]

	
−1.9086

	
0.1194

	
1.5593

	
0.8695

	
−20.8400




	

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]

	
[image: ]




	

	
25.4228

	
0.4260

	
−2.1783

	
18.9252

	
−3.2913




	

	
7.2252

	
−0.0491

	
−0.7312

	
−0.3142

	
0.1277




	

	
5.3847

	
−0.2158

	
−0.0998

	
2.1160

	
−0.2827










Table 11. Coefficients of determination for [image: ].
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In Figure 24, the [image: ] model predictions indicate considerable variation. Compared to other wake turbulence field parameters, integral length scales are estimated from PSD functions resulting from the LES wake field time series. Limitations on the amount of available data make it difficult to estimate PSD functions; hence, the estimation procedure for [image: ] has some error which in turn leads to low coefficient of determination values, [image: ]. Nevertheless, greater changes in the wake streamwise velocity integral length scale, relative to the free stream, are seen around the top half of the rotor. This indicates that the rotation of actuator lines affects not only the turbulence variance of standard deviation ([image: ]), but also the overall shape of the PSD function. Since the signs of [image: ] are systematically negative, the integral length scale in the wake, [image: ], reduces around the rotor, relative to the free-stream wind field.



In contrast with [image: ], Figure 25 indicates smaller variation in the [image: ] model predictions. Over the top half of the rotor, the [image: ] values are the most negative; the changes in length scale compared to the free stream are quite similar at different lateral positions relative to the turbine centerline. These length scales also change only slightly as the wake moves downstream. Overall trends in the [image: ] vertical profiles are adequately described using second-order functions and lead to high [image: ] values for the regression.



In Figure 26, we see that the [image: ] general behavior is similar to that found for [image: ]. Over the top half of the rotor, the [image: ] values are most negative. Overall trends in the [image: ] variation are well described using second-order functions and result high [image: ] values for the regression.



Table 12 presents p-values for each predictor term in the [image: ] regression. The p-values for the [image: ] and [image: ] terms are zero indicating that second-order variation in z describes [image: ] spatial variation reasonably well. In contrast, p-values for other terms are less significant in predicting length scales.



Table 12. Importance of variables in [image: ] regression.
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5. Turbine Response Analysis


To calculate turbine loads, we simulate 20 sets of wind velocity time series based on both the free-stream and the wake models discussed. We employ the Veers method [32] to simulate these wind velocity time series from regressed mean, deviation, and spectral models in Section 4. We assume that space and point coherence functions are the same as in the study by Solari and Piccardo [19]. The length of each time series is 600 s. Wind velocity time series directly from the LES and simulated using an IFFT-based procedure with the stochastic regression models are applied to the WindPACT 1.5-MW wind turbine [33], which has the same size as that of the wake-generating turbine.



Table 13 describes parameters of the model. Turbine loads are calculated using the FAST code [34]. Statistics of turbine loads from the LES and from stochastic simulation using the regression models are compared. In the case of turbine loads from the stochastic simulation, statistics are ensemble-averaged based on 20 simulations. Since waked wind velocity flow fields exhibit lower mean wind speeds and higher standard deviations compared to the free-stream field, it is expected that the dynamics of flow fields might affect the dynamics of the turbine loads. Accordingly, turbine component response maxima, power spectra, and fatigue are also studied.



Table 13. The WindPACT 1.5-MW wind turbine model.







	
Parameter

	
Value






	
Configuration

	
3 blades, upwind




	
Rotor diameter

	
70 m




	
Hub height

	
84 m




	
Drivetrain

	
High speed, multiple-stage gearbox




	
Control

	
Variable speed and pitch control




	
Max. rotor speed

	
20.5 rpm




	
Rated wind speed

	
11.8 m/s




	
Cut-out wind speed

	
25 m/s




	
Tower nat. frequency

	
0.387 Hz










5.1. Turbine Response with Free-Stream Inflow Velocity Fields


Figure 27 shows power spectra for different turbine loads (IPBM: in-plane bending moment at a blade root; OoPBM: out-of-plane bending moment at a blade root; FATM: fore-aft tower bending moment; SSTM: side-to-side tower bending moment). In both blade bending moment, the highest peak occurs around the 1P frequency (0.26 Hz) because both blade moments are influenced by the turbine’s rotation. In both tower moment power spectra, the highest peak is at the tower’s natural frequency. A second peak is also evident at 3P (0.78 Hz), indicating that the rotor’s rotation does influence loading of the tower. From the figures, it is clear that PSD functions based on the regression models capture characteristics of the LES free stream quite accurately.


Figure 27. Spectra of turbine loads from simulated free stream.
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Table 14 summarizes standard deviations and maxima for all the turbine loads. Load statistics from the IFFT-based stochastic simulation using the regression model parameters match those based on the LES inflow quite well.



Table 14. Turbine load statistics in the free stream: Large Eddy Simulation (LES) vs. stochastic model.







	
Loads (LES/Sim) [kN-m]

	
IPBM

	
OoPBM

	
FATM

	
SSTM






	
Std.dev

	
324/322

	
97/95

	
1042/1035

	
186/184




	
Max

	
594/592

	
1285/1263

	
14130/14088

	
1092/1087










Figure 28 shows 1-Hz equivalent fatigue load (EFL) estimates for the different turbine loads studied. Thin lines on the bars indicate EFL minima and maxima based on 20 simulations. The fatigue loads for the blade moments do not show large variation among the 20 simulations. Tower moments, in contrast, show somewhat greater variability. Overall, averaged values of tower moment fatigue loads from the stochastic simulation are similar to those from the LES-generated free-stream field. All the results involving turbine loads suggest that our stochastic free-stream model matches the LES free-stream wind field acceptably well.


Figure 28. 1-Hz equivalent fatigue loads in the free stream based on LES and on stochastic simulation.
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5.2. Turbine Response with Waked Velocity Fields


For the calculation of loads on a turbine in the wake, 20 sets of wind velocity time series are simulated based on the stochastic wake model developed in Section 4.2. Similar to the analyses in Section 5.1, space and point coherence functions are the same as in the study by Solari and Piccardo [19]. Statistics of turbine loads from LES and from the stochastic model are compared and serve to validate the regression-based stochastic wake model. Figure 29 shows power spectra for the different turbine load time series based on only the LES-generated waked wind fields. Compared to the free stream, the frequencies associated with 1P, 2P, and 3P are changed (they are lower at [image: ] and recover to the free-stream levels farther downstream) and are evident for both blade moments. The mean wind speed deficit in the wake is the main reason for this change since the rotation speed of the blades is related to the mean wind speed. Energy levels at both blade natural frequencies are also changed, though only very slightly. In the case of the tower bending moments, there are some clear differences in load PSDs between the wake and the free stream but these diminish as the wake moves downstream (around [image: ]).


Figure 29. Power spectra of turbine loads in the free stream and wake based on LES.
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Statistics of turbine loads estimated using the stochastic wake model are presented in Table 15. Out-of-plane blade bending moment statistics (standard deviation and maximum) from the stochastic model are very similar to those computed using the LES wind fields. In addition, turbine loads for both the free stream and wake are quite similar; this suggests that the wake does not alter the wind field and turbine loads relative to the free-stream inflow. The mean hub-height velocity of the free-stream wind field in the precursor LES is relatively low (8 m/s) and the mean velocity deficit and standard deviation increase are likely so small as to not significantly influence loads on turbines in the wake.



Table 15. Turbine load statistics in the wake: LES model.







	
Loads [kN-m]

	
IPBM

	
OoPBM

	
FATM

	
SSTM






	
Free Stream

	
Std.dev

	
324

	
97

	
1142

	
186




	
Max

	
594

	
1285

	
14130

	
1092




	
5D

	
Std.dev

	
325

	
93

	
825

	
175




	
Max

	
578

	
988

	
9001

	
988




	
7D

	
Std.dev

	
324

	
92

	
964

	
183




	
Max

	
572

	
1008

	
9847

	
974




	
10D

	
Std.dev

	
325

	
93

	
971

	
175




	
Max

	
583

	
1063

	
10710

	
977










Figure 30 shows normalized 1-Hz EFL estimates for different turbine loads in the free stream and the wake based on use of the stochastic model (the normalization is relative to the LES-generated EFL estimate in each case). The bars present ensemble-averaged values of EFL based on 20 simulations. EFL values in the wake at [image: ] are slightly higher than at other locations; EFL estimates generally get closer to those from the free stream as the downstream distance increases. This is consistent with the finding in a study by Thomsen and Sørensen [35]. In general, all the normalized EFL estimates are close to unity. This suggests that the stochastic wake model can reproduce the dynamic characteristics of the turbine loads from the LES-generated waked wind fields acceptably well.


Figure 30. Normalized 1 Hz equivalent fatigue loads of wake.
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Table 16 shows standard deviation and maximum values of the different turbine loads based on stochastic simulation of the wake. For comparison, turbine load statistics based on both LES and Frandsen’s mean and turbulence models [6,36] are included. Generally, similar trends in the load statistics are seen for the stochastic model relative to that for the LES wake fields. This suggests that the regression-based stochastic model captures turbine load statistics reasonably well. Standard deviation and maximum values for the OoPBM and FATM loads from the stochastic model are about 5% higher than those from the LES wake fields. On the other hand, the load statistics for the Frandsen model also show similar trends with those from the LES wake fields.



Table 16. Standard deviation and maximum of various turbine loads from stochastic vs. LES waked wind fields vs. Frandsen wake model.







	
Loads (Sim/LES/Frandsen)

	
IPBM

	
OoPBM

	
FATM

	
SSTM






	
5D

	
Std.dev

	
324/325/322

	
106/93/111

	
1005/825/1208

	
168/175/192




	
Max

	
568/578/561

	
985/988/917

	
9437/9001/9706

	
846/988/1061




	
7D

	
Std.dev

	
325/324/323

	
104/92/96

	
1064/ 964/1102

	
152/183/185




	
Max

	
566/572/567

	
1028/1008/1016

	
10210/9847/10760

	
816/974/958




	
10D

	
Std.dev

	
325/325/324

	
102/93/96

	
1088/971/1122

	
143/175/183




	
Max

	
569/583/571

	
1063/1063/1076

	
10807/10710/11060

	
826/977/958










Power spectral density functions of turbine loads based on the stochastic wake model are presented in Figure 31, Figure 32 and Figure 33 for turbines in the wake at [image: ], [image: ], and [image: ], respectively. The turbine load PSD peaks from LES are reasonably well matched with those from the stochastic simulation. Compared to the Frandsen model, the stochastic simulation describes frequency-domain characteristics of the LES waked field better.


Figure 31. Power spectra of turbine loads in the wake at [image: ] based on LES and the stochastic model.
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Figure 32. Power spectra of turbine loads in the wake at [image: ] based on LES and the stochastic model.
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Figure 33. Power spectra of turbine loads in the wake at [image: ] based on LES and the stochastic model.
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Figure 34 shows normalized 1-Hz EFL estimates for different turbine loads in the wake based on use of both the stochastic model for wake field simulation and the Frandsen model (normalization of the loads is relative to the LES-generated EFL estimate in each case). The bars represent ensemble-averaged values of EFL; the thin horizontal lines at the top indicate minimum and maximum values from 20 simulations. In this figure, all the normalized EFL estimates are close to unity and the variations are quite small. The 1-Hz EFL estimates with the Frandsen model also show a good match for both blade moments and tower moments. These results suggest that the stochastic wake model can reproduce the dynamic characteristics of the turbine loads from the LES-generated waked wind fields acceptably well.


Figure 34. Normalized 1-Hz equivalent fatigue loads. (a) stochastic simulation; (b) Frandsen model.
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5.3. Summary


We have analyzed stochastic parameters of wind fields downstream of a wake-generating wind turbine. We have developed and demonstrated the use of stochastic wake models using regression. Parameters for the stochastic model were estimated using LES-generated free-stream and waked wind fields. The wake stochastic parameters were related to free-stream stochastic parameters; estimation of the parameters was undertaken using MMLR. The estimation accounted for spatial variation in the mean, standard deviation, and PSD parameters in the wake. Sets of waked wind velocity fields were stochastically simulated using the regression results; these simulated waked wind fields were used in wind turbine load calculations and compared with LES-generated inflow fields and with the Frandsen model. The load analysis results showed that the stochastic wake model yielded wind turbine load statistics, power spectra, and fatigue loads that were comparable to those from LES-generated waked wind fields.





6. Concluding Remarks


This study was focused on the application of stochastic methods for wake modeling. Our interest was in establishing a framework for the stochastic modeling of waked flow fields for wind plants. In particular, we had the following main research objectives: (i) to analyze the dynamic characteristics of waked wind fields using a set of wind velocity time series, downwind of a wake-generating turbine, generated using LES for the estimation of wake stochastic parameters; and (ii) to propose a stochastic approach to simulate waked wind fields over a narrowly defined lateral spatial extent downwind of a wake-generating actuator line.



To generate a set of waked wind velocity time series, a two-step large eddy simulation (LES)—including an atmospheric boundary layer simulation and a waked wind field simulation—was performed. The atmospheric boundary layer with neutral stability conditions was first simulated over a computational domain of 3 km × 3 km × 1 km. A mean wind speed of 8 m/s at 80 m height was the target. Using wind fields from the atmospheric boundary layer simulation, a waked wind field simulation was performed. To simulate the effect of an upwind turbine, an actuator line model of the WindPACT 1.5-MW turbine was operated within the computational domain. From the simulation, a set of waked wind velocity time series at several different locations downwind of the wake-generating turbine was obtained.



We modeled stochastic parameters of the waked wind field using multivariate multiple linear regression (MMLR). The stochastic parameters were evaluated by comparing with associated free-stream field (inflow) parameters. A mean wind deficit and increases in turbulence standard deviation for all three components resulted around the top of the rotor as the free-stream field passed the turbine. Increases in energy of the waked wind field were not uniform at all frequencies. Estimated stochastic wake parameters were modeled with adjustments to free-stream parameters and accounting for location within the wake. To validate the stochastic wake model, a set of stochastically simulated wind velocity fields using IFFT methods were generated and applied in turbine loads simulations. Validation of the model resulted from comparing downstream turbine load statistics based on the stochastic simulation of waked wind fields versus those based directly on the LES wind fields and the wind fields generated using the Frandsen model.



From sets of waked wind fields, the proposed framework is shown to be able to provide a set of stochastic parameters that are associated with the inflow wind field and the wake. A set of wake-associated stochastic model parameters, defined in terms of both inflow wind parameters and turbine parameters, is designed using MMLR. The selected set of wake stochastic parameters is able to generate a set of waked wind velocity time series based on an IFFT approach. Such stochastically generated wind velocity time series capture dynamic characteristics of the wake field data employed reasonably well. Such a stochastic modeling framework could potentially provide waked wind velocity time series without running CFD computations for waked fields since Fourier-based stochastic simulation would require significantly lower computation cost.



This study only demonstrated the framework using a set of LES-generated wake data. The selected stochastic model parameters might not show a good match for wake fields in other inflow conditions because the model parameters developed are estimated from this single set of wake field data. Nevertheless, this framework may be generalized and made more versatile by employing providing multiple sets of wake field data since it is based on a regression scheme. Moreover, this stochastic modeling framework is able to utilize field data, if available. This framework is able to take complex data, experimental or computational, and generate models that are relatively simple and tractable. Ongoing studies are considering application of different wake data with the framework and are focused on improved stochastic parameters for the wake as well as greater spatial downstream coverage.
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Abbreviations


The following abbreviations are used in this manuscript:



	EFL
	Equivalent fatigue load



	FATM
	Fore-after bending moment at tower base



	IFFT
	Inverse fast fourier transform



	IPBM
	In-plane bending moment at blade root



	LES
	Large Eddy Simulation



	MMLR
	Multivariate Multiple Linear Regression



	OoPBM
	Out-of-plane bending moment at blade root



	PSD
	Power spectral density



	SSTM
	Side-to-side bending moment at tower base



	D
	Turbine diameter
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	Precursor-wake mean wind speed difference model, [image: ]
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	Precursor-wake wind speed standard deviation difference model
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	Precursor-wake integral lengthscale difference model
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	Precursor k component integral length scale



	[image: ]
	k component power spectral density from LES
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	Precursor k component power spectral density profile model
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	Wake k component power spectral density model
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	Precursor mean wind speed profile models
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	Wake mean wind speed profile models
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	Precursor mean wind speed at reference height
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	k component, [image: ] term regression parameter of wake mean wind speed model
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	Gradient of precursor wind speed standard deviation profile model
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	Precursor k component wind speed standard deviation profiles model
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