Sensitivity Analysis of Seismic Velocity and Attenuation Variations for Longmaxi Shale during Hydraulic Fracturing Testing in Laboratory
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Abstract: During the hydraulic fracturing procedure in shale-gas exploitation, the poroelastic properties of shale formation can be altered significantly. However, it is difficult to evaluate these variations using microseismic field data. In this study, we conduct a hydro-fracturing experiment using Longmaxi shale, which is a major formation for shale-gas production in China, to simulate the water injection and rock fracturing procedure. The variation of the velocity and attenuation for primary/secondary (P/S) ultrasonic waves was investigated throughout the entire experimental procedure. The results show that the attenuation is more sensitive to sample rupture than the velocity. However, P-wave attenuation loses sensitivity to the water injection after the fractures are saturated with water. In that case, it is preferable to use S-wave attenuation to identify the opening/closing of the fractures. Based on the experimental results, we can conclude that the variation of the attenuation must be considered during microseismic data processing and interpretation.
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1. Introduction

Unconventional oil and gas reservoirs usually exhibit extremely low porosity and permeability. Hydraulic fracturing is the primary exploitation technique used to improve gas/oil extraction efficiency [1]. Further, using microseismic monitoring techniques, engineers can obtain information on fracture type, and evaluate the generation of a fracture network in the sediment [2,3]. During the hydraulic fracturing process, however, the fracture distribution and reservoir physical properties are altered significantly due to thousands of tons of high-pressure water injection [4,5]. The variation of P- and S-wave attenuation will have a significant impact on the quality of microseismic data, especially for the waveform of the S-wave [6]. Besides, most methods of microseismic data processing or inversion do not consider the dynamic variations of petrophysical parameters, i.e., the primary/secondary (P/S)-wave velocity, attenuation, and anisotropy [7,8]. Such factors may introduce additional errors to the location results and source mechanism inversion results of microseismic events, and thus should be sufficiently addressed [9]. Furthermore, it is hard to measure the changes using only traditional seismic data, microseismic data, and logging data [10–12].

To determine the physical characteristics of sediment rock, many researchers have implemented petrophysical experiments to compensate for the deficiencies of seismic exploration techniques [13–16].
Under those experimental conditions, different sediment pressures, temperatures, and saturation conditions can be simulated, and the rock-sample failure process can be reproduced precisely. Moreover, in recent years, a small number of researchers have begun to utilize synthetic materials to model certain specialized rock structures; this approach is convenient for the investigation of variations in the wave attenuation anisotropy and certain destructive tests [17,18]. Following the development of the computed tomography (CT) scanning technique, the internal structure and failure procedure of a sediment rock sample can now be investigated conveniently and accurately [19–21]. On the other hand, many researchers have conducted a large number of experiments to investigate the physical characteristics of different kinds of shale under various stress loading conditions [22,23]. For example, Eagle Ford Shale has strength anisotropy, according to the estimation of shear strength by using an intact sample [24]. Further, there is a direct proportion between the anisotropy of shear wave velocity and effective stress loading in organic-rich shales; and the results indicate that velocity anisotropy is primarily dominated by the oriented shale micro-fabric [25,26]. Moreover, Josh et al. [27] have implemented a workflow for systematic shale characterization in the laboratory using a full suite of nondestructive petrophysical methods. Note that the examination of seismic attenuation properties for shale rock is also an important research direction because the seismic attenuation in shale has strong frequency dependency and anisotropy [28,29]. The high clay content is somewhat of a weakness for shale hydraulic fracturing due to the interaction between clay minerals and injected fluid. When more and more fluid is injected into sediment, water transport occurs in the rock matrix and differently-scaled pore spaces can alter the physicochemical properties of a shale reservoir significantly, finally resulting in a noticeable variation of velocity and the attenuation value [30–32].

It is well documented that shale specimens from different areas and formations show significant differences in physical properties. The shale formation in the Sichuan Basin, southwest China, is deposited in an anoxic deep-water environment, whose dispositional environment, mineral constituent and geophysical characteristics have been widely analyzed because of the ongoing development of shale-gas exploitation in China [33–36]. Further, as regards the lower Silurian Longmaxi shale, high levels of quartz and clay minerals generate complex matrix pores, such as organic pores, inter-particle pores and inter-crystalline pores [37]. Utilizing several advanced approaches (field emission scanning electron microscopy (FE-SEM) (JSM-6700F, JEOL USA, Inc., CA, USA), gas adsorption, and helium pycnometry), the complexity of pores structures and the properties of nanoscale pores in Longmaxi shale are identified clearly [38,39]. Also, the relationship between mineral components and dynamic elastic properties of shale rock has been measured using an ultrasonic transmission technique [40]. These research works have enhanced the understanding of Longmaxi shale and improved shale-gas exploitation remarkably in China.

In previous studies, most researchers have mainly focused on the characteristics of Longmaxi shale, such as its brittle mineral content, organic geochemical analysis, internal pore distribution and features of fractures [35,37,38]. Only a few researchers have investigated the velocity of P- and S-waves using a traditional uniaxial/triaxial compression experiment [40,41]. According to previous research, the clay content, fracture azimuth and volume density of cracks are the key factors affecting the velocity value. However, these research conclusions do not consider the effect of hydraulic fracturing. In this study, we performed a laboratory hydro-fracturing experiment on a Longmaxi shale sample using a triaxial compression device, an active ultrasonic measurement device, and a CT scanning device. After the test, the internal structures of the fractured shale sample were assessed, and the dynamic changes to ultrasonic P/S-wave velocity and attenuation were quantitatively analyzed. Finally, the sensitivities of velocity and attenuation changes to the hydraulic fracturing were compared.
2. Materials and Methods

2.1. Sample and Experimental Setup

One cylindrical shale sample (diameter of 50 mm and length of 125 mm), from the Lower Silurian Longmaxi formation in the Sichuan basin, China, was prepared for the hydraulic fracturing experiment. Before the test, a medical X-ray CT scanning equipment (Aquilion ONE TSX 301A, Toshiba Medical Systems Corp., Kyoto, Japan, belonging to RITE) was utilized to analyze the bedding structure and orientation of pre-existing fractures generated by drilling and drying. According to the sample scanning profiles (Figure 1), a major fracture propagated along the bedding plane and penetrated the central axial position completely. Then a cylindrical coordinate system was applied to the model the sample, with the origin located at the sample center. Twenty piezoelectric transducers (PZTs) and four strain gauges were mounted on the sample surface; Figure 2 shows their positions on the two dimension (2D) unfolding surface. The central bedding planes were parallel to the axial direction and can be seen to strike along the $0^\circ \rightarrow 180^\circ$ direction. All the PZT sensors, which had a 2 MHz intrinsic frequency, were used to transmit and receive P/S ultrasonic signals for velocity measurement along multi-ray paths during the experiment. A total of 20 PZTs were glued on the sample surface, with those labeled Nos. 1–12 (indicated by small orange “+” symbols in Figure 2) being P-wave sensors and those labeled Nos. 13–20 (purple arrows in Figure 2) being S-wave sensors. The horizontal and vertical purple arrows represent the polarization direction of S-wave is parallel with radial direction (SH) and axial orientation (SV) of the sample, respectively. The label number of the sensors used for the source were colored red (Nos. 7–12 and 17–20); and the remaining sensors were utilized for signal reception. Note that Nos. 7–12 were P-wave sensors, while Nos. 17–20 were S-wave sensors. Due to different polarization attributes, S-wave sensors were divided into SH (Nos. 14, 16, 18, 20) and SV (Nos. 13, 15, 17, 19) sensors respectively.

![Figure 1. X-ray CT images of the shale sample along two perpendicular scanning directions (indicated in the bottom right corner of each image) in the central position.](image-url)
Figure 2. The configuration of PZTs and strain gauges mounted on the sample surface. The strain
gauges are labeled e1–e4 and the horizontal and vertical strain can be measured for each strain
gauge. The P- and S-wave sensors are labeled 1–12 (orange “+” symbols) and 13–20 (purple arrows),
respectively. The red line indicates the pre-existing fracture generated during drying.

Before the test, a series of procedures were prepared (Figure 3), and the specimen was sealed
by silicone coat to isolate the test sample from the confining oil. Then a triaxial compression system
with a capacity of 2000 tons belonging to the Geological Survey of Japan [42] was utilized to load
stress and simulate the hydraulic fracturing procedure (Figure 4). As the figure shows, axial stress
came from the press machine, and confining pressure came from the high-pressure pump. During
the hydraulic fracturing, water injection was implemented from the top and bottom of the sample
by two high-pressure syringe pumps (Pump A and B). Also, we used the original fractures as water
injection channels without drilling additional holes. During the test, the ultrasonic P/S wave signal
was recorded using the high-speed multi-channel acoustic emission (AE) measuring system [21].

Figure 3. Preparing procedure for the shale sample before the hydraulic fracturing test. (a) Mount the
end pieces; (b) Install the PZT sensors and strain gauges according to Figure 2; (c) Seal the sample
using a silicone coat.
To simulate the hydraulic fracturing, a complex stress loading and water injection procedure was employed, and the corresponding strain variations were recorded by four strain gauges (Figure 5). In the beginning, water was injected into the sample from pump A and B, and there was a positive pressure difference between the two pumps. When the pre-existing fracture was stimulated, or new fractures were produced due to continuous ascending injection pressure, the injected water from pump A would pass through the sample and be stored in pump B. As shown in Figure 5, the inlet (yellow line) and outlet (purple line) pressures represent the water pressure at the top and bottom of the sample respectively. Finally, the whole experiment can be divided into four stages due to the specific stress loading and water injecting procedure, and stage iii and iv are the main hydraulic fracturing stages.

**Stage i:** Confining pressure was slowly increased to 40 MPa, and inlet pressure simultaneously rose to 10 MPa to avoid the pre-existing fracture’s absolute closing. As shown in Figure 5c, the variation of $e_3H$ in this stage indicates that the pre-existing fracture showed firstly closing and subsequently opening behaviors. At first, the fracture was closing gradually due to increasing confining pressure. Then, at the end of this stage, the closing trend stopped, and the fracture turned to open as a result of pore-pressure diffusion.

**Stage ii:** Axial stress was linearly loaded to 150 MPa, while the inlet and outlet pressures were rapidly increased to 22 and 20 MPa, respectively. Then, the water injection pressures were kept constant throughout the remainder of this stage. In this stage, the test sample had an obvious dilatancy, which could be identified from the variation of the axial and horizontal strain.

**Stage iii:** The inlet pressure was gradually increased to approximately 35 MPa for inducing hydraulic fracturing. The outlet pressure remained stable at this stage. However, the sample did not have apparent deformation until the inlet pressure reached 32 MPa (after 9.8 h). As shown in Figure 6c,e, the sample deformation appeared mainly along the axial direction, and the pre-existing fracture had a further expansion as well (corresponding to the negative
increase of the $e_3H$ value). Then, the hydraulic fracturing process widely accelerated after the inlet pressure reached 35 MPa.

**Stage iv:** The outlet valve was closed to simulate an undrained condition. Then gradually increasing pressure on the outlet side was observed, indicating a breakthrough of water from the inlet side (Figure 6b). From the zoomed-in view of this stage, we found that the sample had suffered further cracking than in stage iii (Figure 6d,f). When the $f_o$ reached 25 MPa (after 10.3 h), the negative increasing rate of $e_3H$ showed two accelerated steps, which indicated that the swift opening had occurred firstly around the pre-existing fracture. When the $f_o$ value closed to 30 MPa, a comprehensive fracturing of the sample had been generated. From the change range of monitored strain value (Figure 6d), the final fracturing process only lasted about 4.5 min. Then the experiment was stopped due to the visible descending of loading stress and injection pressure.

![Figure 5. Stress loading and water injection processes for the sample, and the plots of strain curves.](image)

(a) Numbers i–iv indicate loading and injection stages. $P_a$ and $P_c$ represent axial stress and confining pressure, respectively. $f_i$ and $f_o$ represent injection pressure from pump A and pump B, respectively; (b) Axial strains monitored by sensor $e_1$–$e_4$; (c) Circumferential strains monitored by sensor $e_2$–$e_4$, and the $e_1H$ was broken or shorted before the test.
were calculated along three specific paths (\(\perp -SH, \perp -SV, \perp \)) was exact and credible as well. As illustrated in Figure 2, the velocity and attenuation of the P waves (\(\perp -SH, \perp -SV, \perp \)) had been generated due to hydraulic fracturing. Meanwhile, we could note a series of accurate first-arrival times (as the red arrows show) due to the high signal-to-noise ratio. Finally, the calculated velocity of the head P-wave appeared evidently to be descending, which indicated that more and more fractures had been generated due to hydraulic fracturing. Meanwhile, we could note a series of accurate first-arrival times (as the red arrows show) due to the high signal-to-noise ratio. Finally, the calculated velocity was exact and credible as well. As illustrated in Figure 2, the velocity and attenuation of the P head wave and the corresponding positions of all PZT sensors. When the PZT sensor No. 11 was used as a source, one set of P-wave signals received from sensor No. 5 in a different measuring time is shown in Figure 7a as an example. With the increasing serial number, the energy and arrival time of the head wave and the corresponding positions of all PZT sensors. When the PZT sensor No. 11 was used as a source, one set of P-wave signals received from sensor No. 5 in a different measuring time is shown in Figure 7a as an example. With the increasing serial number, the energy and arrival time of the head P-wave appeared evidently to be descending, which indicated that more and more fractures had been generated due to hydraulic fracturing. Meanwhile, we could note a series of accurate first-arrival times (as the red arrows show) due to the high signal-to-noise ratio. Finally, the calculated velocity was exact and credible as well. As illustrated in Figure 2, the velocity and attenuation of the P waves were calculated along three specific paths (\(\perp -U, \perp -M, \perp -L\)). And for the SH and SV waves, the same calculations were conducted in two directions, parallel with and perpendicular to the fracture plane (\(\perp -SH, \perp -SV, \perp -SH, \perp -SV\)).

In this study, the reciprocals of P- and S-wave quality factors (\(Q^\perp P\) and \(Q^\perp S\), respectively) were used to quantify the attenuation feature. We utilized the widely employed Q-value estimation method, i.e., the spectral ratio (SR) method [13,29,43], to calculate \(Q^\perp P\) and \(Q^\perp S\). According to the SR method, a wave traveling in an attenuated medium can be expressed as:

\[
B_1(f, t_1) = B_0(f, t_0)\exp\left(-\frac{\pi f \Delta t}{Q}\right), \Delta t = t_1 - t_0
\]  

(1)
where $B_0(f, t_0)$ and $B_1(f, t_1)$ are reference (traveling in a standard aluminum sample) and attenuated (traveling in a shale sample) wave spectra, respectively (Figure 7b). $f$ is frequency, and $\Delta t$ is travel time. As Figure 7b shows, the main frequency of the attenuated wave descended observably because of energy dispersion and absorption. The more new fractures that were created, the stronger the attenuation effects that were suffered by the P- and S-wave. Then, Equation (1) can be written as:

$$SR(f) = \ln\left(\frac{B_1}{B_0}\right) = \alpha f + C, \alpha = -\pi \Delta t \frac{Q}{(2)}$$

where $C$ is a constant. Finally, the slope ($\alpha$) of the best-fitting line was calculated using the $SR(f)$ data, and the corresponding $Q$ value was estimated. In order to improve the precision of the estimated $Q$ value, an effective frequency band, which was determined according to the frequency distribution of the dominant energy from $B_0(f, t_0)$ and $B_1(f, t_1)$, was applied to filter the spectral ratio (Figure 7c).

**Figure 7.** Example of received ultrasonic wave signals and spectral ratio calculation of the quality factor. (a) A set of P-wave signals received at sensor No. 5 and transmitted from sensor No. 11; (b) Normalized spectrum example of the initial unattenuated P-waveform and one attenuated first-arrival P-waveform; (c) Spectral ratio calculation of $Q$ by using the effective frequency band.

### 3. Basic Assessment of Hydro-Fracturing Effects

Because of the high clay content (36.5%) of our sample and strong water reaction, only a few AE signals (tens of AEs) were recorded during the stress loading and dynamic breaking process. However, hundreds of induced AEs (634 AEs) were recorded within a few seconds at the end of the unloading stage. After hydro-fracturing, the sample was scanned again using the same X-ray CT.
equipment. Based on the scanning slices (Figure 8), a basic assessment of the hydro-fractures was conducted. Compared with Figure 1, there were many new fractures that had been generated after the hydro-fracturing, and one primary fracture penetrated the sample along the diagonal direction. Besides, many secondary fractures penetrated the bedding plane, generating a complex fracture net.

Figure 8. CT scanning slices of the sample along the axial direction and normal to the bedding plane. The labels (a–e) indicate the position of selected slices from x = −22.5 mm to x = 22.5 mm with 11 mm intervals.

Such a fracture net can affect the traveling of P/S waves extraordinarily. According to Figure 9, the measured velocity and attenuation along different traveling paths suffered different levels of influence. Therefore, it is essential to quantitatively analyze the variation of ultrasonic wave velocity and attenuation for evaluating the hydraulic fracturing effects. Considering the distribution of new fractures, we primarily investigated the P- and S-wave velocity and attenuation in two directions, i.e., parallel and vertical to the fracture plane, which was labeled in this paper by the // and ⊥ symbols, respectively (Figure 9). Firstly, for the P-wave, the measurements at three positions were conducted along one direction where the ray trace (orange dash line) is vertical to the bedding layers in the upper (U), middle (M), and lower (L) parts of the sample. The sequence numbers of the P-wave sources and receiving sensors from the upper to lower positions are Nos. 10–12 and Nos. 4–6, respectively. Secondly, for the S-wave, a similar measurement was performed at the lower-middle part of the sample along two directions (parallel with and normal to the bedding planes) using the data received from the SV (Nos. 13 and 15) and SH (Nos. 14 and 16) sensors.

3.1. Velocity vs. Injection Pressure

In this section, we mainly focus on the velocity variation of the ultrasonic P/S-waves as a function of injection pressure during experimental stages iii and iv. Since the new-born fractures are dominated by the bedding plane, \( v_P \) value was measured only along the radial direction which was also perpendicular to the bedding plane. Firstly, the \( v_P \) kept stable (4 km/s) at three measuring positions during stage iii (Figure 10a). At the beginning of stage iv, the value of \( v_P \) had a stable trend as well. After the outlet pressure reached 26 MPa, massive fractures were generated leading to a weak decrease of \( v_P \) value at all three paths. Finally, the \( v_P \) value decreased by less than 1.5% (−0.05 km/s) during hydraulic fracturing. Therefore, the \( v_P \) is not sensitive to the sample cracking.
was less than 1%. This kind of fluctuation existed persistently when the outlet pressure was smaller (Figure 11c,d). During the whole hydraulic fracturing procedure (stage iii and iv), there was a slight increasing outlet pressure. In the end, the fluctuation (2.85 km/s~2.92 km/s) in stage iii (Figure 11a,b), and the biggest amplitude of fluctuation descending trend (smaller than 0.06 km/s) for the value of \( v \) of the original fracture had been gradually stimulated accompanied with increasing injection pressure. Therefore, it is essential to quantitatively analyze the variation of ultrasonic wave velocity the measured velocity and attenuation along different traveling paths suffered different levels of influence. Therefore, the changes of the velocity sensitivity to hydraulic fracturing is relatively small.

Comparing the changing characteristics of P- and S-wave velocities, we can conclude that the velocity variation range for all kinds of S-wave was less than 4%.

As regards the S-wave, the variation trend for velocity (Figure 11) is similar to the P-wave. The changes of \( v_{//s} \) and \( v_{\perp s} \) are examined here. Firstly, the \( v_{//s} \) and \( v_{//sv} \) displayed a slight fluctuation (2.85 km/s~2.92 km/s) in stage iii (Figure 11a,b), and the biggest amplitude of fluctuation was less than 1%. This kind of fluctuation existed persistently when the outlet pressure was smaller than 26 MPa. Then a distinct descending trend appeared for the value of \( v_{//s} \) and \( v_{//sv} \) following increasing outlet pressure. In the end, the \( v_{//s} \) decreased about 1.7% (−0.05 km/s) after hydraulic fracturing. Secondly, the \( v_{\perp s} \) and \( v_{\perp sv} \) value began to decrease at the beginning of stage iii (Figure 11c,d). During the whole hydraulic fracturing procedure (stage iii and iv), there was a slight descending trend (smaller than 0.06 km/s) for the value of \( v_{\perp s} \). This phenomenon indicated that the original fracture had been gradually stimulated accompanied with increasing injection pressure. Finally, according to the statistical results, the variation range for all kinds of S-wave was less than 4%. Comparing the changing characteristics of P- and S-wave velocities, we can conclude that the velocity sensitivity to hydraulic fracturing is relatively small.

Figure 9. The relative position of P/S wave paths with CT scanning slices. (a) Parallel with the bedding plane; (b) Vertical to bedding plane. The ray traces of ultrasonic P and S wave are indicated using orange and green dash lines respectively.

Figure 10. Comparison of measured \( v_p \) in stage iii (a) and iv (b); \( \perp-U, \perp-M, \) and \( \perp-L \) indicates the wave traces at the upper, middle, and lower positions of the sample, respectively.
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value measured at the upper and lower parts of the sample (⊥-U and ⊥-L, respectively) was very close, and had a similar increasing trend. Furthermore, the \( Q_p^{-1} \) value measured at the central parts of the sample (⊥-M) was almost three times larger than the others before the final complete rupture. This phenomenon indicated that the attenuation effect at the central parts of the sample was strongest and there was more water stored in this area.

Meanwhile, in Stage iii, the inlet injection pressure was gradually increased to 35 MPa while the outlet pressure was kept constant at 20 MPa. From the monitored strain data (Figure 6c,e), we can conclude that the sample had been fracturing gradually. At last, the \( Q_p^{-1} \) value had an increment of only 6.1% in the middle part of the sample but remained stable in the other two positions in this stage (Figure 12a). This result indicates that the \( Q_p^{-1} \) value is undiscerning for shale-cracking when the rock is saturated with water. Compared with the variation of \( v_p, v_{/\perp-S} \) and \( v_{/\perp-S} \) in this stage, it is difficult to identify the generation of fractures only using the \( Q_{/\perp-p}^{-1} \) value. Then, in stage iv, the outlet pressure was increased rapidly from 20 MPa to 28 MPa followed by the final dynamic fracturing. The \( Q_{/\perp-p}^{-1} \)

**Figure 11.** Comparison of measured \( v_{/\perp-S} \) and \( v_{/\perp-S} \) in stages iii and iv. (a) \( v_{/\perp-S} \) and \( v_{/\perp-S} \) in stage iii; (b) \( v_{/\perp-S} \) and \( v_{/\perp-S} \) in stage iv; (c) \( v_{/\perp-S} \) and \( v_{/\perp-S} \) in stage iii; (d) \( v_{/\perp-S} \) and \( v_{/\perp-S} \) in stage iv.

3.2. Attenuation vs. Injection Pressure

In the experiment, high-pressure water was injected into the sample from the beginning of stage i. According to the injection rate monitored by pump B, we can explain that the initial fracture had not been closed completely when the confining pressure increased continuous. After long-time water injection, the preexisting fractures were saturated with water. But, the volume of injected water existing in the sample was very limited according to the recording of pump A and B. Moreover, the \( Q_p^{-1} \) value at three measuring positions showed obvious differences (Figure 12). The \( Q_p^{-1} \) value measured at the upper and lower parts of the sample (⊥-U and ⊥-L, respectively) was very close, and had a similar increasing trend. Furthermore, the \( Q_p^{-1} \) value measured at the central parts of the sample (⊥-M) was almost three times larger than the others before the final complete rupture. This phenomenon indicated that the attenuation effect at the central parts of the sample was strongest and there was more water stored in this area.

Meanwhile, in Stage iii, the inlet injection pressure was gradually increased to 35 MPa while the outlet pressure was kept constant at 20 MPa. From the monitored strain data (Figure 6c,e), we can conclude that the sample had been fracturing gradually. At last, the \( Q_p^{-1} \) value had an increment of only 6.1% in the middle part of the sample but remained stable in the other two positions in this stage (Figure 12a). This result indicates that the \( Q_p^{-1} \) value is undiscerning for shale-cracking when the rock is saturated with water. Compared with the variation of \( v_p, v_{/\perp-S} \) and \( v_{/\perp-S} \) in this stage, it is difficult to identify the generation of fractures only using the \( Q_{/\perp-p}^{-1} \) value. Then, in stage iv, the outlet pressure was increased rapidly from 20 MPa to 28 MPa followed by the final dynamic fracturing. The \( Q_{/\perp-p}^{-1} \)
value kept a relatively stable value as well before the outlet pressure reached 28 MPa (Figure 12b). When the outlet pressure was continuously increasing, the $Q_{1-p}^{-1}$ value displayed a sudden ascending due to the wholescale failure of the sample which could be identified as well from the monitored strain data. At last, the sudden increment of the $Q_{1-p}^{-1}$ value from the upper to the lower position was about 22.7%, 34.7%, and 53.5%, respectively. Overall, the $Q_{1-p}^{-1}$ value is relatively more sensitive than P- and S-wave velocity to identify rock cracking. However, there is insensitivity as well for the $Q_{1-p}^{-1}$ value when the fractures are saturated with water.

![Figure 12. Comparison of measured $Q_{1-p}^{-1}$ in stage iii (a) and iv (b), respectively.](image)

On the other hand, the $Q_{1-S}^{-1}$ value and $Q_{1-S}^{-1}$ value displayed a similar variation tendency during the final two stages (Figures 13 and 14). Firstly, unlike the $Q_{1-p}^{-1}$ value, the increment of the $Q_{1-S}^{-1}$ value appeared to be obvious and tended to increase from the beginning of stage iii. There were little differences in the change of $Q_{1-S}^{-1}$ value along two kinds of travel direction. For the $//_{-S}$ wave, the increment of the $Q_{1/p-SH}^{1}$ and $Q_{1/p-SV}^{1}$ value was about 24.1% and 50% (Figure 13a), respectively. However, for the $\perp_{-S}$ wave, the increment of $Q_{1-SH}^{-1}$ (about 15.4%) was apparently smaller than the ascending of the $Q_{1/p-SV}^{1}$ value (Figure 13b). The $Q_{1-SV}^{-1}$ value only displayed a slight fluctuation in this stage. Therefore, compared with the variation of $Q_{1-p}^{-1}$ value, we can monitor the hydraulic fracturing more precisely by utilizing the $Q_{1/p-S}^{-1}$ value.

![Figure 13. Comparison of measured $Q_{1/p-S}^{-1}$ (a) and $Q_{1-S}^{-1}$ (b) in stage iii, respectively.](image)

Secondly, during the main hydraulic fracturing procedure (stage iv), a similar pattern was obtained for the $Q_{S}^{-1}$ value. There were two types of ascending rate for the $Q_{SH}^{-1}$ value before and after outlet pressure larger than 28 MPa (Figure 14). When the outlet pressure from pump B ascended from 20 MPa to 28 MPa, the increment of the $Q_{1/p-SH}^{1}$ and $Q_{1-SH}^{-1}$ value was about 107% and 55.8%, respectively. This indicated that more and more fractures had been generated. Then, the $Q_{SH}^{-1}$ value increased rapidly after outlet pressure reached 28 MPa. There was a significant increment (about
two times) for the $Q_{SH}^{-1}$ value during a short period at the end of this stage. For $Q_{/SH}^{-1}$ and $Q_{\perp SV}^{-1}$ value, the increment rate was relatively small (about 13.8% and 47.3% respectively) during the whole of stage iv. Moreover, for $Q_{SV}^{-1}$ value, there was no steep increasing at the end of stage iv. Ultimately, we can conclude that the $Q_{SH}^{-1}$ value is more sensitive than $Q_{P}^{-1}$ and $Q_{SV}^{-1}$ to identify fracture status, especially in the final rapid fracturing procedure.

3.3. Discussion

According to the above analysis, we can summarize the percentage change of velocity and attenuation for ultrasonic P- and S-waves. As Tables 1 and 2 show, the velocity and attenuation of P- and S-waves have different sensitivities during the dynamic hydraulic fracturing process. Firstly, the maximum decreasing percentage of velocity is only $-2.1\% (v_{SH})$ after the sample completely fracturing. When processing field microseismic data, it is easy to ignore this kind of decrease. However, the attenuation value is more sensitive than the velocity value during hydraulic fracturing, and the increasing percentage of $Q^{-1}$ exhibits multiple variation values (22.8~520.8%) for different travel paths and waveforms. Secondly, the changes of $Q_{SH}^{-1}$ value are more dynamic than $Q_{P}^{-1}$ value, especially in stage iii. This phenomenon indicates that the variation of $Q_{SH}^{-1}$ value is a better index for identifying fracture growth and development. Finally, the $Q_{SH}^{-1}$ value shows an extraordinary increase (391.9% & 520.8%) along two traveling paths (// & \perp) when the sample suffered a complete cracking. Comparing with the changes of the $Q_{SV}^{-1}$ values (43.7% & 47.3%), we can conclude that the orientation of fractures is a dominant factor for S-wave attenuation. The findings of this study indicate that a dynamic attenuation model is necessary for microseismic data processing and inversion. If using the S-waveform, different attenuation models for $SV$- and $SH$-waves must be carefully investigated.

Table 1. The percent change of P-wave velocity and attenuation during stage iii and iv.

<table>
<thead>
<tr>
<th>Percent Change</th>
<th>$P_{/U}$</th>
<th>$P_{\perp M}$</th>
<th>$P_{\perp L}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$ (%)</td>
<td>$-1.0$</td>
<td>$-0.9$</td>
<td>$-0.6$</td>
</tr>
<tr>
<td>$Q^{-1}$ (%)</td>
<td>$22.8$</td>
<td>$48.3$</td>
<td>$76.6$</td>
</tr>
</tbody>
</table>

1 ‘\_\_’ symbol represents the velocity descended after hydraulic fracturing.

Table 2. The percent change of S-wave velocity and attenuation during stage iii and iv.

<table>
<thead>
<tr>
<th>Percent Change</th>
<th>// - SH</th>
<th>// - SV</th>
<th>_ - SH</th>
<th>_ - SV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$ (%)</td>
<td>$-1.8$</td>
<td>$-1.8$</td>
<td>$-2.1$</td>
<td>$-1.4$</td>
</tr>
<tr>
<td>$Q^{-1}$ (%)</td>
<td>$391.9$</td>
<td>$43.7$</td>
<td>$520.8$</td>
<td>$47.3$</td>
</tr>
</tbody>
</table>

1 ‘\_\_’ symbol represents the velocity descended after hydraulic fracturing.
4. Conclusions

The hydro-fracturing operation changed the physical properties of the shale sample significantly. Through the analysis of ultrasonic P/S waveforms, we determined the variation pattern of wave velocity and attenuation of the Longmaxi shale during the hydro-fracturing test. Firstly, the change of velocity can be neglected during hydraulic fracturing. However, the attenuation of shale, which increments are tens or hundreds of times larger than the velocity decrements, is acutely sensitive to the generation of fractures. Secondly, the P-wave attenuation will lose its sensitivity to water injection after the fractures are saturated with water. Before the sample finally suffers structural cracking, the maximum increase of the $Q_{\perp P}^{-1}$ value is less than 10%. In that case, it is preferable to use S-wave attenuation to identify the opening or closing of fractures. Furthermore, the changing of S-wave attenuation depends on the orientation of the fracture surface and the polarization direction, which can be verified from the variation difference of the $Q_{\perp S}^{-1}$ and $Q_{\perp S V}^{-1}$ value. And it is easier to be influenced for the SH-wave during the hydraulic fracturing procedure.

In this study, we paused the measurement of velocity and attenuation during the very short final rapid-cracking stage to ensure that AE monitoring could be performed without any interruption. Thus, more experiments are needed to investigate the specific change of the physical properties of P- and S-waves during the dynamic stage of hydraulic fracturing.
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