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Abstract: Electric vehicle charging station (EVCS) site selection occupies a prominent position
in the development of the electric community to solve the hard problem of Electric Vehicle (EV)
charging. However, two critical issues have not been solved by the existing research. Firstly, the
scope of EVCS site selection only considers the whole city, which deviates from the actual situation.
Secondly, the uncertainty and hesitation of decision information is not well expressed. To handle
the above problems, this paper builds a comprehensive EVCS site selection decision framework
for Residential Communities (EVCSRC) with triangular intuitionistic fuzzy numbers (TIFNs). First
of all, the distinctive index system of EVCSRC site selection factors including economy, social,
environment, planning and feature portrait of residential communities is established. Then, the TIFNs
is utilized for decision makers (DMs) to express the indeterminate information. Furthermore, a fuzzy
Vlsekriterijumska Optimizacija I Kompromisno Resenje (Fuzzy-VIKOR) approach is utilized to
rank the alternative EVCSRC sites. Finally, a case of Beijing is studied to demonstrate the validity
of the proposed site selection framework. The result shows the EVCSRC site located at Sijiqing
community in Haidian district should be selected as the optimal site. This paper presents a feasible
and easy-to-use decision-making framework for investors.

Keywords: electric vehicle charging stations; residential community; triangular intuitionistic fuzzy
numbers; Vlsekriterijumska Optimizacija I Kompromisno Resenje (VIKOR)

1. Introduction

With the rapid growth of energy consumption, energy shortages and energy-related
environmental pollution have become increasingly severe problems that have attracted worldwide
attention. EVs, which have energy saving, zero emissions and pollution free characteristics, have
entered a period of rapid development. The Chinese government promotion and public response
have accelerated the popularization and use of EVs, which is not only regarded as the focus of
the transformation and upgrading of the automobile industry, but also as the key point of the
implementation of long term energy strategy adjustment plans. China’s efforts have been encouraged
by the importance attached by people to the increasingly serious issue of environmental pollution
such as the threat of haze. Since the period of 12th Five Year Plan, ensuring the development
of EVs has become an important measure to promote the development of urban low-carbon and
energy-saving activities. The construction of charging facilities is regarded as an important guarantee
for the promotion of EVs.
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Nowadays, a number of mega cities are on the list of first batch of key demonstration cities to
enhance the promotion and application of EVs in China. However, each mega city is made up of
different functional areas, such as residential communities, commercial areas, industrial areas and
road traffic. Thus it can be seen that the construction of EVCS in different functional areas cannot
be carried out blindly using a uniform standard because the construction objectives are different.
At present, the EV charging infrastructure plans of every city all emphasize particularly that it is
necessary to standardize the construction of charging facilities for residences, making solved the
difficulty of charging in residential communities become the core problem. There are two main difficult
points: one is that the mega city is commonly surrounded by many large residential communities
with high density and large area. The other is that the demographic characteristics of these residential
communities are so diverse that the charging requirements are different. Hence, the construction of
charging facilities in residential communities faces the problem of meeting different requirements
and priorities.

The site selection of EVCSRCs is a necessary and practical issue. First of all, an outstanding
location can save construction, operation and maintenance costs which improves the economic
efficiency. The second, the chosen site could meet the needs of more residents to enhance public
satisfaction. In addition, a series of environmental pollution problems can be avoided by a
feasible location. Ultimately, an excellent site with good service capabilities and scalability for the
community can provide a guarantee of sustainable development. Consequently, the site selection
for EVCSRCs is a multi-criteria decision-making (MCDM) problem. MCDM is a well-known branch
of decision-making, which aims to find the most suitable solutions from a set of alternatives under
multiple criteria conditions.

Nowadays, issues related to the development of EVs are being widely studied in China, but
few consider EVCS site selection. Guo and Zhao [1] employed the fuzzy Technique for the Order
of Prioritization by Similarity to Ideal Solution (TOPSIS) to consider criteria from a sustainability
perspective for EVCS site selection. Wu et al. [2] selected an optimal EVCS site based on a cloud model
and the Preference Ranking Organization Method for Enrichment Evaluation (PROMETHEE). Zhao
and Li [3] provided a comprehensive and effective method for optimal siting of EVCS based on four
considerations: economy, society, environment and technology perspectives. It can be seen that MCDM
approaches provide effective decision-making framework for EVCS site selection with multiple criteria
systems. Nevertheless, there are still many problems in the decision-making process for EVCSRC site
selection, which causes the decision-making frameworks to be far from reality.

Firstly, EVCS site selection lacks the pertinence of the functional area. On the one hand, different
functional areas have different city assignments to perform so that the convergence of people and
supporting facilities are different. For instance, the behavior of people is diverse in commercial and
residential areas which both with high concentrations of population. On the other hand, the same
functional areas in different places are different as well, such as average income level, population
structure, and per capita vehicle ownership and so on. Therefore, different evaluation criteria systems
should be proposed for different functional areas to implement investment decisions before the EVCS
construction starts.

Secondly, vagueness and hesitation generally exist in EVCS site selection decision making. For one
thing, it is difficult for DMs to predict accurately and quantified precisely based on existing survey
information and before the construction of an EVCS. For another thing, DMs’ evaluation is not only
ambiguous, but there is a situation of hesitance, so that the degrees of satisfaction and dissatisfaction
cannot be predicted accurately. That is to say, the decision is made in a vague and hesitant environment.
Hence, how to express the uncertainty of the DMs and how to express the different dimensions of the
evaluation information are the problems faced by the EVCS site selection problem.

Hence, this paper aims to establish a practical and comprehensive decision-making framework
for EVCSRC site selection. For the aforementioned issues, we propose the following solutions:
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To begin with, an index system of EVCS site selection specifically for residential communities is
established. It includes not only economic criteria, social criteria, environmental criteria, and planning
criteria, but also a portrayal of the target residential community, in order to select a superior residential
community alternative. Then, the TIFNs replace the numerical value to represent the DMs’ score
value. TIFNs take into account the maximum degree of membership and the minimum degree of
non-membership on the basis of triangular fuzzy numbers, while the decision maker’s the degree
of the indeterminacy membership can be expressed accurately. After that, to ensure the rationality
of determining the weights, we combine an analytic hierarchy process (AHP) with maximum cross
entropy to determine the subjective and objective weights of attributes and use the TOPSIS method
to determine the weights of DMs. Finally, the fuzzy VIKOR method is used to rank the alternatives.
The necessary steps of establishing the framework are shown in Figure 1. It is mainly composed of
three stages: preliminary work, execution of evaluation and process the data of evaluation results.
The establishment of the framework is done by the different steps of each stage.
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Figure 1. The stages and process of establishing the framework.

The remainder of this paper is composed as follows: Section 2 reviews the defects and insufficiency
of the current EVCS site selection research, and major applications of the methods used in this
paper. Section 3 elaborates the major factors that influence EVCSRC site selection and establishes the
evaluation index system. The definitions and theorems used in this paper are presented in Section 4.
Section 5 gives a minute description of the decision framework for EVCSRC site selection. Section 6
takes six Beijing exemplary residential communities as a case study to apply the overall process.
Afterwards, a sensitivity analysis and comparative analysis are carried out. The last section concludes
the whole paper.

2. Literature Review

A reasonable evaluation system, an accurate description of uncertain information, an apposite
ranking method and practicable framework occupy crucial positions in the MCDM of EVCS
site selection.

From the perspective of the evaluation system, the EVCS site selection problem was studied
comprehensively to reflect the inherent characteristics of EVCS siting. Guo and Zhao [1] built an
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evaluation index system from a sustainability perspective, which consists of environmental, economic
and social criteria. A set of comprehensive evaluation attributes proposed by Wu et al. [2] not only
considered the aforementioned factors, but also focused on engineering feasibility, service availability
and geographical environment. Reference [3] established an evaluation index system including
four aspects: economy, society, environment and technology. Thirteen attributes in consideration of
transportation, economy, society and effect were applied in EVCS site selection by [4]. Although the
coverage of the evaluation index is extensive, these studies lack specific targeted scope.

With respect of qualitative information, many scholars have applied linguistic values rather than
numerical values to evaluate the alternatives, which can overcome the representation obstacles of
intricate study objects. In the research of site selection, interval valued fuzzy sets [5,6], triangular fuzzy
number [7–11] and trapezoidal fuzzy number [12–14], and intuitionistic fuzzy sets [15] were used
to transfer between linguistic variables and quantitative information. However, the vague concept
and the degree of the indeterminacy membership, which is regarded as a significant component of
uncertainty, are not simultaneously focused on.

In terms of the ranking methods for site selection, we review the MCDM basic methods as follows:
AHP, analytic network process (ANP), TOPSIS, PROMETHEE, and Elimination et Choix Traduisant
la Realité (ELECTRE). A combination of geographic information systems and AHP was used to
determine the best sites for disposal of municipal solid waste in Iran [7,16]. A TOPSIS method to
determine flood hazard scores can be easily utilized for site selection of other stormwater management
techniques [17], meanwhile, site selection of EVCS, nuclear power plant, and a faculty of management
considered predetermined environmental criteria by using fuzzy TOPSIS [1,12,18]. PROMETHEE was
applied to choose the best EVCS [2], logistics freight center [8], locations for the implementation of
industrial activities [19], and combined with ANP to determine land suitability for landfilling [20].
Wind/solar hybrid power station [21], offshore wind power station [22,23], and air quality monitoring
station [24] locations were selected by ELECTRE. However, there are still some shortcomings in the
above methods. The TOPSIS method does not consider the relative importance of the distances
between these ideal solutions and a non-ideal solution. The individual regret and the group utility are
ignored by PROMETHEE and ELECTRE, respectively.

From the standpoint of establishing the framework, different frameworks have different steps so that
the function of every step is different. First of all, expert invitation [2,23,25–27], data collection [2,23,25–27],
attributes identification [2,23,25–27], and linguistic variables determination [2,23,26,27] were generally
applied in preliminary work to analyze material information. Then, detailed evaluation works were
provided by [2,25–27], which ensured the evaluation succeed. Finally, the evaluation information should
be processed. Wu et al. [23] combined the subjective methods and the objective methods to determine
the weights of attributes. For integrating the data, the aggregated operator was utilized by [2,23,26].
The ranking method has been reviewed above, so we will not repeat it here.

Based on our review and the analysis above, the VIKOR method based on TIFNs is recommend
to solve the above problems of qualitative information and ranking alternatives. TIFNs were firstly
defined by [28], the ambiguities of the membership degree and the non-membership degree for TIFNs
that defined the ranking of TIFNs were given by [29]. In addition, the classical TODIM method was
extended to deal with multi-criteria group decision-making (MCGDM) problems with TIFNs by [30].
For reflecting the interaction phenomena among the decision making criteria, Li, et al. [31] made
use of TIFNs and triangular intuitionistic fuzzy Einstein Choquet integral operator to establish the
PROMETHEE II method for ranking alternatives. Reference [32] defined the crisp weighted possibility
mean, the Hamming distance and Euclidean distance for TIFNs, and defined the extended VIKOR
method for solving the MAGDM with TIFNs. Among them, the VIKOR method was proposed for
multi objective optimization of complex problems, and is focused on ranking and selecting from
among several alternatives in the face of conflicting criteria [33]. Xu et al. [34] proposed a VIKOR-based
approach to assess the service performance of electric vehicle sharing programs. In terms of site
selection, the VIKOR method was applied to deal with the selection of a suitable disposal site for
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municipal solid waste [14,35] and a dam [36]. A fuzzy GRA-VIKOR was employed to choose the best
EVCS site by [3]. Though it could efficiently avoid the priority result of fuzzy numbers, the degree of
the indeterminacy membership was not taken into account.

Compared with the previous studies, this paper offers the following improvements: first, the
scope of the study in EVCS site selection will be narrowed and focus on an urban functional area:
a residential community. Second, distinguishing from other linguistic variables, the vague concept and
the degree of the indeterminacy membership are simultaneously expressed by using TIFNs. This study
will use this more advantageous intuitionistic fuzzy environment so that DMs’ performances will be
indicated accurately. Third, the VIKOR method has been applied in several site selection studies, so the
rationality of this method is self-evident. The fuzzy-VIKOR combined with TIFNs will be applied in
the EVCS site selection in this paper for the first time, which could support the development of an
effective decision-making framework for selecting the most satisfactory EVCSRC site. In conclusion,
the VIKOR method based on the environment of TIFNs is expected to be more reasonable and suitable
than before.

3. Evaluation Index System of the EVCSRC Site Selection

A scientific and reasonable evaluation index system plays an essential role in site selection. EVCS
site selection is dependent upon various factors. In order to achieve the aim of reasonable construction
of EVCSRCs, the evaluation index system for EVCSRC site selection is summarized, including economy
criteria, social criteria, environmental criteria, planning criteria according to the relative literatures and
feedback from expert consultation. Besides, the features of each residential community are also taken
into consideration as part of index system.

3.1. Economy Criteria

The sub-criteria affiliated with economy criteria for EVCSRC site selection are summarized below:

1. Construction cost [1,2,4,21,26,27,31,37–41]. It consists mainly of land lease or acquisition
costs, demolition costs, infrastructure costs, power distribution facility costs, and the project
investment cost.

2. Annual operation and maintenance cost [1,2,4,21,38–41]. In terms of customer’s requirements,
EVCS adopt an innovative operation model which is actually unattended and self-service. Thus,
operation and maintenance costs include not only electric charges, equipment maintenance and
staff wages, but also development and maintenance costs of the necessary intelligent network
platform and other financial expenses.

3. Investment payoff period [1,2,21,25,41]. Investment payoff period reflects the speed of returns on
the total construction investment. To some extent, the risk profile of investment is also considered.

3.2. Social Criteria

Three sub-criteria related to the social criteria are aggregated as follows:

1. Comprehensive service capability [2,12,21,27,38,39,41–47]. The service capability of EVCS should
be focused on not only the service radius and service volume but also the safety, high reliability
and low failure rate.

2. Improvement of employment [48,49]. Construction and maintenance of EVCS can provide more
opportunities of employment from different fields so that employment rates are pushed up.

3. Promotion of EVs potential [50,51]. The constant improvement of charging infrastructure can
stimulate quite strong demand for EVs. It is conducive to the rapid development of the new
energy automobile industry.

3.3. Environmental Criteria

Two sub-criteria related to the environmental criteria are aggregated as follows:
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1. Fine particles emission reduction [1,2,25–27,39,52,53]. For the serious problem of air pollution
faced, the usage and popularization of EVs is one of effective methods to mitigate emissions of
fine particles.

2. Destruction degree on ecological environment [1,2,26,27,39,41,43,44,46,47,54,55]. Ecological
balance is destroyed by the EVCS construction process from land development to operation
procedures, which leads to vegetation deterioration, soil and water loss and so on.

3.4. Planning Criteria

Planning criteria, including electric power, transportation, land and other factors, relevant to the
charging station location problem are considered in one system synthetically. Five sub-criteria related
to the planning criteria are aggregated as follows:

1. Proximity to substation [2,25,27,37,41,43,44,47,56]. EVCSRC site selection is necessary to
consider the power network planning and the location of substations so that it makes adequate
preparations for charging infrastructure assignment optimization strategies. The ideal distance
from the charging station to a substation is as short as possible.

2. Influence on the power grid [2,25,26,37,43,44,57,58]. A large number of charging behaviors, which
are random but regular in the residential communities, will have an adverse effect on power
stability and quality. The characteristics of the residents’ activities and power heavy load lines
need to be considered to ensure the secure operation of the distribution network.

3. Accessibility of site [12,27,38,39,41–43,45–47,57]. Accessibility is an indicator of the efficiency
assessment of urban transport systems, which indicates that demands are allocated to the different
charging stations within a certain distance. To a certain extent, there is an internal relation
between aspects in the urban structure, land utilization, planning and infrastructure. With the
characteristics of convenient transportation and accessibility, the sites not only reduce the traffic
facilities are invested in the early stages of construction, but also ensure the convenience of
post-maintenance and charging.

4. Available land resources [39,59]. This is determined by the nature of land use and intensity of land
development. Under the same conditions of residential land, different residential communities
have different development intensities. The larger intense intensity of land development, the
greater the demand for charging is.

5. Possibility of capacity expansion in future [2,38,41,56]. The possibility of the charging station
capacity expansion is a comprehensive index, which contains a variety of factors such the
increased number of charging users, the provision of land resources, upgrades of electricity grids
and so on. It is also a necessary condition to accommodate the inevitable trend for the sake of
economic growth and environmental protection.

3.5. Feature Portrait of Residential Communities

For EVCSRC site selection research, the comprehensive evaluation of residential communities
in EVs is essential. The sub-criteria affiliated with the portraits of residential communities are
summarized below:

1. Per capita electric vehicle ownership [60–63]. Electric vehicle ownership refers to the total number
of EVs owned in a region, which provides an estimate of EV demand. On this base, population
factor is considered so that per capita electric vehicle ownership is calculated. It is the ratio of the
total number of EVs owned to the total population in the residential community, which not only
reflects the size of residents’ requirements for charging in the target community currently, but
also expresses the development situation of EVs in different communities, so it is preferable to
take the per capita electric vehicle ownership into account.

2. The average income level of residents [64]. The consumption characteristics and income levels
of residents in different residential communities are diverse, which are represented by the
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employment level, the consumption structure, the growth of consumer expenditure and the cost
of living. Median income residents’ purchasing power of EVs is extremely powerful.

3. Residents’ acceptance [1,2,21,26,27,41,46]. As a result of the negative effects of noise and
electromagnetic radiation due to the construction and operation of EVCS, poor acceptance
can force the EVCSRC project to shut down and even deny it at the beginning, particularly in
residential communities, so investors should change residents’ acceptance to reduce investment
losses in a well-coordinated manner.

4. Decision Framework of the EVCSRC Site Selection

4.1. Basic Theory of the Intuitionistic Fuzzy Environment

In order to exquisitely express the uncertainty of the DMs in the process of decision-making,
TIFNs are applied in the MCDM method. Basic definitions and operations of TIFNs as follows:

Definition 1 [65]: A TIFN ã = 〈(a, a, a); uã, vã〉 is a special intuitionistic fuzzy set on a real number
set R, whose membership function and non-membership function are defined as follows:

µã(x) =


(x− a)uã/(a− a) if a ≤ x < a,
uã if x = a,
(a− x)uã/(a− a) if a < x ≤ a,
0 if x < a or x > a,

(1)

and:

νã(x) =


[a− x + vã(x− a)]/(a− a) if a ≤ x < a,
vã if x = a,
[x− a + vã(a− x)]/(a− a) if a < x ≤ a,
0 if x < a or x > a,

(2)

depicted as in Figure 2. The values uã and vã represent the maximum degree of membership [28]
and the minimum degree of non-membership [28], respectively, such that they satisfy the conditions:
0 ≤ uã ≤ 1, 0 ≤ vã ≤ 1 and 0 ≤ uã + vã ≤ 1. Let πã(x) = 1− µã(x) − νã(x), which is called an
intuitionistic fuzzy index of an element x in ã. It is the degree of the indeterminacy membership [28] of
the element x in ã, the smaller of πã(x) is, the clearer of the fuzzy number is.
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Figure 2. A TIFN ã = 〈(a, a, a); uã, vã〉.

If a ≥ 0 and one of the three values a, a and a is not equal to 0, then the TIFN ã = 〈(a, a, a); uã, vã〉
is called a positive TIFN, denoted by ã > 0.

A TIFN ã = 〈(a, a, a); uã, vã〉 may express an ill-known quantity “approximate a”, which is
approximately equal to a. Namely, the ill-known quantity “approximate a” is expressed using any value
between a and a with different degrees of membership and degrees of non-membership. In other words,
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the most possible value is a with the degree uã of membership and the degree vã of non-membership;
the pessimistic value is a with the degree 0 of membership and the degree 1 of non-membership; the
optimistic value is a with the degree 0 of membership and the degree 1 of non-membership; other values
are any x ∈ (a, a) with the degree µã(x) of membership and the degree νã(x) of non-membership.

Definition 2 [65]: Let ãi =
〈
(ai, ai, ai); uãi

, vãi

〉
(i = 1, 2) be two TIFNs and λ ≥ 0. Then the

operations for TIFNs are defined as follows:

ã1 + ã2 =
(
(a1 + a2, a1 + a2, a1 + a2); uã1

∧ uã2 , vã1
∨ vã2

)
(3)

ã1 ã2 =
(
(a1a2, a1a2, a1a2); uã1

∧ uã2 , vã1
∨ vã2

)
(4)

λã1 =
(
(λa1, λa1, λa1); uã1

, vã1

)
(5)

ãλ
1 =

((
aλ

1 , aλ
1 , aλ

1

)
; uã1

, vã1

)
(6)

where the symbols “∧” and “∨” mean min and max operators, respectively.
Definition 3 [66]: Let ãi =

〈
(ai, ai, ai); uãi

, vãi

〉
(i = 1, 2) be two TIFNs. The Hamming distance

between ã1 and ã2 is defined as follows:

d(ã1, ã2) =
1
6
[∣∣(1 + uã1

− vã1
)a1 − (1 + uã2 − vã2)a2

∣∣
+
∣∣(1 + uã1

− vã1
)a1 − (1 + uã2 − vã2)a2

∣∣
+
∣∣(1 + uã1

− vã1
)a1 − (1 + uã2 − vã2)a2

∣∣] (7)

Definition 4 [67]: Let ãj (j = 1, 2, . . . , n) be a collection of TIFNs, then their aggregated value by
using the TIF−WA operator is also a TIFN and:

TIF−WA(ã1, ã2, . . . , ãn) =

((
n

∑
j=1

wjaj,
n

∑
j=1

wjaj,
n

∑
j=1

wjaj

)
; min

j

{
uãj

}
, max

j

{
vãj

})
(8)

where w = (w1, w2, . . . , wn)
T is the weight vector of ãj (j = 1, 2, . . . , n), satisfying 0 ≤ wj ≤

1 (j = 1, 2, . . . , n) and
n
∑

j=1
wj = 1.

4.2. Phase I—Identification of Alternative EVCSRC Sites

Since this stage, a five-phase decision framework of EVCSRC site selection is presented shown
in Figure 3. And in this phase, the alternative EVCSRC sites are identified. The finite set of possible
alternatives is denoted by A = {A1,A2, . . . ,Am} and details as follow:

Step 1. n experts are invited by EVCSRC investors to form the decision-making group.
Step 2. The residential communities are collected into the initial list refining mega city planning for
different functional areas. After that, the residential communities which are potential feasible for EVCS
constructions are identified in accordance with satellite images, grid map, and official statistics from
the initial list by the decision-making group.
Step 3. The decision-making group conducts field surveys at these residential communities to collect
socioeconomic and other relevant information of each site from environment, planning, and residents’
demand. And the decision-making group will determine which alternative EVCSRC sites will stay in
the list.
Step 4. The DMs study and identify the attributes relevant to the EVCSRC site selection in conformity
with academic literatures and their practical experiences.
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4.3. Phase II—Integration of TIFNs Decision Matrix

Step 1. Aggregate the decision-making group’s opinions to construct a decision matrix D̃k =
(

ãk
ij

)
m×n

,

transform linguistic values of alternative EVCSRC sites into the TIFNs according to Definition 1 in the
light of transform in Table 1 which shows the linguistic scales and corresponding TIFNs for rating the
alternatives respectively. TIFNs can enable DMs to assess the alternatives in different dimensions.
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Table 1. Linguistic variables and the corresponding TIFNs.

Ratings of Alternatives TIFNs

Very poor (VP) 〈(0, 0.05, 0.2); u, v〉
Poor (P) 〈(0.05, 0.2, 0.35); u, v〉

Medium poor (MP) 〈(0.2, 0.35, 0.5); u, v〉
Medium (M) 〈(0.35, 0.5, 0.65); u, v〉

Medium good (MG) 〈(0.5, 0.65, 0.8); u, v〉
Good (G) 〈(0.65, 0.8, 0.95); u, v〉

Very good (VG) 〈(0.8, 0.95, 1); u, v〉

Step 2. Normalize the decision matrix D̃k into R̃k =
(

r̃k
ij

)
m×n

using the following equation.

To eliminate the influence of different physical dimensions and measurements on the final decision,
the decision matrix D̃k =

(
ãk

ij

)
m×n

needs be normalized as R̃k =
(

r̃k
ij

)
m×n

where r̃k
ij =((

rk
ij, rk

ij, rk
ij

)
; ur̃k

ij
, vr̃k

ij

)
with ur̃k

ij
= uãk

ij
, vr̃k

ij
= vãk

ij
and

(
rk

ij, rk
ij, rk

ij

)
=


(

ak
ij

ãk
maxj

,
ak

ij

ãk
maxj

,
ak

ij

ãk
maxj

)
(

1−
ak

ij

ãk
maxj

, 1−
ak

ij

ãk
maxj

, 1−
ak

ij

ãk
maxj

) if xj ∈ Fb

if xj ∈ Fc.
(9)

on the basis of Definition 2.

Here, ak
maxj = max

{
ak

ij

∣∣∣i = 1, 2, . . . , m
}

, Fb and Fc are the subsets of benefit attributes and cost
attributes, respectively.

4.4. Phase III—Determination of the Collective Weights of Criteria

Step 1. Determine the weights of DMs v =
(
v1, v2, . . . , vp

)T motivated by idea of TOPSIS as
follows [66]:

1. Construct the positive ideal decision matrix R̃+ =
(

r̃+ij
)

m×n
and the negative ideal decision

matrix R̃− =
(

r̃−ij
)

m×n
, where r̃+ij = ((1, 1, 1); 1, 0) and r̃−ij = ((0, 0, 0); 0, 1).

2. Calculate the distances between matrixes R̃k, R̃+ and R̃− as:

dk

(
R̃k, R̃+

)
=

1
mn

m

∑
i=1

n

∑
j=1

d
(

r̃k
ij, r̃+ij

)
, dk

(
R̃k, R̃−

)
=

1
mn

m

∑
i=1

n

∑
j=1

d
(

r̃k
ij, r̃−ij

)
(10)

where d
(

r̃k
ij, r̃+ij

)
and d

(
r̃k

ij, r̃−ij
)

are the Hamming distance defined in Definition 3.

3. Compute the closeness degree of matrixes R̃k with respect to R̃+ as:

ck

(
R̃k, R̃+

)
=

dk

(
R̃k, R̃−

)
dk

(
R̃k, R̃+

)
+ dk

(
R̃k, R̃−

) (11)

4. Normalize the closeness degrees to obtain the weight vk of decision maker (DM) ek as:

vk = ck

(
R̃k, R̃+

)
/

p

∑
k=1

ck

(
R̃k, R̃+

)
(k = 1, 2, . . . , p) (12)
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Step 2. Determine the weights of each evaluation criterion described in Section 3 based on s combination
of the AHP method and maximum cross entropy.

Since the importance of each criterion is different, AHP is used in this paper to calculate the weight
of each first grade criterion. Firstly, each DM should determine the importance among the criteria.
After the calculation, maximum cross entropy is used in the weight of each second grade criterion, the
specific measures are as follows:

For the criteria Cj (j = 1, 2, . . . , n), the deviation between alternative Ai (i = 1, 2, . . . , m) and other

alternatives At (t = 1, 2, . . . , m) as D
(
wj
)
=

m
∑

t=1
d
(
r̃ij, r̃tj

)
wj (t 6= i), and the total deviation between

all the alternatives and other alternatives as
.

D
(
wj
)
=

m
∑

i=1
D
(
wj
)
=

m
∑

i=1

m
∑

t=1
d
(
r̃ij, r̃tj

)
wj, for all criteria,

the total deviation between all the alternatives and other alternatives as
..
D
(
wj
)
=

m
∑

j=1

.
D
(
wj
)
=

n
∑

j=1

m
∑

i=1

m
∑

t=1
d
(
r̃ij, r̃tj

)
wj, if the partial weight information is known, according to Maximum Cross entropy,

nonlinear optimization model is constructed as:

max
..
D
(
wj
)
=

n
∑

j=1

m
∑

i=1

m
∑

t=1
d
(
r̃ij, r̃tj

)
wj

s.t.


wj ∈ P

n
∑

j=1
wj = 1 , P is partial known weight information

0 ≤ wj ≤ 1

(13)

Step 3. The collective weight vector of attributes w = (w1, w2, . . . , wn)
T is calculated as follows:

wj =
p

∑
k=1

vkwk
j (j = 1, 2, . . . , n) (14)

4.5. Phase IV—Construction of TIFNs Group Decision Matrix

The ek individual decision matrixes R̃k =
(

r̃k
ij

)
m×n

(k = 1, 2, . . . , p) can be aggregated into the

group decision matrix G̃ =
(

g̃ij

)
m×n

by using TIF-WA operator described in Definition 4, where:

g̃ij =
((

g1i
(
aj
)
, g2i

(
aj
)
, g3i

(
aj
))

; ugij , vgij

)
= TIF−WA(ã1

ij, ã2
ij, ..., ãp

ij)

=
p
∑

k=1
vk ãk

ij

=

(( p
∑

k=1
vkak

ij,
p
∑

k=1
vkak

ij,
p
∑

k=1
vkak

ij

)
; min

1≤k≤p

{
uk

ãij

}
, max

1≤k≤p

{
vk

ãij

}) (15)

4.6. Phase V—Selection of Best Alternative with VIKOR Method

Step 1. Determine the positive ideal solution A+ =
{

ã+1 , ã+2 , . . . , ã+n
}

and negative ideal solution
A− =

{
ã−1 , ã−2 , . . . , ã−n

}
, where

ã+j = ((max
1≤i≤z

{
r1i
(
aj
)}

, max
1≤i≤z

{
r2i
(
aj
)}

, max
1≤i≤z

{
r3i
(
aj
)}

); 1, 0) (16)

ã−j = (( min
1≤i≤z

{
r1i
(
aj
)}

, min
1≤i≤z

{
r2i
(
aj
)}

, min
1≤i≤z

{
r3i
(
aj
)}

); 0, 1) (17)
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Step 2. Calculate the group utility value and individual regret value of each alternative; Applied the
Hamming distance, the group utility value S(Ai) and individual regret value R(Ai) for alternative Ai
can be respectively calculated as follows:

S(Ai) =
n

∑
j=1

wj

d
(

ã+j , r̃ij

)
d
(

ã+j , ã−j
) (18)

R(Ai) = max
1≤j≤n

wj

d
(

ã+j , r̃ij

)
d
(

ã+j , ã−j
)
 (19)

where d is Hamming distance dh or Euclidean distance de.

Step 3. Calculate the degree of closeness of each alternative; Let S+ = min1≤i≤z{S(Ai)}, S− =

max1≤i≤z{S(Ai)}, R+ = min1≤i≤z{−R(Ai)}, and R− = max1≤i≤z{R(Ai)}. The closeness of
alternative Ai to the ideal solution can be calculated as follows:

Q(Ai) = λ
S(Ai)− S+

S− − S+
+ (1− λ)

R(Ai)− R+

R− − R+ (i = 1, 2, . . . , z) (20)

where the coefficient of decision mechanism λ is the weight of the strategy of maximum group utility,
and 1− λ is the weight of individual regret, λ ∈ [0, 1].

Step 4. Ranking the order of alternatives according to the increasing order of Q(Ai)(i = 1, 2, . . . , z) [32].

5. A Case Study of Beijing

5.1. Problem Statement

In order to promote the development of urban low-carbon energy-savings, Beijing has
comprehensively implemented the Thirteenth Five-Year plan, and vigorously promoted the
construction of charging infrastructures. In Beijing, as one of the first batch key demonstration
cities, the scale of the promotion and application of EVs has been on the top list. In this regard,
“Special planning of EVs charging infrastructure in Beijing (2016–2020)” has been promulgated, which
explicitly emphasizes that it is significant to construct charging facilities for residential communities.
The plan emphasized specifically the execution of an "electric community" action plan to solve the
difficulty of charging in residential communities.

On the basis of market demands and government support, an electric power company intends to
invest in building charging stations for EVs in residential communities in Beijing.

5.2. Procedure and Computation Results

First of all, for the sake of maximizing the benefits of the charging station construction, the
company decides to invite three experts (e1, e2, e3) as DMs and form an expert group to carry out the
site selection work in the light of Phase I. Specifically, the academic backgrounds of expert group consist
of various fields including engineering economy, sociology, environment, power system planning and
new energy respectively. In addition, all invited DMs should have high prestige, and at the same time,
a master degree and more than three years relevant working experience as the necessary conditions.
Moreover, the experts of the expert group play an essential role in the following two aspects: for one
thing, on the premise that brainstorming is the way that the experts fully discuss a topic with each
other, they not only study and work in their own field, but also learn about other fields with the mutual
assistance of the other experts. For another, the experts evaluate the performance of each alternative
EVCSRC site with regard to the sub-criteria by using linguistic variables.
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After a concrete detailed investigation, a total of six large communities (Ai, i = 1, 2, . . . , 6) are
chosen as alternatives, which are located in Haidian District, Chaoyang District, Changping District,
Fengtai District, Daxing District and Tongzhou District, as shown in Figure 4. These alternatives, with
typical features of a large residential community in Beijing, are suitable for construction.
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Figure 4. The geographical positions of the potential communities.

According to the relevant academic literature and a wealth of experience of the expert group, the
evaluation index system is established and its detailed description is in Section 3, which contains 5
criteria and 16 sub-criteria. C11,C12,C13,C32,C42,C51,C52 and C53 are the negative sub-criteria [27] and
C21,C22,C23,C31,C41,C43,C44 and C45 are the positive sub-criteria [27].

Then, the three experts of the group provide their preference for each large residential community
according to its performance linguistic information in consideration of each of the criterion values
stated in the form of TIFNs from VP to VG (see Table 1). Meanwhile, a maximum degree of membership
and a minimum degree of non-membership for each linguistic rating are provided as well. During
the evaluation, each expert should disregard the others and complete the questionnaires separately,
and the results are listed in Tables 2–4. According to Phase II in Step 2, the linguistic variables are
transformed into a series of TIFNs. After that, we normalize the decision matrices by Equation (9), and
the normalized matrices are listed in Tables A1–A3.
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Table 2. Linguistic ratings for the sub-criteria given by e1.

A1 A2 A3 A4 A5 A6

C11 (MG; 0.8,0.1) (G; 0.8,0.1) (VG; 0.8,0.1) (G; 0.7,0.2) (M; 0.8,0.1) (MP; 0.8,0.1)
C12 (G; 0.7,0.25) (G; 0.7,0.15) (G; 0.85,0.1) (G; 0.8,0.1) (MG; 0.8,0.15) (VG; 0.65,0.2)
C13 (P; 0.8,0.1) (P; 0.7,0.2) (M; 0.7,0.2) (MP; 0.75,0.1) (VP; 0.8,0.1) (MP; 0.75,0.2)
C21 (MG; 0.65,0.3) (G; 0.7,0.25) (VG; 0.75,0.2) (MG; 0.9,0.05) (P; 0.7,0.15) (VP; 0.7,0.25)
C22 (P; 0.8,0.1) (VG; 0.8,0.1) (MG; 0.85,0.1) (MG; 0.8,0.15) (M; 0.8,0.1) (M; 0.7,0.2)
C23 (MP; 0.8,0.1) (MG; 0.85,0.05) (VG; 0.9,0.05) (MG; 0.8,0.1) (MP; 0.85,0.05) (MP; 0.75,0.15)
C31 (MP; 0.75,0.2) (P; 0.8,0.15) (VG; 0.8,0.15) (M; 0.7,0.25) (M; 0.8,0.15) (MG; 0.8,0.15)
C32 (P; 0.8,0.1) (G; 0.8,0.1) (M; 0.75,0.15) (G; 0.7,0.2) (MG; 0.8,0.1) (M; 0.8,0.1)
C41 (VG; 0.7,0.2) (VG; 0.7,0.2) (MP; 0.8,0.1) (MP; 0.8,0.1) (MG; 0.8,0.1) (MG; 0.8,0.1)
C42 (MP; 0.8,0.1) (MG; 0.8,0.1) (M; 0.8,0.1) (G; 0.7,0.2) (G; 0.65,0.25) (P; 0.8,0.1)
C43 (MG; 0.7,0.2) (MP; 0.9,0) (P; 0.9,0) (MP; 0.85,0.05) (M; 0.7,0.2) (G; 0.8,0.1)
C44 (MG; 0.7,0.2) (M; 0.7,0.2) (MP; 0.7,0.2) (M; 0.65,0.25) (VG; 0.7,0.2) (G; 0.7,0.2)
C45 (M; 0.75,0.2) (G; 0.65,0.3) (M; 0.8,0.15) (G; 0.8,0.15) (G; 0.7,0.25) (P; 0.8,0.1)
C51 (G; 0.7,0.2) (VG; 0.8,0.1) (G; 0.85,0.1) (M; 0.9,0.1) (P; 0.8,0.1) (G; 0.8,0.1)
C52 (MP; 0.7,0.1) (MG; 0.7,0.15) (VG; 0.85,0.1) (MG; 0.8,0.1) (MP; 0.75,0.1) (VP; 0.7,0.1)
C53 (MG; 0.8,0.1) (G; 0.75,0.15) (G; 0.9,0.05) (G; 0.85,0.1) (G; 0.65,0.15) (VG; 0.75,0.1)

Table 3. Linguistic ratings for the sub-criteria given by e2.

A1 A2 A3 A4 A5 A6

C11 (MP; 0.75,0.2) (M; 0.9,0.05) (G; 0.9,0.05) (MG; 0.75,0.15) (MP; 0.8,0.15) (P; 0.75,0.2)
C12 (MG; 0.85,0.1) (G; 0.8,0.1) (G; 0.9,0.1) (MG; 0.65,0.25) (G; 0.75,0.2) (G; 0.8,0.25)
C13 (P; 0.7,0.2) (MP; 0.85,0.05) (MP; 0.85,0.1) (VP; 0.7,0.1) (P; 0.75,0.1) (M; 0.8,0.15)
C21 (M; 0.9,0.05) (MG; 0.75,0.2) (G; 0.7,0.2) (MG; 0.8,0.1) (VP; 0.8,0.15) (P; 0.8,0.15)
C22 (M; 0.8,0.05) (G; 0.8,0.05) (VG; 0.7,0.1) (G; 0.6,0.3) (MP; 0.7,0.15) (MP; 0.8,0.05)
C23 (MG; 0.7,0.1) (G; 0.7,0.15) (VG; 0.9,0.1) (G; 0.8,0.1) (MG; 0.75,0.1) (M; 0.7,0.1)
C31 (VP; 0.8,0.05) (MG; 0.8,0.05) (VG; 0.7,0.15) (MP; 0.75,0.1) (P; 0.8,0.05) (MP; 0.8,0.05)
C32 (MP; 0.8,0.1) (MG; 0.8,0.1) (MG; 0.8,0.1) (G; 0.8,0.1) (G; 0.8,0.1) (G; 0.8,0.1)
C41 (G; 0.9,0.05) (G; 0.9,0.05) (M; 0.7,0.25) (M; 0.7,0.25) (MG; 0.75,0.15) (MG; 0.75,0.15)
C42 (MG; 0.9,0.1) (MG; 0.9,0.1) (MG; 0.9,0.1) (G; 0.9,0.1) (G; 0.9,0.1) (MG; 0.9,0.1)
C43 (MG; 0.8,0.15) (P; 0.9,0.05) (VP; 0.85,0.1) (P; 0.85,0.1) (MP; 0.9,0.05) (VG; 0.85,0.1)
C44 (MG; 0.8,0.1) (M; 0.75,0.2) (M; 0.8,0.1) (MP; 0.8,0.1) (G; 0.8,0.1) (G; 0.7,0.2)
C45 (M; 0.7,0.1) (VG; 0.7,0.1) (G; 0.7,0.1) (MG; 0.7,0.1) (P; 0.7,0.1) (MP; 0.7,0.1)
C51 (M; 0.75,0.1) (MG; 0.8,0.1) (G; 0.85,0.1) (MG; 0.75,0.15) (M; 0.8,0.1) (P; 0.7,0.2)
C52 (MP; 0.8,0.1) (MG; 0.85,0.1) (VG; 0.9,0.05) (MG; 0.8,0.1) (MP; 0.85,0.1) (MP; 0.75,0.1)
C53 (G; 0.7,0.1) (VG; 0.75,0.2) (VG; 0.8,0.1) (VG; 0.65,0.1) (G; 0.8,0.15) (G; 0.85,0.1)

Table 4. Linguistic ratings for the sub-criteria given by e3.

A1 A2 A3 A4 A5 A6

C11 (M; 0.85,0.1) (MG; 0.85,0.1) (G; 0.8,0.1) (MG; 0.7,0.2) (M; 0.7,0.25) (P; 0.85,0.1)
C12 (G; 0.6,0.25) (MG; 0.85,0.05) (MG; 0.7,0.2) (G; 0.8,0.15) (MG; 0.75,0.15) (MG; 0.9,0.05)
C13 (VP; 0.65,0.2) (VP; 0.65,0.3) (P; 0.65,0.3) (P; 0.85,0.1) (VP; 0.75,0.2) (VP; 0.9,0.1)
C21 (MP; 0.7,0.2) (G; 0.8,0.15) (G; 0.85,0.1) (G; 0.7,0.15) (VP; 0.65,0.3) (P; 0.7,0.15)
C22 (MP; 0.8,0.15) (G; 0.8,0.15) (MG; 0.8,0.15) (M; 0.8,0.15) (P; 0.8,0.15) (VP; 0.8,0.15)
C23 (MP; 0.75,0.2) (VG; 0.8,0.1) (G; 0.85,0.1) (M; 0.85,0.1) (MP; 0.65,0.3) (MP; 0.85,0.1)
C31 (M; 0.8,0.15) (MP; 0.8,0.15) (MG; 0.8,0.15) (M; 0.7,0.25) (M; 0.6,0.35) (G; 0.8,0.15)
C32 (G; 0.75,0.1) (P; 0.75,0.1) (G; 0.75,0.1) (P; 0.75,0.1) (P; 0.75,0.1) (P; 0.75,0.1)
C41 (G; 0.8,0.15) (G; 0.8,0.15) (MG; 0.75,0.1) (MG; 0.8,0.1) (G; 0.75,0.2) (G; 0.75,0.2)
C42 (P; 0.9,0.05) (MG; 0.9,0.05) (M; 0.9,0.05) (G; 0.9,0.05) (MG; 0.9,0.05) (M; 0.9,0.05)
C43 (MG; 0.85,0.1) (M; 0.8,0.15) (MP; 0.9,0.05) (M; 0.75,0.25) (M; 0.9,0.05) (G; 0.95,0)
C44 (MP; 0.75,0.2) (VG; 0.8,0.1) (G; 0.85,0.1) (M; 0.85,0.1) (MP; 0.65,0.3) (MP; 0.85,0.1)
C45 (MG; 0.7,0.1) (G; 0.7,0.15) (VG; 0.85,0.1) (G; 0.8,0.1) (MG; 0.75,0.1) (M; 0.7,0.1)
C51 (P; 0.8,0.1) (VG; 0.8,0.1) (MG; 0.85,0.1) (MG; 0.8,0.15) (M; 0.8,0.1) (M; 0.7,0.2)
C52 (MG; 0.75,0.1) (G; 0.85,0.1) (VG; 0.85,0.05) (G; 0.8,0.1) (MG; 0.7,0.1) (M; 0.85,0.1)
C53 (G; 0.65,0.2) (G; 0.65,0.2) (VG; 0.85,0.15) (G; 0.75,0.2) (MG; 0.95,0) (G; 0.7,0.2)
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After the above stages, the subjective weights and the objective weights of attributes and the DMs
weights are calculated according to Phase III. First, the weights vector of DMs for alternative Ai with
respect to the criterion Ci can be calculated using Equations (10)–(12) as follow: VDMs = (v1,v2,v3)T =
(0.3210,0.3252,0.3538)T. And then the Equation (13) is used in calculating the weights of each criterion,
and the results are shown in Figure 5. The group decision matrix G̃ =

(
g̃ij

)
m×n

could be obtained

according to Equation (15), as shown in Table A4.Energies 2017, 10, 270 16 of 26 
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Further, according to Equations (16)–(17), the positive ideal solution and negative ideal solution
of the group decision matrix could be respectively obtained as follows:

A+ = {((0.59, 0.74, 0.9); 1, 0), ((0.1, 0.25, 0.4); 1, 0), ((0.72, 0.89, 0.98); 1, 0), ((0.7, 0.85, 0.97); 1, 0),
((0.7, 0.85, 0.97); 1, 0), ((0.75, 0.9, 0.98); 1, 0), ((0.69, 0.84, 0.93); 1, 0), ((0.36, 0.51, 0.67); 1, 0),

((0.72, 0.88, 1); 1, 0), ((0, 0.43, 0.58); 1, 0), ((0.72, 0.88, 1); 1, 0), ((0.55, 0.71, 0.83); 1, 0),
((0.7, 0.85, 0.97); 1, 0), ((0.7, 0.85, 0.93); 1, 0), ((0.8, 0.95, 1); 1, 0), ((0.75, 0.9, 1.02); 1, 0)}

A− = {((0.03, 0.15, 0.3); 0, 1), ((0.05, 0.18, 0.33); 0, 1), ((0.5, 0.65, 0.8); 0, 1), ((0.02, 0.1, 0.26); 0, 1),
((0.18, 0.3, 0.46); 0, 1), ((0.26, 0.41, 0.57); 0, 1), ((0.19, 0.32, 0.47); 0, 1), ((0.2, 0.35, 0.5); 0, 1),
((0.35, 0.5, 0.65); 0, 1), ((0, 0.17, 0.33); 0, 1), ((0.09, 0.2, 0.35); 0, 1), ((0.32, 0.47, 0.63); 0, 1),

((0.21, 0.37, 0.52); 0, 1), ((0.27, 0.42, 0.58); 0, 1), ((0.2, 0.32, 0.47); 0, 1), ((0.62, 0.77, 0.93); 0, 1)}

The group utility values and individual regret values for alternatives are calculated by
Equations (10)–(11), the process of calculation could be shown as follows:

S(A1) = 0.4636, S(A2) = 0.3927, S(A3) = 0.3744,
S(A4) = 0.4683, S(A5) = 0.5264, S(A6) = 0.4191,
R(A1) = 0.1111, R(A2) = 0.0962, R(A3) = 0.0692,
R(A4) = 0.0933, R(A5) = 0.1099, R(A6) = 0.0589.

Therefore, S+ = 0.3744, S− = 0.5264, R+ = 0.0589, R− = 0.1111.
Finally, the closeness of each alternative to the ideal solution can be computed by using

Equation (20). When corresponding coefficient of decision mechanism λ = 0.5, in that the decision
is computed through consensus among the different decision-makers, the sequence of the six
alternatives are provided in Table 5. Appendix B explains the algorithm and software of the proposed
framework implementation.
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Table 5. The collective comprehensive values and ranking orders of all alternatives when λ = 0.5.

λ Q(A1) Q(A2) Q(A3) Q(A4) Q(A5) Q(A6) Ranking Orders

0.5 0.7934 0.4180 0.0990 0.6390 0.9888 0.1469 A3 > A6 > A2 > A4 > A1 > A5

5.3. Sensitivity Analysis

Since the objective facts may deviate from subjective judgment of DMs, a sensitivity analysis
is proposed to inspect whether the results of a sequence will be qualitatively influenced when the
decision-making information changes. Different coefficients of the decision mechanism λ value may
cause different ranking results of the alternatives which can indicate the DMs’ attitudes will not always
stay the same.

Here, we measure the influence of change in λ value on the final ranking orders of the alternatives.
First, we let λ = 0.0, 0.1, 0.2, . . . , 1.0 respectively, which indicates the DMs’ different preferences, and
the changes of collective comprehensive values are shown in Figure 6.

1 

 

 

Figure 6. The collective comprehensive values of the alternatives.

From Figure 6, we could find the A4 and A5 are stable relatively no matter what λ is, but, A1, A2

and A3 are approximating to the best site gradually. On the contrary, A6 which is the best site firstly
but its collective comprehensive value increases progressively with the increase of λ, which means the
preferences of DMs have changed. To take a closer look at the results of sensitivity analysis, we could
find that the sequence of the alternatives stay the same when 0.4 ≤ λ ≤ 0.8 respectively. But when
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λ = 0.4, we can see that the top position of A3 and A6 exchange in the ranking of the alternatives, which
indicates some impact of the DMs’ attitudes changes on the decision making results.

Therefore, variation in the λ values provides flexibility for the DMs to make their subjective
preferences available. In real-life decision-making, each decision maker’s attitude can be considered
by the aforementioned method.

5.4. Comparative Analysis

In order to prove that the decision framework proposed above for the EVCSRC site selection based
on the VIKOR method is feasible and valid, a comparison based on the same illustrative examples
with the results of TOPSIS, PROMETHEE-II and ELECTRE-III is analyzed.

The ranking results of the TOPSIS method depends on the relative closeness RC(Ai) of
the alternative Ai by use of the Hamming distance, and the calculation results are shown in
Table 6. Different from two methods above, the net flow φ(Ai) is used to rank the alternatives
by PROMETHEE-II and ELECTRE-III. With regard to PROMETHEE-II, we calculate the preference
function Pk for the criterion by use of Gaussian Criterion on the basis of the group decision matrix
obtained by TIF−WA operator in Table A4 (Appendix A). The ranking orders are listed in Table 6
as well.

Table 6. The results of VIKOR, TOPSIS, PROMETHEE-II and ELECTRE-III.

Algorithm Calculation Results Ranking Orders

VIKOR
Q(A1) Q(A2) Q(A3) Q(A4) Q(A5) Q(A6)

A3 > A6 > A2 > A4 > A1 > A5
0.7934 0.4180 0.0990 0.6390 0.9888 0.1469

TOPSIS
RC(A1) RC(A2) RC(A3) RC(A4) RC(A5) RC(A6)

A3 > A2 > A6 > A4 > A1 > A5
0.5194 0.5978 0.6289 0.5360 0.4602 0.5675

PROMETHEE-II
φ(A1) φ(A2) φ(A3) φ(A4) φ(A5) φ(A6)

A3 > A6 > A4 > A1 > A2 > A5
−2.22×10−5 −2.96×10−6 4.56×10−5 −1.05×10−5 −3.39×10−5 2.39×10−5

ELECTRE-III
φ(A1) φ(A2) φ(A3) φ(A4) φ(A5) φ(A6)

A3 > A6 = A2 > A4 > A1 > A5
−1 1 2 0 −3 1

From Table 6, it can be seen that the best alternative is always A3 with the greatest relative
closeness to the ideal solution and the maximum of net flow which are the same as the result of the
VIKOR method. Meanwhile, the worst alternative is invariably A5. The main difference is that the
sequence of alternatives located in the places from 2 to 5. The reasons for changes could be interpreted
as follows:

The TOPSIS method determines a solution with the shortest distance from the ideal solution
and the farthest distance from the negative-ideal solution [33,68]. According to the formulation of
RC(Ai), the alternative A2 is better than A6, which can hold if D∗2 < D∗6 and D−2 > D−6 , where D∗

is the distance from the ideal and D− is the distance from the negative-ideal. But if we let A6 be an
alternative with D∗6 = D−6 and RC(A6) = 0.5, and all alternatives Ai(i = 1, 4) with D∗i > D∗6 and
D−i > D∗i are better ranked than A6. That means a ranking order determined by TOPSIS does not
always approach the ideal one. The TOPSIS method does not consider the relative importance of the
distances D∗ and D−. Beyond that, when in the decision mechanism of the VIKOR method λ = 0.9,
the ranking order is the same as the result of the TOPSIS method. That indicates the calculation results
of TOPSIS method are included in the results list of the VIKOR method with the different preferences
of the DMs.

The follow-up analysis is the PROMETHEE-II method. Compared with the VIKOR method,
the PROMETHEE-II method only considers maximum of group utility and individual regret is not
taken into account. Based on the observation results, the main difference is the ranking of A2 and A4.
According to the decision-making group’s opinions, the score of A2 is obviously superior to A4, but the
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ranking order of PROMETHEE-II method is that alternative A4 is better than A2.This is inconsistent
with the decision-making group’s preferences.

Besides, the ELECTRE-III method is also considered in our comparative analysis. From the
ranking results, the ELECTRE-III method cannot provide the places of A6 and A2 obviously so
that distinct decision results cannot be obtained. Moreover, the ELECTRE-III method pursues the
minimum of individual regret by using thresholds of indifference and preference without considering
the group utility.

By analyzing the reasons given above, the final ranking derived from the VIKOR method
A3 > A6 > A2 > A4 > A1 > A5 is more accurate and credible than the results obtained by the other
mentioned methods. Therefore, the VIKOR method provides the solution closer to the ideal one, and
provides a balance between the maximum group utility of the “majority” and the minimum individual
regret for the “opponent” at the same time. Moreover, it also takes into account the preferences of DMs.
As a result, the VIKOR method is more suitable than the other methods for EVCSRC site selection.

6. Conclusions

Site selection is a crucial procedure in the construction of EVCS. There are two problems and
limitations in the existing studies focused on this field. Firstly, the problems solved are so megascopic
that a lack of pertinence to actual urban functional areas occurs. Secondly, the uncertainty of decision
information is not well expressed. These problems lead to a lack of research significance and the
reduction of the evaluation effectiveness.

Therefore, this paper proposes a new comprehensive MCDM framework to solve the
aforementioned problems. It is based on the Fuzzy-VIKOR method under the environment of TIFNs
in the presence of multiple DMs to deal with the EVCS site selection focused on the residential
communities. The advantages of this decision framework are as follows: Firstly, a specialized
evaluation index system is established, which provides an effective reference and support for
construction of EVCSRC. Secondly, the uncertainty of information is fully described through the
conversion from linguistic variable into TIFNs. Thirdly, the Fuzzy-VIKOR method is used to rank
the alternatives, which helps DMs determine practicable and satisfactory EVCSRC site. Finally, when
applied to a case of Beijing with a sensitive analysis and a comparative analysis, the decision framework
shows excellent suitability and sufficient advantages. In the light of case calculation and analysis,
the best EVCSRC site located at Sijiqing community in Haidian district received recognition from the
expert group and investors.

In conclusion, this proposed decision framework not only overcomes the deficiencies of other
studies, but also defines the tasks from different stages and achieves an applicable and reasonable
EVCSRC site for investors.
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Appendix A

Table A1. The normalized decision matrix given by e1.

A1 A2 A3 A4 A5 A6

C11
((0.16,0.32,0.4);

0.8,0.1)
((0.05,0.2,0.35);

0.8,0.1)
((0,0.05,0.2);

0.8,0.1)
((0,0.16,0.32);

0.7,0.2)
((0.32,0.47,0.63);

0.8,0.1)
((0.5,0.65,0.8);

0.8,0.1)

C12
((0,0.16,0.32);

0.7,0.25)
((0.05,0.2,0.35);

0.7,0.15)
((0.05,0.2,0.35);

0.85,0.1)
((0,0.16,0.32);

0.8,0.1)
((0.16,0.32,0.47);

0.8,0.15)
((0,0.05,0.2);

0.65,0.2)

C13
((0.63,0.79,0.9);

0.8,0.1)
((0.65,0.8,0.95);

0.7,0.2)
((0.35,0.5,0.65);

0.7,0.2)
((0.47,0.63,0.79);

0.75,0.1)
((0.79,0.95,1);

0.8,0.1)
((0.5,0.65,0.8);

0.75,0.2)

C21
((0.5,0.65,0.8);

0.65,0.3)
((0.65,0.8,0.95);

0.7,0.25)
((0.8,0.95,1);

0.75,0.2)
((0.53,0.68,0.84);

0.9,0.05)
((0.05,0.2,0.35);

0.7,0.15)
((0,0.05,0.21);

0.7,0.25)

C22
((0.05,0.2,0.35);

0.8,0.1)
((0.8,0.95,1);

0.8,0.1)
((0.5,0.65,0.8);

0.85,0.1)
((0.53,0.68,0.84);

0.8,0.15)
((0.35,0.5,0.65);

0.8,0.1)
((0.37,0.53,0.68);

0.7,0.2)

C23
((0.2,0.35,0.5);

0.8,0.1)
((0.5,0.65,0.8);

0.85,0.05)
((0.8,0.95,1);

0.9,0.05)
((0.53,0.68,0.84);

0.8,0.1)
((0.2,0.35,0.5);

0.85,0.05)
((0.21,0.37,0.53);

0.75,0.15)

C31
((0.2,0.35,0.5);

0.75,0.2)
((0.05,0.2,0.35);

0.8,0.15)
((0.8,0.95,1);

0.8,0.15)
((0.37,0.53,0.68);

0.7,0.25)
((0.35,0.5,0.65);

0.8,0.15)
((0.53,0.68,0.84);

0.8,0.15)

C32
((0.63,0.79,0.95);

0.8,0.1)
((0.05,0.2,0.35);

0.8,0.1)
((0.35,0.5,0.65);

0.75,0.15)
((0,0.16,0.32);

0.7,0.2)
((0.16,0.32,0.47);

0.8,0.1)
((0.35,0.5,0.65);

0.8,0.1)

C41
((0.8,0.95,1);

0.7,0.2)
((0.8,0.95,1);

0.7,0.2)
((0.2,0.35,0.5);

0.8,0.1)
((0.21,0.37,0.53);

0.8,0.1)
((0.5,0.65,0.8);

0.8,0.1)
((0.53,0.68,0.84);

0.8,0.1)

C42
((0.47,0.63,0.79);

0.8,0.1)
((0.2,0.35,0.5);

0.8,0.1)
((0.35,0.5,0.65);

0.8,0.1)
((0,0.16,0.32);

0.7,0.2)
((0,0.16,0.32);

0.65,0.25)
((0.65,0.8,0.95);

0.8,0.1)

C43
((0.5,0.65,0.8);

0.7,0.2)
((0.2,0.35,0.5);

0.9,0)
((0.05,0.2,0.35);

0.9,0)
((0.21,0.37,0.53);

0.85,0.05)
((0.35,0.5,0.65);

0.7,0.2)
((0.68,0.84,1);

0.8,0.1)

C44
((0.5,0.65,0.8);

0.7,0.2)
((0.35,0.5,0.65);

0.7,0.2)
((0.2,0.35,0.5);

0.7,0.2)
((0.37,0.53,0.68);

0.65,0.25)
((0.8,0.95,1);

0.7,0.2)
((0.68,0.84,1);

0.7,0.2)

C45
((0.35,0.5,0.65);

0.75,0.2)
((0.65,0.8,0.95);

0.65,0.3)
((0.35,0.5,0.65);

0.8,0.15)
((0.68,0.84,1);

0.8,0.15)
((0.65,0.8,0.95);

0.7,0.25)
((0.05,0.21,0.37);

0.8,0.1)

C51
((0.65,0.8,0.95);

0.7,0.2)
((0.8,0.95,1);

0.8,0.1)
((0.65,0.8,0.95);

0.85,0.1)
((0.37,0.53,0.68);

0.9,0.1)
((0.05,0.2,0.35);

0.8,0.1)
((0.68,0.84,1);

0.8,0.1)

C52
((0.2,0.35,0.5);

0.7,0.1)
((0.5,0.65,0.8);

0.7,0.15)
((0.8,0.95,1);

0.85,0.1)
((0.53,0.68,0.84);

0.8,0.1)
((0.2,0.35,0.5);

0.75,0.1)
((0,0.05,0.21);

0.7,0.1)

C53
((0.5,0.65,0.8);

0.8,0.1)
((0.65,0.8,0.95);

0.75,0.15)
((0.65,0.8,0.95);

0.9,0.05)
((0.68,0.84,1);

0.85,0.1)
((0.65,0.8,0.95);

0.65,0.15)
((0.84,1,1.05);

0.75,0.1)

Table A2. The normalized decision matrix given by e2.

A1 A2 A3 A4 A5 A6

C11
((0.47,0.63,0.79);

0.75,0.2)
((0.35,0.5,0.65);

0.9,0.05)
((0.05,0.2,0.35);

0.9,0.05)
((0.2,0.35,0.5);

0.75,0.15)
((0.47,0.63,0.79);

0.8,0.15)
((0.63,0.79,0.95);

0.75,0.2)

C12
((0.16,0.32,0.47);

0.85,0.1)
((0.05,0.2,0.35);

0.8,0.1)
((0.05,0.2,0.35);

0.9,0.1)
((0.2,0.35,0.5);

0.65,0.25)
((0,0.16,0.32);

0.75,0.2)
((0,0.16,0.32);

0.8,0.25)

C13
((0.63,0.79,0.95);

0.7,0.2)
((0.5,0.65,0.8);

0.85,0.05)
((0.5,0.65,0.8);

0.85,0.1)
((0.8,0.95,1);

0.7,0.1)
((0.63,0.79,0.95);

0.75,0.1)
((0.32,0.47,0.63);

0.8,0.15)

C21
((0.37,0.53,0.68);

0.9,0.05)
((0.5,0.65,0.8);

0.75,0.2)
((0.65,0.8,0.95);

0.7,0.2)
((0.53,0.68,0.84);

0.8,0.1)
((0,0.05,0.21);

0.8,0.15)
((0.05,0.2,0.35);

0.8,0.15)

C22
((0.37,0.53,0.68);

0.8,0.05)
((0.65,0.8,0.95);

0.8,0.05)
((0.8,0.95,1);

0.7,0.1)
((0.68,0.84,1);

0.6,0.3)
((0.21,0.37,0.53);

0.7,0.15)
((0.2,0.35,0.5);

0.8,0.05)

C23
((0.53,0.68,0.84);

0.7,0.1)
((0.65,0.8,0.95);

0.7,0.15)
((0.8,0.95,1);

0.9,0.1)
((0.68,0.84,1);

0.8,0.1)
((0.53,0.68,0.84);

0.75,0.1)
((0.35,0.5,0.65);

0.7,0.1)

C31
((0,0.05,0.21);

0.8,0.05)
((0.5,0.65,0.8);

0.8,0.05)
((0.8,0.95,1);

0.7,0.15)
((0.21,0.37,0.53);

0.75,0.1)
((0.05,0.21,0.37);

0.8,0.05)
((0.2,0.35,0.5);

0.8,0.05)

C32
((0.47,0.63,0.79);

0.8,0.1)
((0.2,0.35,0.5);

0.8,0.1)
((0.2,0.35,0.5);

0.8,0.1)
((0.05,0.2,0.35);

0.8,0.1)
((0,0.16,0.32);

0.8,0.1)
((0,0.16,0.32);

0.8,0.1)

C41
((0.68,0.84,1);

0.9,0.05)
((0.65,0.8,0.95);

0.9,0.05)
((0.35,0.5,0.65);

0.7,0.25)
((0.37,0.53,0.68);

0.7,0.25)
((0.53,0.68,0.84);

0.75,0.15)
((0.5,0.65,0.8);

0.75,0.15)

C42
((0.16,0.32,0.47);

0.9,0.1)
((0.2,0.35,0.5);

0.9,0.1)
((0.2,0.35,0.5);

0.9,0.1)
((0.05,0.2,0.35);

0.9,0.1)
((0,0.16,0.32);

0.9,0.1)
((0.16,0.32,0.47);

0.9,0.1)

C43
((0.53,0.68,0.84);

0.8,0.15)
((0.05,0.2,0.35);

0.9,0.05)
((0,0.05,0.2);

0.85,0.1)
((0.05,0.21,0.37);

0.85,0.1)
((0.21,0.37,0.53);

0.9,0.05)
((0.8,0.95,1);

0.85,0.1)

C44
((0.53,0.68,0.84);

0.8,0.1)
((0.35,0.5,0.65);

0.75,0.2)
((0.35,0.5,0.65);

0.8,0.1)
((0.21,0.37,0.53);

0.8,0.1)
((0.68,0.84,1);

0.8,0.1)
((0.65,0.8,0.95);

0.7,0.2)

C45
((0.37,0.53,0.68);

0.7,0.1)
((0.8,0.95,1);

0.7,0.1)
((0.65,0.8,0.95);

0.7,0.1)
((0.53,0.68,0.84);

0.7,0.1)
((0.05,0.21,0.37);

0.7,0.1)
((0.2,0.35,0.5);

0.7,0.1)

C51
((0.37,0.53,0.68);

0.75,0.1)
((0.5,0.65,0.8);

0.8,0.1)
((0.65,0.8,0.95);

0.85,0.1)
((0.53,0.68,0.84);

0.75,0.15)
((0.37,0.53,0.68);

0.8,0.1)
((0.05,0.2,0.35);

0.7,0.2)

C52
((0.21,0.37,0.53);

0.8,0.1)
((0.5,0.65,0.8);

0.85,0.1)
((0.8,0.95,1);

0.9,0.05)
((0.53,0.68,0.84);

0.8,0.1)
((0.21,0.37,0.53);

0.85,0.1)
((0.2,0.35,0.5);

0.75,0.1)

C53
((0.68,0.84,1);

0.7,0.1)
((0.8,0.95,1);

0.75,0.2)
((0.8,0.95,1);

0.7,0.1)
((0.84,1,1.05);

0.65,0.1)
((0.68,0.84,1);

0.8,0.15)
((0.65,0.8,0.95);

0.85,0.1)
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Table A3. The normalized decision matrix given by e3.

A1 A2 A3 A4 A5 A6

C11
((0.32,0.47,0.63);

0.85,0.1)
((0.2,0.35,0.5);

0.85,0.1)
((0.05,0.2,0.35);

0.8,0.1)
((0.16,0.32,0.47);

0.7,0.2)
((0.19,0.38,0.56);

0.7,0.25)
((0.63,0.79,0.95);

0.85,0.1)

C12
((0,0.16,0.32);

0.6,0.25)
((0.2,0.35,0.5);

0.85,0.05)
((0.2,0.35,0.5);

0.7,0.2)
((0,0.16,0.32);

0.8,0.15)
((0,0.19,0.38);

0.75,0.15)
((0.16,0.32,0.47);

0.9,0.05)

C13
((0.79,0.95,1);

0.65,0.2)
((0.8,0.95,1);

0.65,0.3)
((0.65,0.8,0.95);

0.65,0.3)
((0.63,0.79,0.95);

0.85,0.1)
((0.75,0.94,1);

0.75,0.2)
((0.79,0.95,1);

0.9,0.1)

C21
((0.21,0.37,0.53);

0.7,0.2)
((0.65,0.8,0.95);

0.8,0.15)
((0.65,0.8,0.95);

0.85,0.1)
((0.68,0.84,1);

0.7,0.15)
((0,0.05,0.21);

0.65,0.3)
((0.05,0.21,0.37);

0.7,0.15)

C22
((0.21,0.37,0.53);

0.8,0.15)
((0.65,0.8,0.95);

0.8,0.15)
((0.5,0.65,0.8);

0.8,0.15)
((0.37,0.53,0.68);

0.8,0.15)
((0.05,0.21,0.37);

0.8,0.15)
((0,0.05,0.21);

0.8,0.15)

C23
((0.21,0.37,0.53);

0.75,0.2)
((0.8,0.95,1);

0.8,0.1)
((0.65,0.8,0.95);

0.85,0.1)
((0.37,0.53,0.68);

0.85,0.1)
((0.21,0.37,0.53);

0.65,0.3)
((0.21,0.37,0.53);

0.85,0.1)

C31
((0.37,0.53,0.68);

0.8,0.15)
((0.2,0.35,0.5);

0.8,0.15)
((0.5,0.65,0.8);

0.8,0.15)
((0.37,0.53,0.68);

0.7,0.25)
((0.37,0.53,0.68);

0.6,0.35)
((0.68,0.84,1);

0.8,0.15)

C32
((0,0.16,0.32);

0.75,0.1)
((0.65,0.8,0.95);

0.75,0.1)
((0.05,0.2,0.35);

0.75,0.1)
((0.63,0.79,0.95);

0.75,0.1)
((0.56,0.75,0.94);

0.75,0.1)
((0.63,0.79,0.95);

0.75,0.1)

C41
((0.68,0.84,1);

0.8,0.15)
((0.65,0.8,0.95);

0.8,0.15)
((0.5,0.65,0.8);

0.75,0.1)
((0.53,0.68,0.84);

0.8,0.1)
((0.68,0.84,1);

0.75,0.2)
((0.68,0.84,1);

0.75,0.2)

C42
((0.63,0.79,0.95);

0.9,0.05)
((0.2,0.35,0.5);

0.9,0.05)
((0.35,0.5,0.65);

0.9,0.05)
((0,0.16,0.32);

0.9,0.05)
((0,0.19,0.38);

0.9,0.05)
((0.32,0.47,0.63);

0.9,0.05)

C43
((0.53,0.68,0.84);

0.85,0.1)
((0.35,0.5,0.65);

0.8,0.15)
((0.2,0.35,0.5);

0.9,0.05)
((0.37,0.53,0.68);

0.75,0.25)
((0.37,0.53,0.68);

0.9,0.05)
((0.68,0.84,1);

0.95,0)

C44
((0.21,0.37,0.53);

0.75,0.2)
((0.8,0.95,1);

0.8,0.1)
((0.65,0.8,0.95);

0.85,0.1)
((0.37,0.53,0.68);

0.85,0.1)
((0.21,0.37,0.53);

0.65,0.3)
((0.21,0.37,0.53);

0.85,0.1)

C45
((0.53,0.68,0.84);

0.7,0.1)
((0.65,0.8,0.95);

0.7,0.15)
((0.8,0.95,1);

0.85,0.1)
((0.68,0.84,1);

0.8,0.1)
((0.53,0.68,0.84);

0.75,0.1)
((0.37,0.53,0.68);

0.7,0.1)

C51
((0.05,0.21,0.37);

0.8,0.1)
((0.8,0.95,1);

0.8,0.1)
((0.5,0.65,0.8);

0.85,0.1)
((0.53,0.68,0.84);

0.8,0.15)
((0.37,0.53,0.68);

0.8,0.1)
((0.37,0.53,0.68);

0.7,0.2)

C52
((0.53,0.68,0.84);

0.75,0.1)
((0.65,0.8,0.95);

0.85,0.1)
((0.8,0.95,1);

0.85,0.05)
((0.68,0.84,1);

0.8,0.1)
((0.53,0.68,0.84);

0.7,0.1)
((0.37,0.53,0.68);

0.85,0.1)

C53
((0.68,0.84,1);

0.65,0.2)
((0.65,0.8,0.95);

0.65,0.2)
((0.8,0.95,1);

0.85,0.15)
((0.68,0.84,1);

0.75,0.2)
((0.53,0.68,0.84);

0.95,0)
((0.68,0.84,1);

0.7,0.2)

Table A4. The group decision matrix obtained by the TIF-WA operator.

A1 A2 A3 A4 A5 A6

C11
((0.32,0.47,0.63);

0.75,0.2)
((0.2,0.35,0.5);

0.8,0.1)
((0.03,0.15,0.3);

0.8,0.1)
((0.12,0.28,0.43);

0.7,0.2)
((0.32,0.49,0.66);

0.7,0.25)
((0.59,0.74,0.9);

0.75,0.2)

C12
((0.05,0.21,0.37);

0.6,0.25)
((0.1,0.25,0.4);

0.7,0.15)
((0.1,0.25,0.4);

0.7,0.2)
((0.07,0.22,0.38);

0.65,0.25)
((0.05,0.22,0.39);

0.75,0.2)
((0.06,0.18,0.33);

0.65,0.25)

C13
((0.69,0.85,0.97);

0.65,0.2)
((0.65,0.8,0.92);

0.65,0.3)
((0.5,0.65,0.8);

0.65,0.3)
((0.64,0.79,0.91);

0.7,0.1)
((0.72,0.89,0.98);

0.75,0.2)
((0.54,0.7,0.82);

0.75,0.2)

C21
((0.35,0.51,0.67);

0.65,0.3)
((0.6,0.75,0.9);

0.7,0.25)
((0.7,0.85,0.97);

0.7,0.2)
((0.58,0.74,0.9);

0.7,0.15)
((0.02,0.1,0.26);

0.65,0.3)
((0.03,0.16,0.31);

0.7,0.25)

C22
((0.21,0.37,0.52);

0.8,0.15)
((0.7,0.85,0.97);

0.8,0.15)
((0.6,0.75,0.87);

0.7,0.15)
((0.52,0.68,0.84);

0.6,0.3)
((0.2,0.35,0.51);

0.7,0.15)
((0.18,0.3,0.46);

0.7,0.2)

C23
((0.31,0.47,0.62);

0.7,0.2)
((0.65,0.8,0.92);

0.7,0.15)
((0.75,0.9,0.98);

0.85,0.1)
((0.52,0.68,0.84);

0.8,0.1)
((0.31,0.47,0.62);

0.65,0.3)
((0.26,0.41,0.57);

0.7,0.15)

C31
((0.19,0.32,0.47);

0.75,0.2)
((0.25,0.4,0.55);

0.8,0.15)
((0.69,0.84,0.93);

0.7,0.15)
((0.32,0.47,0.63);

0.7,0.25)
((0.26,0.42,0.57);

0.6,0.35)
((0.48,0.63,0.79);

0.8,0.15)

C32
((0.36,0.51,0.67);

0.75,0.1)
((0.31,0.46,0.6);

0.75,0.1)
((0.2,0.35,0.5);

0.75,0.15)
((0.24,0.4,0.55);

0.7,0.2)
((0.25,0.42,0.59);

0.75,0.1)
((0.34,0.49,0.65);

0.75,0.1)

C41
((0.72,0.88,1);

0.7,0.2)
((0.7,0.85,0.97);

0.7,0.2)
((0.35,0.5,0.65);

0.7,0.25)
((0.37,0.53,0.69);

0.7,0.25)
((0.57,0.73,0.88);

0.75,0.2)
((0.57,0.73,0.88);

0.75,0.2)

C42
((0.43,0.58,0.74);

0.8,0.1)
((0.2,0.35,0.5);

0.8,0.1)
((0.3,0.45,0.6);

0.8,0.1)
((0.02,0.17,0.33);

0.7,0.2)
((0,0.17,0.34);

0.65,0.25)
((0.37,0.53,0.68);

0.8,0.1)

C43
((0.52,0.67,0.83);

0.7,0.2)
((0.2,0.35,0.5);

0.8,0.15)
((0.09,0.2,0.35);

0.85,0.1)
((0.22,0.37,0.53);

0.75,0.25)
((0.31,0.47,0.62);

0.7,0.2)
((0.72,0.88,1);

0.8,0.1)

C44
((0.41,0.56,0.72);

0.7,0.2)
((0.51,0.66,0.7);

0.7,0.2)
((0.41,0.56,0.71);

0.7,0.2)
((0.32,0.47,0.63);

0.65,0.25)
((0.55,0.71,0.83);

0.65,0.3)
((0.51,0.66,0.82);

0.7,0.2)

C45
((0.42,0.57,0.73);

0.7,0.2)
((0.7,0.85,0.97);

0.65,0.3)
((0.61,0.76,0.87);

0.7,0.15)
((0.63,0.79,0.95);

0.7,0.15)
((0.41,0.57,0.72);

0.7,0.25)
((0.21,0.37,0.52);

0.7,0.1)

C51
((0.35,0.5,0.66);

0.7,0.2)
((0.7,0.85,0.93);

0.8,0.1)
((0.6,0.75,0.9);

0.85,0.1)
((0.48,0.63,0.79);

0.75,0.15)
((0.27,0.42,0.58);

0.8,0.1)
((0.37,0.52,0.68);

0.7,0.2)

C52
((0.32,0.47,0.63);

0.7,0.1)
((0.55,0.7,0.85);

0.7,0.15)
((0.8,0.95,1);

0.85,0.1)
((0.58,0.74,0.9);

0.8,0.1)
((0.32,0.47,0.63);

0.7,0.1)
((0.2,0.32,0.47);

0.7,0.1)

C53
((0.63,0.78,0.94);

0.65,0.2)
((0.7,0.85,0.97);
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Figure A1. The flowchart of algorithm implementation about proposed framework.
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