Investigation of the Dynamic Melting Process in a Thermal Energy Storage Unit Using a Helical Coil Heat Exchanger
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Abstract: In this study, the dynamic melting process of the phase change material (PCM) in a vertical cylindrical tube-in-tank thermal energy storage (TES) unit was investigated through numerical simulations and experimental measurements. To ensure good heat exchange performance, a concentric helical coil was inserted into the TES unit to pipe the heat transfer fluid (HTF). A numerical model using the computational fluid dynamics (CFD) approach was developed based on the enthalpy-porosity method to simulate the unsteady melting process including temperature and liquid fraction variations. Temperature measurements using evenly spaced thermocouples were conducted, and the temperature variation at three locations inside the TES unit was recorded. The effects of the HTF inlet parameters were investigated by parametric studies with different temperatures and flow rate values. Reasonably good agreement was achieved between the numerical prediction and the temperature measurement, which confirmed the numerical simulation accuracy. The numerical results showed the significance of buoyancy effect for the dynamic melting process. The system TES performance was very sensitive to the HTF inlet temperature. By contrast, no apparent influences can be found when changing the HTF flow rates. This study provides a comprehensive solution to investigate the heat exchange process of the TES system using PCM.
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1. Introduction

Over the last decade, a variety of solar energy utilization systems have been extensively used in actual applications [1–19]. These systems are deemed to be an attractive approach for solving global energy shortage problems due to its renewable and sustainable nature. However, the harvesting of solar energy varies intensely during different times, weather, and seasons, which inhibits the further application of the technology [20]. To further improve the system flexibility, thermal energy storage (TES) units are employed as an indispensable component in the system. Figure 1 illustrates a solar assisted heat pump (SAHP) system using a TES unit, which consists of several components including a solar collector, TES unit and heat pump. During the daytime, the thermal energy gathered by the solar collector is stored in the TES unit, while during the evening or on cloudy days, when the solar radiation drops down to zero or is at an insufficient level, the previously stored thermal energy is released as a low-grade heat source to the evaporator. Therefore, a balance between the energy supply and demands is achieved, which greatly improves the system durability.
In general, TES systems can be divided into two types: sensible heat thermal energy storage (SHTES) systems and latent heat thermal energy storage (LHTES) systems [21]. Compared to the widely used SHTES systems, LHTES systems provide a more promising TES solution [22]. By using phase change materials (PCMs), these systems can provide better energy storage density with small thermal fluctuations.

Numerous experimental studies have been performed in this area [23–27]. Dannemand et al. [23] studied cylindrical PCM systems utilizing stable super-cooling sodium acetate trihydrate composites. They found that low heat exchange capacity was due to limited convection in the molten PCM. Yazici et al. [24] investigated the effect of inner tube orientations on the melting behavior of paraffin. Their results demonstrated that the inner tube eccentricity was closely linked with the melting process. Murray and Groulx [25,26] studied the phase change process of dodecanoic acid under various charging and discharging conditions. They found that the natural convection played a significant role during the charging process, but became negligible during the discharging process. Gasia et al. [27] studied the dynamic melting based on a cylindrical shell-and-tube system using water as PCM. The heat transfer coefficient of the system increased due to the forced convection of the liquid PCM.

Analytical approaches provide an alternative solution. Kalaiselvam et al. [28] presented an analytical solution to locate interface locations over time. They found that the total solidification time depends on Stefan number and heat generation parameter, whereas the total melting time depended on equivalent thermal conductivity. Mosaffa et al. [29] proposed an approximate model for a two-dimensional solidification process in a shell-and-tube finned thermal storage system. The PCM solid phase variation over time was monitored and compared with the cylindrical shell and rectangular storage arrangements. Xu et al. [30] developed a mathematical model to analyze the overall exergy efficiency of combined charging-discharging processes using different kinds of PCMs and HTFs. Their results showed that the overall exergy efficiency can be improved by increasing the heat transfer units. Bechiri and Mansouri [31,32] developed an analytical solution for a shell-and-tube LHTES unit by applying an exponential integral function and a variables separation technique. Based on the analytical model, the effects of natural convection, HTF mass flow rate, outer tube radius, and pipe length on charging and discharging process were investigated.

Recently, numerical simulations using the computational fluid dynamics (CFD) approach have attracted considerable attention in this field. Compared to the experimental and analytical approaches, numerical simulations are more effective in dealing with influential factors, such as natural convection [33–39], geometric configuration [33–36], dynamic melting process [37] and non-dimensional number [38], etc. Fan et al. [33] studied a constrained melting process in a circumferentially finned thermal storage system. The influence of fin height on the TES performance was revealed. Li and Wu [34] analyzed the TES performance with multiple geometric configurations and PCMs. Their results showed that the melting and solidification time of a TES unit with fins can be
shortened by at least 14%. Xiao and Zhang [35,36] investigated the heat transfer in a tube-and-shell storage tank using paraffin/enlarged graphite composite PCMs. They found that the type of PCM, HTF temperatures and flow rates dominate the TES performance. Tay et al. [37] studied a dynamic melting in a tube-in-tank PCM storage system, which involves forced recirculation of melted PCM. The melting process was greatly accelerated compared to that based on natural convection. Archibold et al. [38] investigated the effects of the Grashof and Stefan numbers on TES performance. It was found that increasing the Grashof number from $1.32 \times 10^4$ to $2.06 \times 10^5$ can strengthen the heat transfer. Also for a constant Grashof number ($9.09 \times 10^4$), the PCM melted at a faster rate when the Stefan number increased from 0.077 to 0.097. Fornarelli et al. [39] identified the natural convective flows within the molten PCM by temperature gradients and gravity, and the enhanced heat flux can reduce 30% of the charging time. Tao and Carey [40] sequenced the PCM thermal properties affecting TES performance, which was in the order of melting temperature, thermal conductivity, specific heat, density and melting enthalpy, successively.

For the tube-in-tank LHTES system, thermal resistance dominates within the PCM. To accelerate the latent thermal energy storage process, one of the most effective methods is extending the heat transfer area [37], such as using coil tubes. Compared to the serial coil tube, a helical coil tube is easier to install and has a greater heat transfer coefficient due to the secondary flow of fluid [41]. Although numerous studies that have been conducted on LHTES systems, most of them were based on heat exchangers with straight tube. Studies on the enhancement of heat transfer performance in tube-in-tank LHTES systems by applying helical coil tubes are relatively scarce in the published literature. In order to get a rapid charging speed, an enhanced heat exchanger using a concentric helical coil tube was applied in a vertical cylindrical LHTES in this study. The dynamic PCM melting process was comprehensively studied through numerical modelling and experimental measurement. The dynamic melting process of the PCM including temperature and liquid fraction variations were analyzed in detail.

2. Experimental Modelling

2.1. Thermal Energy Storage (TES) Unit

Figure 2 presents the configuration of the cylindrical TES unit which was used in this study, including a helical coil heat exchanger and a cylindrical shell. The heat exchanger was made of copper to ensure good thermal conductivity. The inner diameter and thickness of the helical coil tube ($d_h$) was 15 and 1 mm, respectively. The coil pitch ($l_h$) was 80 mm and the coil diameter ($D_h$) was 140 mm. The shell was made of polyethylene to endure good strength, flexibility, and thermal stability. The shell height ($H_s$) was 1600 mm and the shell diameter ($D_s$) was 200 mm. The HTF outlet was located at the center of the cylinder, the distance between the inlet and outlet was 70 mm. In this study, water was used as HTF and paraffin (RT54HC)/2 wt % expand graphite composite was used as PCM. The thermophysical properties of PCM and HTF are listed in Table 1.

<table>
<thead>
<tr>
<th>Property</th>
<th>PCM</th>
<th>HTF (60 °C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, $\rho$ (kg/m$^3$)</td>
<td>850</td>
<td>983.2</td>
</tr>
<tr>
<td>Specific heat, $q_s$ (J/(kg·K))</td>
<td>1800</td>
<td>4182</td>
</tr>
<tr>
<td>Melting temperature, $T_m$ (°C)</td>
<td>54</td>
<td>-</td>
</tr>
<tr>
<td>Latent heat, $L$ (kJ/kg)</td>
<td>168</td>
<td>-</td>
</tr>
<tr>
<td>Thermal conductivity, $k$ (W/(m·K))</td>
<td>0.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Thermal expansion coefficient, $a$ (1/K)</td>
<td>$3.08 \times 10^{-4}$</td>
<td>-</td>
</tr>
<tr>
<td>Dynamic viscosity, $\mu$ (kg/(m·s))</td>
<td>$3.65 \times 10^{-3}$</td>
<td>$4.688 \times 10^{-4}$</td>
</tr>
</tbody>
</table>
2.2. Experimental System Setup

Figures 3 and 4 show a schematic diagram and photos of the experimental platform. The experimental platform mainly consisted of four flat plate solar collectors, a cylindrical TES unit, a pump, a glass flow meter, an electric heater, an expansion tank and connecting pipes.

Figure 2. Schematic diagram of the cylindrical TES unit: (a) 3D geometry; (b) Cross section.

Figure 3. Schematic diagram of the experimental platform (→charging flow route, →discharging flow route).
The electric heater acts as an auxiliary resource when the sunshine is not sufficient. The circulation pump was a centrifugal type (15WG-200C) (PANDA, Shanghai, China) with a rated flow rate of 1.5 m$^3$/h and rated head of 20 m. The electric heater with temperature controller (the offset uncertainty was ±0.5 °C) and variable heating powers from 1 kW to 6 kW. Cold water (30 °C) was connected to discharge the TES unit and ensure identical temperature initial conditions for each experiment. The operation modes of the experimental platform are listed in Table 2.

<table>
<thead>
<tr>
<th>Operation Mode</th>
<th>On</th>
<th>Off</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charging mode (constant HTF inlet temperature)</td>
<td>Valve 1, Valve 2, Valve 3, Charging Pump</td>
<td>Valve 4, Valve 5, Valve 6, Valve 7, Discharging Pump</td>
</tr>
<tr>
<td>Charging mode (variable HTF inlet temperature)</td>
<td>Valve 1, Valve 3, Valve 6, Valve 7, Valve 8, Valve 9, Charging Pump</td>
<td>Valve 2, Valve 4, Valve 5, Discharging Pump</td>
</tr>
<tr>
<td>Discharging mode</td>
<td>Valve 4, Valve 5, Discharging Pump</td>
<td>Valve 1, Valve 2, Valve 3, Valve 6, Valve 7, Valve 8, Valve 9, Charging Pump</td>
</tr>
</tbody>
</table>

The temperature distribution of the PCM inside the TES unit was measured by three T-Type thermocouples at three locations (T1-T3 in Figure 5). Another two T-Type thermocouples (T4-T5 in Figure 5) were placed at the inlet and outlet of the TES unit to monitor the temperature of the heat transfer fluid (HTF). All five thermocouples were pre-calibrated (offset uncertainty: ±0.5 °C) and connected to a 34972A data acquisition instrument (Agilent, Santa Clara, CA, USA). The HTF flow rate
was measured by the flow meter (offset uncertainty: ±0.2%). The exterior surfaces of the TES unit and HTF pipes were wrapped by thermal insulation material (polyethylene) to reduce heat loss.

![Figure 5](image_url)

**Figure 5.** Locations of thermocouples (T1-T5). Before switching on the circulation pump, the temperature of the heat transfer fluid was warmed up to the required value, then the HTF flow rate was adjusted to the required value. Table 3 lists the seven cases used to conduct the parametric study of the operating conditions. The mean charging power was used to evaluate the overall heat transfer performance. Calculation details are given in Equation (1):

\[ P_c = \frac{1}{3600 t_c} \int_0^{t_c} \rho c_p V (T_{in} - T_{out}) \, dt \]  

(1)

where \( t_c \) is the charging duration, \( c_p \) is the specific heat of the HTF and \( V \) is the volumetric flow rate of the HTF.

**Table 3.** Operation conditions of the HTF.

<table>
<thead>
<tr>
<th>Operation Condition</th>
<th>Flow Rate (m³/h)</th>
<th>Inlet Temperature (°C)</th>
<th>Reynolds Number</th>
<th>Flow Regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>0.25</td>
<td>60</td>
<td>12,800</td>
<td>Turbulence</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.50</td>
<td>60</td>
<td>25,600</td>
<td>Turbulence</td>
</tr>
<tr>
<td>Case 3</td>
<td>0.75</td>
<td>60</td>
<td>38,400</td>
<td>Turbulence</td>
</tr>
<tr>
<td>Case 4</td>
<td>1.00</td>
<td>60</td>
<td>51,200</td>
<td>Turbulence</td>
</tr>
<tr>
<td>Case 5</td>
<td>0.25</td>
<td>55</td>
<td>12,800</td>
<td>Turbulence</td>
</tr>
<tr>
<td>Case 6</td>
<td>0.25</td>
<td>65</td>
<td>12,800</td>
<td>Turbulence</td>
</tr>
<tr>
<td>Case 7</td>
<td>0.25</td>
<td>70</td>
<td>12,800</td>
<td>Turbulence</td>
</tr>
</tbody>
</table>

3. Numerical Modelling

For the HTF, the continuity, momentum and energy equations are shown below:

**Continuity equation:**

\[ \frac{\partial (\rho u_i)}{\partial x_i} = 0 \]  

(2)

**Momentum equation:**

\[ \frac{\partial (\rho u_i)}{\partial t} + \frac{\partial (\rho u_i u_j)}{\partial x_j} = - \frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \left( \mu_f + \mu_t \right) \frac{\partial u_i}{\partial x_j} \right] + \frac{\partial}{\partial x_j} \left[ \left( \mu_f + \mu_t \right) \frac{\partial u_j}{\partial x_i} \right] \]  

(3)

**Energy equation:**

\[ \frac{\partial (\rho u_i T_i)}{\partial t} + \frac{\partial (\rho u_i u_j T_i)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \mu_f \frac{1}{Pr} + \mu_t \frac{1}{Pr_t} \right) \frac{\partial T_i}{\partial x_j} \right] \]  

(4)
The HTF flow regime for all cases is turbulent flow, and the standard $k$-$\varepsilon$ model is applied. Turbulent kinetic energy transporting equation:

$$\frac{\partial (\rho f k)}{\partial t} + \frac{\partial (\rho f u_j k)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + C_k - \rho f \varepsilon$$  (5)

Turbulent dissipation rate transporting equation:

$$\frac{\partial (\rho f \varepsilon)}{\partial t} + \frac{\partial (\rho f u_j \varepsilon)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \left( \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right] + C_{1\varepsilon} \frac{\varepsilon}{K} (G_k) - C_{2\varepsilon} \rho f \varepsilon^2$$  (6)

The turbulent viscosity:

$$\mu_t = \rho f C_{\mu} \frac{k^2}{\varepsilon}$$  (7)

where:

$$G_k = \mu_t \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \frac{\partial u_i}{\partial x_j}$$  (8)

The values of constants in Equations (5)–(8) are listed in Table 4 [42].

**Table 4. Constants’ values.**

<table>
<thead>
<tr>
<th>$C_{\mu}$</th>
<th>$C_{1\varepsilon}$</th>
<th>$C_{2\varepsilon}$</th>
<th>$\sigma_k$</th>
<th>$\sigma_\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.09</td>
<td>1.44</td>
<td>1.92</td>
<td>1.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

For the PCM, the enthalpy-porosity method [34–39] was applied to model the dynamic melting process, modelling equations including the continuity, momentum, and energy equations are shown below:

Continuity equation:

$$\frac{\partial \rho_p}{\partial t} + \frac{\partial (\rho_p u_j)}{\partial x_j} = 0$$  (9)

Momentum equation:

$$\frac{\partial (\rho_p u_i)}{\partial t} + \frac{\partial (\rho_p u_i u_j)}{\partial x_j} = - \frac{\partial P_p}{\partial x_i} + \mu \frac{\partial}{\partial x_j} \left( \frac{\partial u_i}{\partial x_j} \right) + \rho_p S_i + S_i$$  (10)

Energy equation:

$$\frac{\partial (\rho_p h)}{\partial t} + \frac{\partial (\rho_p \Delta H)}{\partial x_j} + \frac{\partial (\rho_p u_j h)}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \lambda \frac{\partial T}{\partial x_j} \right)$$  (11)

where $H$ is the total enthalpy, which is the summation of the sensible enthalpy and latent enthalpy:

$$H = h + \Delta H$$  (12)

The sensible enthalpy $h$ can be written as:

$$h = h_{ref} + \int_{T_{ref}}^{T} c_p dT$$  (13)

where $h_{ref}$ is the reference enthalpy, $T_{ref}$ is the reference temperature.

The latent enthalpy $\Delta H$ can be written as:

$$\Delta H = \beta L$$  (14)
where $L$ is the latent heat, $\beta$ is the liquid fraction and can be expressed as:

$$\beta = \begin{cases} 
0, & \text{if } T \leq T_s \\
1, & \text{if } T_l \leq T \\
(T - T_s) / (T_l - T_s), & \text{if } T_s < T < T_l
\end{cases}$$  \quad (15)$$

The source term $\vec{S}$ in Equation (10) is formulated as below:

$$\vec{S} = \vec{A}_{\text{mush}} \cdot u \cdot (1 - \beta)^2 / \beta^3 + \chi$$  \quad (16)$$

where $A_{\text{mush}}$ is the mushy zone constant and varies between $10^4$ and $10^7$, according to previous literatures, $10^5$ is applied [43–46]. The constant $\chi$ is a small number to prevent division by zero.

For the HTF and PCM, the initial temperature equals to 30 °C:

$$T_f = T_p = 30 \text{ , } (t = 0)$$  \quad (17)$$

The inlet temperature and velocity of the HTF complies with Equation (18) as:

$$T_f = T_{\text{in}}, \ u_z = u_{\text{in}}, \ u_x = 0, \ u_y = 0, \ (t > 0)$$  \quad (18)$$

A few assumptions were made to simplify the CFD model; the detailed model assumptions are:

- The outer surface of the TES unit is adiabatic.
- The thermal resistance of the heat exchanger tube is negligible.
- The density of the PCM is subjected to the Boussinesq approximation [43–48].
- The initial temperature of the TES unit is constant and uniform.

Figure 6 shows the 3D model and mesh results of the TES unit. Fluent 15.0 was used to mesh the TES unit and an unstructured mesh using tetrahedral cells was applied. All governing equations together with the boundary conditions over the whole domain were solved by the commercial CFD code Fluent 15.0. The Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm was used for the pressure velocity coupling. The Pressure Staggering Option (PRESTO) scheme was applied for the pressure interpolation. The standard $k - \varepsilon$ model was adopted to describe the turbulent flow of HTF. The turbulent intensity and turbulent viscosity ratio for the HTF inlet were set as 5% and 10%, respectively. A second-order upwind scheme was adopted for the discretization of the momentum equation, energy equation, turbulent kinetic energy equation and dissipation rate equation. Solution convergence target was set as $10^{-7}$ for the energy equation and $10^{-3}$ for other variables. Independency tests had been conducted with three different meshes of 609,873, 1,113,043 and 2,640,722 grid elements and three time steps of 0.05 s, 0.1 s and 0.2 s to eliminate the influence from the grid number and time step on the average liquid fraction of PCM (Figure 7). The numerical results did not show significant change as the number of grid elements increased to 2,640,722. In order to compromise the numerical accuracy and computational resource and time, 1,113,043 grid elements and 0.1 s were chosen in the present numerical calculation.
was stored as sensible heat) and gradual heating-up stage (2500–10,000 s, energy was stored as latent heat). During the rapid heating-up stage, the HTF inlet temperature (60 °C) was much higher than the PCM initial temperature (30 °C). All three thermocouples (T1, T2 and T3) detected a rapid temperature increase (20 °C for experiment, 17 °C for numerical prediction). However, the temperature increase of T1 was relatively slower than that of the others, which may be attributed to the material quality of the PCM. Because the PCM used in this study was not totally homogeneous and isotropic, the thermal conductivity of the PCM in the vicinity of T1 diverged from its prescribed value.

Figure 6. Geometry and mesh results of the TES unit. (a) 3D geometry; (b) Internal mesh results; (c) Helical coil heat exchanger.

Figure 7. Dependency of the numerical solution. (a) Time step with grid size of 1,113,043; (b) Grid size with time step of 0.1 s.

4. Results and Discussion

4.1. Model Comparison

Figure 8 compares the temperature variation (T1-T3) between numerical predictions and thermocouple readings for Case 1 (Table 3). Despite slight discrepancies that remain around 2000 s, the numerical simulation agrees well with the experimental data, which confirms the simulation accuracy of the current numerical model. In terms of the temperature changing pattern, the heat charging process can be roughly divided into two stages: rapid heating-up stage (0–2500 s, energy was stored as sensible heat) and gradual heating-up stage (2500–10,000 s, energy was stored as latent heat). During the rapid heating-up stage, the HTF inlet temperature (60 °C) was much higher than the PCM initial temperature (30 °C). All three thermocouples (T1, T2 and T3) detected a rapid temperature increase (20 °C for experiment, 17 °C for numerical prediction). However, the temperature increase of T1 was relatively slower than that of the others, which may be attributed to the material quality of the PCM. Because the PCM used in this study was not totally homogeneous and isotropic, the thermal...
conductivity of the PCM in the vicinity of T1 diverged from its prescribed value. Consequently, the T1 temperature was lower than other two thermocouple locations during the first stage. In addition, the slight temperature discrepancies of T1-T3 between the numerical value and experimental data around 2000 s were attributed to the simplified PCM property in the numerical simulation. The PCM used in the experiment was mixed with a small amount of expand graphite (2 wt %) to enhance the thermal conductivity, which slightly weakened the specific heat of the PCM. However, the PCM was simplified as pure in the numerical model. Therefore, the temperature rise of T1-T3 was little faster for experiment in the sensible heat storage stage. For the gradual heating-up stage, the PCM temperature rise was much slower than the previous stage (only 6 °C for experiment and 8 °C for numerical prediction). As circled in Figure 8, a vertical temperature stratification was established. In particular, the stratification was more apparent in numerical predictions compared with that in experimental data. This discrepancy was also attributed to the simplified PCM property in the numerical simulation. The existence of expand graphite weakens the natural convection [35,36]. However, in the numerical model, the natural convection was only considered by applying Boussinesq approximation without considering the effect of expanding graphite.

**Figure 8.** Experimental and numerical temperature profiles of thermocouples inside the TES unit over time for Case 1.

4.2. Effect of Natural Convection on the Charging Process

In this section, two case studies were numerically conducted (Table 5).

<table>
<thead>
<tr>
<th>Case</th>
<th>HTF Flow Rate (m$^3$/h)</th>
<th>HTF Inlet Temperature (°C)</th>
<th>Heat Transfer Mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.25</td>
<td>60</td>
<td>Heat conduction</td>
</tr>
<tr>
<td>B</td>
<td>0.25</td>
<td>60</td>
<td>Heat conduction &amp; natural convection</td>
</tr>
</tbody>
</table>

The temperature distribution and liquid fraction over time are shown in Figure 9 for Case A and Figure 10 for Case B, respectively.
Figure 9. Temperature distribution and liquid fraction of the TES unit over time for Case A. (a) Temperature distribution of the outer surface; (b) Liquid fraction of the vertical section.

Figure 10. Cont.
wheras the natural convection does not engage due to insufficient liquid phase. After a while of energy charging, as the accumulation of melted liquid phase, sluggish fluid flow occurs vertically due to the buoyancy effect. As a result, a temperature stratification is established, and majority of the TES unit was heated up to 60 °C. The average temperatures of PCM over time for both heat conduction and natural convection effects (Case B). At the beginning, similar temperature and liquid phase distributions with those of Case A were found for 1200 s and 3600 s. Afterwards, a vertical temperature stratification occurred for all remaining timepoints (from 6000 s to 10,800 s). This is because at the beginning, heat conduction remains the main contributor for the melting process, whereas the natural convection does not engage due to insufficient liquid phase. After a while of energy charging, as the accumulation of melted liquid phase, sluggish fluid flow occurs vertically due to the buoyancy effect. As a result, a temperature stratification is established, and majority of the TES unit was heated up to 60 °C. The average temperatures of PCM over time for two cases are shown in Figure 11a, while the average liquid fractions of PCM are shown in Figure 11b.

**Figure 10.** Temperature distribution and liquid fraction of the TES unit over time for Case B. (a) Temperature distribution of the outer surface; (b) Liquid fraction of the vertical section.

For Case A (Figure 9), the high temperature regions and liquid phase distribution showed a spiral pattern, which corresponding to the shape of internal helical coil heat exchanger and indicated the melting process starts from the helical coil exterior and expands outwards during the charging time (1200–10,800 s). Figure 9 shows the results generated by the numerical simulation including both heat conduction and natural convection effects (Case B). At the beginning, similar temperature and liquid phase distributions with those of Case A were found for 1200 s and 3600 s. Afterwards, a vertical temperature stratification occurred for all remaining timepoints (from 6000 s to 10,800 s). This is because at the beginning, heat conduction remains the main contributor for the melting process, whereas the natural convection does not engage due to insufficient liquid phase. After a while of energy charging, as the accumulation of melted liquid phase, sluggish fluid flow occurs vertically due to the buoyancy effect. As a result, a temperature stratification is established, and majority of the TES unit was heated up to 60 °C. The average temperatures of PCM over time for two cases are shown in Figure 11a, while the average liquid fractions of PCM are shown in Figure 11b.

**Figure 11.** (a) Average temperatures of PCM over time; (b) Average liquid fractions of PCM over time.

From Figure 11, it can be seen that the PCM average temperature of Case B is 20.5% higher than that of Case A at 10,800 s. The average liquid fraction of Case B is 63.3% higher than that of Case A at
When the temperature of the PCM around the helical heat exchanger exceeded the melting temperature, the charging time reduced to 5600 s, which was less than half of the value at 55 °C. Thus indicates that the natural convection greatly affects the simulation results, especially during the gradual heating-up stage, therefore, the buoyancy effect of the PCM should be considered in actual applications.

4.3. Effects of HTF Inlet Parameters

Figure 12 shows the experimental and numerical HTF outlet temperature variations for Case 1–Case 7. In general, both results reached a stable value shortly after a rapid increase. This is because during the initial period of the charging process, the melting of PCM did not occur and the PCM stored the energy in sensible form. The temperature of the PCM around the helical heat exchanger increased from the initial value (30 °C) to the melting temperature rapidly, which led to a relatively low heat transfer rate between the HTF and PCM as well as a rapid increase of the HTF outlet temperature. When the temperature of the PCM around the helical heat exchanger exceeded the melting temperature, the melting process of PCM initiated. Latent energy was stored in PCM with a small PCM temperature variation around the melting point, which led to a faster heat transfer rate between the HTF and PCM as well as a slight variation of the HTF outlet temperature. It was also found that the average charging time and the HTF outlet temperature of numerical results are less than that of experimental results. This may attribute to model simplifications of the PCM thermal properties. Consequently, the numerical model shows a better heat transfer performance.

As shown in Figure 12a, if the HTF inlet temperature was kept unchanged (60 °C), the increase of the HTF flow rate can only raise the HTF outlet temperature, and the charging times were almost the same. As shown in Figure 12b, if the HTF flow rate was kept as 0.25 m3/h, the charging time for HTF inlet temperature of 55 °C was 13,700 s. Once the HTF inlet temperature increased to 70 °C, the charging time reduced to 5600 s, which was less than half of the value at 55 °C.
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Figure 12. Experimental and numerical outlet temperature profiles over time for Case 1–7. (a) Case 1, Case 2, Case 3 and Case 4; (b) Case 1, Case 5, Case 6 and Case 7.

Figure 13 shows that the HTF inlet temperature can affect the mean charging power greatly, while the flow rate variation hardly has any influence on it. For a constant HTF inlet temperature (60 °C), the mean charging power was independent of flow rate variation, remaining at 0.75 kW and 0.53 kW for the numerical result and experimental result, respectively. In contrast, for a constant flow rate (0.25 m3/h), a 15 °C HTF temperature change from 55 °C to 70 °C increased the mean charging power by more than double (from 0.53 kW to 1.25 kW). This can be attributed to the following reasons: firstly, the higher inlet temperature induces a larger temperature difference between the heat exchanger and PCM, which contributes to intense heat conduction and natural convection. Secondly, the forced convection coefficient of HTF inside the heat exchanger rises as the HTF flow rate increases, indicating a decreased thermal resistance [25]. However, an excessive increase of HTF flow rate can amplify the...
pump operation costs, which should not be overused in actual applications. It also be seen that when the HTF inlet temperature ranged between 60 °C and 65 °C a rapid mean charging power increase resulted with the highest gradient which indicates 60 °C–65 °C is a relatively appropriate temperature range for the charging process of the TES unit. This temperature level is easily achieved by regular heat sources including solar collectors, heat pumps and so on, therefore, all these heating resources can be applied for the TES unit charging process.

The numerical simulation using a combined conduction and convection heat transfer mechanism showed faster and more complete melting rate than the case using only a conduction mechanism. Therefore, it is significant to consider the buoyancy effect for the dynamic melting process modelling of PCM.

The HTF inlet temperature dominates the heat transfer performance of the TES unit, while the influence of the HTF flow rate is negligible. For a constant HTF inlet temperature, the mean charging power is independent of HTF flow rate variation. In contrast, for a constant flow rate, a 15 °C HTF temperature change from 55 °C to 70 °C increases the mean charging power by 2.5 times.

Based on the results obtained from the present study, the HTF inlet temperature range between 60 °C and 65 °C causes a rapid mean charging power increase with the highest gradient, which indicates that the TES unit is compatible with regular heat sources, including solar collectors and heat pump systems.

5. Conclusions

In this study, the melting process of PCM in a TES unit using a helical coil heat exchanger was investigated numerically and experimentally. Based on the numerical simulations, the PCM melting process was revealed and analyzed. The effect of natural convection on the charging process was studied by comparing two cases using different heat transfer mechanisms. The effects of HTF inlet parameters on the charging process were studied by seven cases using different temperatures and flow rate values. The following conclusions can be drawn:

- The numerical simulation using a combined conduction and convection heat transfer mechanism showed faster and more complete melting rate than the case using only a conduction mechanism. Therefore, it is significant to consider the buoyancy effect for the dynamic melting process modelling of PCM.
- The HTF inlet temperature dominates the heat transfer performance of the TES unit, while the influence of the HTF flow rate is negligible. For a constant HTF inlet temperature, the mean charging power is independent of HTF flow rate variation. In contrast, for a constant flow rate, a 15 °C HTF temperature change from 55 °C to 70 °C increases the mean charging power by 2.5 times.
- Based on the results obtained from the present study, the HTF inlet temperature range between 60 °C and 65 °C causes a rapid mean charging power increase with the highest gradient, which indicates that the TES unit is compatible with regular heat sources, including solar collectors and heat pump systems.

The present study focused on the PCM melting process, which is directly related to the heat source. However, for heat sources such as solar collectors, the HTF inlet boundary conditions usually change with time, inducing a variable inlet boundary condition profile. Therefore, further investigations should be carried out to test the system TES performance under variable inlet boundary conditions. Furthermore, solidification process and melting process are equally important in the TES performance. 

Figure 13. Experimental and numerical mean charging powers for different HTF inlet parameters. (a) Constant inlet temperature (60 °C) with variable flow rates; (b) Constant inlet flow rate (0.25 m³/h) with variable inlet temperatures.

(a) 

(b) 
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The solidification process of TES unit is a key focus for the heat utilization and should be examined in subsequent studies.
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Nomenclature

\( d_h \quad \text{helical coil tube diameter (m)} \)
\( l_h \quad \text{coil pitch (m)} \)
\( D_h \quad \text{coil diameter (m)} \)
\( H_s \quad \text{shell height (m)} \)
\( D_s \quad \text{shell diameter (m)} \)
\( c_p \quad \text{specific heat (J/(kg·K))} \)
\( T \quad \text{temperature ({}^\circ\text{C})} \)
\( L \quad \text{latent heat (kJ/kg)} \)
\( \lambda \quad \text{thermal conductivity (W/(m·K))} \)
\( t \quad \text{time (s)} \)
\( P_c \quad \text{mean power (kW)} \)
\( P \quad \text{pressure (Pa)} \)
\( H \quad \text{total enthalpy (J/kg)} \)
\( h \quad \text{sensible enthalpy (J/kg)} \)
\( \Delta H \quad \text{latent enthalpy (J/kg)} \)
\( A_{\text{mush}} \quad \text{mush zone constant} \)
\( g \quad \text{gravity acceleration vector (m/s}^2\text{)} \)
\( S \quad \text{source term} \)
\( V \quad \text{volume flow rate (m}^3\text{/h)} \)
\( u \quad \text{velocity vector(m/s)} \)
\( Pr \quad \text{Prandtl number} \)
\( k \quad \text{turbulent kinetic energy (J/kg)} \)

Greek letter

\( \rho \quad \text{density (kg/m}^3\text{)} \)
\( \alpha \quad \text{thermal expansion coefficient (K}^{-1}\text{)} \)
\( \mu \quad \text{dynamic viscosity (kg/(m·s))} \)
\( \beta \quad \text{liquid fraction} \)
\( \chi \quad \text{small number} \)
\( \mu_t \quad \text{turbulent viscosity (kg/(m·s))} \)
\( \varepsilon \quad \text{turbulent dissipation rate (W/kg)} \)

Subscripts

\( s \quad \text{solidus} \)
\( l \quad \text{liquidus} \)
\( m \quad \text{melting} \)
\( c \quad \text{charging} \)
\( f \quad \text{heat transfer fluid} \)
\( P \quad \text{phase change material} \)
\( t \quad \text{turbulence} \)
\( \text{in} \quad \text{inlet} \)
\( \text{out} \quad \text{outlet} \)
\( \text{ref} \quad \text{reference} \)
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