Abstract: This paper presents a multi-objective transmission expansion planning (TEP) framework. Rather than using the conventional deterministic reliability criterion, a risk component based on the probabilistic reliability criterion is incorporated into the TEP objectives. This risk component can capture the stochastic nature of power systems, such as load and wind power output variations, component availability, and incentive-based demand response (IBDR) costs. Specifically, the formulation of risk value after risk aversion is explicitly given, and it aims to provide network planners with the flexibility to conduct risk analysis. Thus, a final expansion plan can be selected according to individual risk preferences. Moreover, the economic value of IBDR is modeled and integrated into the cost objective. In addition, a relatively new multi-objective evolutionary algorithm called the MOEA/D is introduced and employed to find Pareto optimal solutions, and tradeoffs between overall cost and risk are provided. The proposed approach is numerically verified on the Garver’s six-bus, IEEE 24-bus RTS and Polish 2383-bus systems. Case study results demonstrate that the proposed approach can effectively reduce cost and hedge risk in relation to increasing wind power integration.
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1. Introduction

Due to growing concern on climate change and energy sustainability, as one of the renewable resources, wind power is considered a promising alternative to conventional fossil-fuel power generators [1,2]. However, a major difficulty in the effective utilization of wind is its geographic dispersion and intermittency [3,4]. Specifically, wind resources are often abundant in remote areas, where transmission networks might be weak and bottlenecks exist [5]. Hence, transmission reinforcement may be required in order to absorb more wind power at certain locations [6]. Meanwhile, the variation of wind power outputs introduces uncertainty in power flows, which may jeopardize system stability, security and/or reliability [7,8]. Conventionally, mitigating the fluctuation of wind power relies on fast-response system reserves. However, if the fluctuation is beyond the ramping constraints of the reserve generators, excessive wind power has to be curtailed [9,10]. Moreover, there has been an interest in using demand response (DR) to ensure the secure and economical operations of power systems with increasing wind power, particularly following the applications of smart grid technologies. DR is defined as adjusting power consumption in response to market prices, incentive payments, or network reliability signals [11]. On the other hand, when DR reaches a critical market level, uncertain customer behaviors also pose more challenges to system operations and...
planning [12,13]. Therefore, the conventional least-cost reliability constrained transmission expansion planning (TEP) cannot fully capture the stochastic nature of emerging uncertainties and handle the conflicting objectives in a deregulated modern power industry [14]. A multi-objective TEP framework with flexible risk analysis should be proposed to address the above-mentioned challenges [15]. In this paper, TEP options are discrete multiples of fixed-size lines (i.e., several lines allowed in the same corridor). We also assume that new lines can only be built in the existing corridors.

In the literature, reference [1] proposes a TEP model incorporating the operation cost of wind power plants. Wind power outputs are considered as a type of uncertainty in TEP. Reference [5] proposes a TEP model for integrating large-scale remote wind power. Uncertainties of wind availability and load are represented by two dependent variables, and a sequential approximation approach is used to solve the model. In [6], a reliability analysis method is proposed to examine different linear reinforcement alternatives, in order to increase the system capability to absorb more wind power at specified locations. In [7], an upper bound is introduced to obtain TEP solutions that have an acceptable probability of load curtailment. Reference [9] presents a probabilistic TEP model considering large-scale wind farms integration and incentive-based DR. The wind speed correlation between wind farms is modeled by a multi-state wind farm model. In [16], a multi-objective framework is proposed for dynamic transmission expansion planning in the competitive electricity market, but the market risk is not well addressed. In [17], a chance-constrained TEP model is proposed to handle the uncertainties of load and wind, and the proposed formulation is more computationally efficient. However, the tradeoff between reliability and economy is not well addressed. Reference [18] proposes an optimal transmission network planning model in order to integrate 50% wind power into the system. The objective is to minimize the investment cost and expected power generation cost. Active switching is also considered to alleviate congestion. In [13], a multi-stage security-constrained TEP model is proposed. The simulated rebounding algorithm is applied to solve the formulated optimization problem. Comparison studies show that the proposed approach can outperform the conventional particle swarm optimization algorithm. In [19], a transmission network reinforcement model is proposed to help identify the optimal wind power integration into power systems. The objective is to maximize the total benefit using cost-reliability analysis. In [20], a multi-objective TEP model is proposed for incorporating large-scale wind power. The objective functions include investment cost, risk cost and congestion cost. In [21], a multi-objective TEP model is proposed to address the conflicting interests of investment cost, absorption of private investment, and reliability. In [22], a TEP model with price-responsive demand is proposed for economic evaluation and optimization of inter-regional transmission expansion, as well as the optimal generation investment. However, the aforementioned references have used the mean value approach; hence, low-probability scenarios are usually discounted (e.g., consequences of multiple line outages are not modeled).

Compared with the existing works, the novel contributions and the salient features of this paper are threefold: (1) Instead of using the deterministic reliability criterion, a risk component is proposed to quantify the system security and adequacy on a probabilistic basis. Inspired by the conditional value-at-risk (CVaR) concept that losses exceeding the value at risk should be assessed [23], the risk value after risk aversion is proposed to represent how much a decision-maker is concerned about the loss above the mean value. (2) A severity function based on the optimality of corrective control actions (e.g., generation rescheduling and load curtailment) is explicitly given. (3) A stochastic multi-objective TEP framework is proposed to investigate the impacts of increasing wind power. A relatively new multi-objective evolutionary algorithm is introduced to find Pareto optimal solutions of the proposed model.

The remaining paper is organized as follows: in Section 2, the definitions of risk value after risk aversion are introduced. Section 3 presents the uncertainty models. Section 4 presents the detailed multi-objective risk-averse TEP model in conjunction with the solution algorithm. Section 5 presents numerical simulations to demonstrate the effectiveness of our approach. Finally, conclusions are given in the last section.
2. Risk Aversion

2.1. Conventional Risk Value

In TEP, risk is a consequence of a plan implemented in spite of uncertainty [24]. In other words, risk is the potential of losing something of value, as per intentional interaction with uncertainties in a future power system. Risk value is defined as the summation of the products of the probability and the severity of a threat event [24]. The severity should be a quantifiable loss of values, such as reliability, stability, or financial wealth (i.e., cost). The level of risk is determined by expansion and operating decisions, denoted by $\eta$ and $\sigma$. The expected value and deviation of loss are given in (1) and (2). Note that (1) is the conventional risk value calculation; $f_X(x)$ is the probability density function (PDF) of loss variable $X$. The value of the loss is $x$. The cumulative distribution function (CDF) of the loss is shown in (3); $\chi$ is a substituting variable to avoid confusion.

\[
E(X) = \mu = \int_{-\infty}^{+\infty} x f_X(x; \eta, \sigma)dx
\]

(1)

\[
D(X) = \sigma^2 = \int_{-\infty}^{+\infty} (x - \mu)^2 f_X(x; \eta, \sigma)dx
\]

(2)

\[
F_X(x; \eta, \sigma) = \Pr(X \leq x) = \int_{-\infty}^{x} f_X(x; \eta, \sigma)d\chi
\]

(3)

2.2. Defined Risk Value after Risk Aversion

As illustrated in Figure 1, we propose to use the standard deviation to express the concerned loss threshold for a decision-maker as $\mu + k\sigma$, where $k$ is an integer and is defined as the risk attitude factor (RAF). Thus, the larger $k$, the more risk-averse. In most cases, a decision-maker would be more concerned about the loss above the mean value, and hence the threshold is often selected as $k \geq 0$.

![Figure 1. Concept of the defined risk attitude factor (RAF).](image)

The probability of the risk aversion (i.e., avoided threats) is denoted by $\alpha$, as given in (4). So $k \to -\infty$, $\alpha \to 0$, and $k \to +\infty$, $\alpha \to 1$. It is a probability that measures the occurrence frequency of threats due to a risk-aversion strategy. Theoretically, when $\alpha \to 1$, a decision-maker incurs no risk; when $\alpha \to 0$, a decision-maker adopts no risk aversion strategies, thus incurring business-as-usual risks.

\[
\alpha = \Pr(X \leq (\mu + k\sigma)) = \int_{-\infty}^{\mu+k\sigma} f_X(x; \eta, \sigma)dx
\]

(4)

Mathematically, the loss threshold can be obtained in (5), where $\inf\{\cdot\}$ means to obtain the infimum of a subset, $(1 - \alpha)$ is the probability of threats after risk aversion. The RAF can be alternatively expressed by the inverse function of (4). Either $k$ or $\alpha$ should be a preset parameter, representing
different risk aversion levels. It is a probability that measures the occurrence frequency of threats due to a risk-aversion strategy.

$$\mu + k\sigma = \inf\{x \in \mathbb{R} : \Pr(X > x) \leq 1 - \alpha\}$$

(5)

The probability of threats after risk aversion will be:

$$1 - \Pr(X \leq (\mu + k\sigma)) = \Pr(X > (\mu + k\sigma)) = \int_{(\mu + k\sigma)^+}^{+\infty} f_X(x; \eta, o)dx$$

(6)

where $(\mu + k\sigma)^+$ represents a number that approaches $(\mu + k\sigma)$ from the right side. Moreover, we define a probability density function of $k$ as given in (7); $f_K(\bullet)$ is the PDF of RAF. The definition in (7) has no physical meaning. This PDF is defined to represent the catastrophic consequences of low-probability threat events to power networks, such as floods or ice storms. In practice, calculating the direct and indirect financial losses related to power outages is a very complex issue. The definition (7) just makes the severity of a threat event mathematically calculable. Please note that (7) can be easily changed to other formulations if more accurate financial loss evaluation equations are available. Nevertheless, the novel contribution of this paper would not be compromised.

$$f_K(k) = \begin{cases} \exp(-k\sigma) & \text{if } k \geq 0 \\ 1 & \text{else} \end{cases}$$

(7)

We define an exponential form in (7), because of its memory-less property, which can simulate the independent decision-making in multi-stage planning. The risk value after risk aversion is defined as:

$$R_K = \int_{(\mu + k\sigma)^+}^{+\infty} x f_X(x; \eta, o)dx f_K(k)$$

(8)

$$R_K = \begin{cases} \int_{(\mu + k\sigma)^+}^{+\infty} x f_X(x; \eta, o)dx \exp(-k\sigma) & \text{if } k \geq 0 \\ \int_{(\mu + k\sigma)^+}^{+\infty} x f_X(x; \eta, o)dx & \text{else} \end{cases}$$

(9)

where $R_K$ denotes the risk value after risk aversion; $U(k)$ is a staircase function to ensure $\forall k \geq 0$ in the upper part in (9). Note the reciprocal format of $f_K(k)$ in $R_K$ is used to describe the catastrophic consequences of threats. When $k \to -\infty$, meaning no risk-aversion strategy, $f_K(k) = 1$ and $R_K$ changes back to the conventional risk value calculation in (1), i.e., $R_K = \mu = \int_{-\infty}^{+\infty} xf_X(x; \eta, o)dx$. When $k \to +\infty$, meaning absolute risk aversion, the risk value after risk aversion is 0, i.e., no risk and $R_K = 0$.

3. Uncertainties

In this paper, wind power output, load, component availability and incentive-based demand response (IBDR) costs are considered as uncertainties in TEP. The uncertainties are represented by probability density functions (PDFs) given below. According to the PDFs of uncertainties, Monte Carlo (MC) simulations are used to randomly generate scenarios. For instance, a scenario can be: “for $t = 1$, wind power output is 100 MW, load level is 2500 MW, IBDR price is $70/MWh, and all components are available.” The convergence criterion of MC simulations is that the ratio of the standard deviation against the expected value is smaller than a pre-defined threshold.

3.1. Wind Power Model

The wind power generation model can be obtained based on the wind speed distribution and the wind power curve. Wind speed can be modeled by the Weibull distribution [25]:
\[ f(w; \beta, \psi) = \frac{\psi}{\beta} \left( \frac{w}{\beta} \right)^{\psi - 1} \exp \left[ -\left( \frac{w}{\beta} \right) \psi \right] \] (10)

where \( w \) denotes the wind speed; \( \beta, \psi \) denote the scale factor and the shape factor, respectively, and \( \beta > 0, \psi > 0 \).

The power output can be modeled by a power curve [17].

\[
P_{GW}(w) = \begin{cases} 
0, & w < w^{In}, \ w > w^{Out} \\
\left( \frac{w - w^{In}}{w^{R} - w^{In}} \right)^{2} P_{GW}^{R}, & w^{In} \leq w \leq w^{R} \\
\end{cases}
\] (11)

where \( w^{In}, w^{R}, w^{Out} \) and \( P_{GW}^{R} \) denote the cut-in speed, the rated speed, the cut-out speed, and the rated wind power output, respectively; and \( P_{GW} \) denotes wind power output.

3.2. Load Model

Load forecast errors can be modeled by the Gaussian distribution [21]:

\[
f\left( \Delta P_D; \mu_D, \sigma_D^2 \right) = \frac{1}{\sqrt{2\pi\sigma_D^2}} \exp \left[ -\frac{(\Delta P_D - \mu_D)^2}{2\sigma_D^2} \right]
\] (12)

where \( \Delta P_D \) denoted power demand forecast error; and \( \mu_D, \sigma_D^2 \) denote mean and standard deviation (std.) of the Gaussian distribution.

3.3. Component Availability Model

Forced outage rates (FORs) can be modeled by the binomial distribution [26]:

\[
f(h; H, Pr_{serv}) = \binom{H}{h} (Pr_{serv})^h (1 - Pr_{serv})^{H-h}
\] (13)

\[
Pr_{serv} = 1 - Pr_{out}
\] (14)

where \( f(h; H, Pr_{serv}) \) denotes the PDF to describe the availability of \( h \) generating units for a power plant with total \( H \) units, so \( h = 0, 1, 2, \cdots, H \). \( Pr_{serv} \) is the probability of unit in service, and \( Pr_{out} \) is the probability of unit outage (i.e., FOR). For a power line, \( H = 1 \) and \( h = 0, 1 \).

3.4. Incentive-Based Demand Response Model

This paper mainly focuses on incentive-based DR, such as the emergency demand response program, direct load control and interruptible service. Incentives are paid to customers who reduce or increase their energy consumption when requested, and customers participate in operations through load aggregators [9].

For a consumer, the willing-to-accept \( y \) and the load adjustment \( P_{DR} \) (including \( P^{-}_{DR} \) and \( P^{+}_{DR} \)) are represented by a linear function given in (15). Note that \( P^{-}_{DR} \) means load decrement, while \( P^{+}_{DR} \) means load increment.

\[
y = \ell_2 + \ell_1 P_{DR}
\] (15)

where \( y \) is the willing to accept in $/MWh, \ell_2 \) is the intercept (in $/MWh), and \( \ell_1 \) is the slope (in $/MW^2h).

The maximum load at each demand bus is introduced in (16).

\[
\begin{cases} 
P_D - P^{-}_{DR} \geq 0 \\
P_D + P^{+}_{DR} \leq P_{Max}
\end{cases}
\] (16)
\[ P_{DR}^- \geq 0, P_{DR}^+ \geq 0 \] (17)

where \( P^\text{Max}_{D} \) denotes the upper bound of demand.

Thus the cost \( C_{DR} \) of load adjustment of customers is modeled by a quadratic form in (18) [12]. Equation (19) states that negative \( P_{DR} \) means load increment; while positive \( P_{DR} \) means load decrement. Equation (20) states the maximum DR ratio \( \rho \) and \( P_{D} \) denotes demand. Note that in addition to the quadratic form of DR cost as reported in [12], other mathematical forms are also found, such as linear, exponential and logarithmic functions [27]. The cost uncertainty of DR can be modelled by the Gaussian distribution according to [9], which is similar to (12).

\[
C_{DR} = \frac{1}{2} \ell_1 P_{DR}^2 + \ell_2 P_{DR} \quad (18)
\]

\[
P_{DR} = \begin{cases} P_{DR}^-, & \text{if } P_{DR} \geq 0 \\ -|P_{DR}|, & \text{else} \end{cases} \quad (19)
\]

\[
\frac{|P_{DR}|}{P_{D}} \leq \rho \quad (20)
\]

4. Risk-Averse TEP Model

4.1. Objectives

The objective function comprises two objectives: the total cost and the risk level of unacceptable reliability. The first objective comprises investment cost and operation cost (including power generation and DR costs), as seen in (21). In a probabilistic formulation, the second term is the mean (expected) value after MC simulations converge.

\[
\text{Min } O_1 = \sum_{(i,j)\in\Omega_N} C_{Lij} \eta_{ij} + E(C_O) \quad (21)
\]

where \( C_{Lij} \) denotes line investment cost between \( i-j \); \( \eta_{ij} \) is an integer decision variable used to determine how many lines to build; \( C_O \) denotes operation cost; and \( E(\bullet) \) is the expectation operator. The detailed calculations of (21) are given below:

\[
C_{Lij} = \text{LCF} \cdot L_{ij} \quad (22)
\]

\[
E(C_O) = \frac{1}{MC} \sum_{mc=1}^{MC} \left( \frac{8760}{\Omega_D} \sum_{i=1}^{\Omega_D} \sum_{t=1}^{\Omega_G} C_{DRit,mc} + \sum_{i=1}^{\Omega_D} \sum_{t=1}^{\Omega_G} C_{Git,mc} \right) \quad (23)
\]

\[
C_{DRit,mc} = \frac{1}{2} \ell_1 P_{DRit,mc}^2 + \ell_2 P_{DRit,mc}, i \in \Omega_D \quad (24)
\]

\[
C_{Git,mc} = a_1 P_{Git,mc}^2 + a_2 P_{Git,mc} + a_3, \forall i \in \Omega_G \quad (25)
\]

where subscripts \( i \) or \( j \), \( t \), \( mc \) denote bus, time and \( mc \)-th simulation, respectively; \( \text{LCF} \) is line cost factor (a constant); \( L_{ij} \) is the length between \( i-j \); \( a_1, a_2, a_3 \) are first, second and third orders of power generator cost coefficients at \( i \); \( P_{Git,mc} \) denotes power output at bus \( i \), hour \( t \), and \( mc \)-th simulation; \( \Omega_D \), \( \Omega_G \) are sets of all demand buses and power generators, respectively; and \( MC \) is the total number of MC simulations.

The second objective is the risk level of unacceptable reliability under normal and contingency conditions. This risk value is subject to the risk-aversion strategy mentioned in Section 2.

\[
\text{Min } O_2 = R_K \quad (26)
\]
The conventional risk value (mean/expected value) and the standard deviation (Std.) can be calculated by (27) and (28). The severity \( CC_{t,mc} \) is calculated by the cost of corrective control actions such as generation rescheduling and load curtailment, as seen in (29). These actions are often used to remove violations of network constraints [7]. Note that the severity function in (29) is not unique; the approach developed in this paper can easily be adapted if other severity functions are adopted.

\[
R = \mu = \frac{1}{MC} \sum_{t=1}^{8760} \sum_{mc=1}^{MC} CC_{t,mc} \tag{27}
\]

\[
\sigma = \sqrt{\frac{1}{MC-1} \sum_{t=1}^{8760} \sum_{mc=1}^{MC} (CC_{t,mc} - \mu)^2} \tag{28}
\]

\[
CC_{t,mc} = \begin{cases} 
\sum_{i \in \Omega} a_{Gi} \cdot (\hat{P}_{Git,mc} - P_{Git,mc})^2, & \text{if } \sum_{i \in \Omega_D} \hat{P}_{Dti,mc} = \sum_{i \in \Omega_D} P_{Dti,mc} \\
\sum_{i \in \Omega_D} C_{D Rit,mc} + VCR \cdot \sum_{i \in \Omega_D} P_{Curt Diti,mc}, & \text{else}
\end{cases} \tag{29}
\]

where \( P_{Dti,mc}, \hat{P}_{Dti,mc} \) denote power demand before (pre-) and after (post-) a contingency at bus \( i \), hour \( t \), \( mc \)-th simulation. \( a_{Gi} \) denotes the cost coefficient of corrective generation rescheduling at \( i \); \( \hat{P}_{Git,mc} \) denotes power output in post-contingency; \( C_{D Rit,mc} \) and \( P_{Curt Diti,mc} \) denote DR cost and involuntary load curtailment in post-contingency, respectively; and \( VCR \) denotes the value of customer reliability. The upper part in (29) means generation rescheduling is used alone, while the lower part means load curtailment is used (including DR and involuntary load curtailments). Note that power generation rescheduling is subject to the ramping constraint.

The risk value after risk aversion for \( k \geq 0 \) can be calculated by (30).

\[
R_K = \frac{1}{MC_K} \sum_{t=1}^{8760} \sum_{mc=1}^{MC} CC_{t,mc} \exp(-k\sigma) U(k) \tag{30}
\]

where \( MC_K \) denotes the total simulation number of scenarios in which corrective control (CC) is greater than \( \mu + k\sigma \), i.e., the top \( MC_K \) scenarios in the sorted descending CC values by simply counting the occurrences, as given in (31) and (32).

\[
MC_K = \sum_{mc=1}^{MC} \Pi_{mc} \tag{31}
\]

\[
\Pi_{mc} = \begin{cases} 
1, & \text{if } CC_{t,mc} > \mu + k\sigma \\
0, & \text{else}
\end{cases} \tag{32}
\]

4.2. Constraints

Constraints should be met for each scenario. To avoid repeated information, the subscript \( mc \) is removed for variables.

(1) Power balance constraint

\[
\sum_{ij \in \Omega_N} S_{ij} + \sum_{i \in \Omega_G} (P_{Git} + P_{GWit}) - \sum_{i \in \Omega_D} (P_{Dti} - P_{D Rit} - P_{Curt Diti}) = 0 \tag{33}
\]

(2) Generator capacity constraint

\[
0 \leq P_{Git} \leq \overline{P}_{Git}, 0 \leq P_{GWit} \leq \overline{P}_{GWit} \in \Omega_G \tag{34}
\]
(3) Branch flow constraint

\[ S_{ijt} - \gamma_{ij} \left( \eta_{ij}^0 + \eta_{ij} \right) (\theta_{it} - \theta_{jt}) = 0 \]  

\[ |S_{ijt}| \leq \left( \eta_{ij}^0 + \eta_{ij} \right) \varsigma_{ij} \]  

(4) Ramping constraint

\[
\begin{align*}
P_{Gi,t} - P_{Gi,t-1} &\leq RU_i \\
P_{Gi,t-1} - P_{Gi,t} &\leq RD_i, \quad i \in \Omega_G
\end{align*}
\]  

(5) DR or load curtailment constraint

\[
\begin{align*}
P_{Di,t} - P_{Di,t} - DR_{it} &\geq 0 \\
P_{Di,t} + P_{Di,t} + DR_{it} &\leq P_{Max}^D, \quad i \in \Omega_D
\end{align*}
\]

\[ |P_{Di,t}| - |P_{Di,t} - DR_{it}| \leq \rho_{it}, \quad i \in \Omega_D \]  

\[ 0 \leq DR_{it} \leq P_{Di,t}, \quad i \in \Omega_D \]  

\[ 0 \leq P_{Max}^D - DR_{it}, \quad i \in \Omega_D \]  

(6) Decision variable constraint

\[ 0 \leq \eta_{ij} \leq \eta_{ij} \]  

\[ \eta_{ij} \text{ is integer, } (i, j) \in \Omega_N \]  

where \( S_{ijt} \) denotes power flow between \( i \rightarrow j \) at time \( t \); \( P_{Di,t}^Curt \) denotes involuntary load curtailment; \( \overline{()} \) denotes the upper limit; \( \eta_{ij}^0, \gamma_{ij} \) are the number of existing lines and susceptance between \( i \rightarrow j \); \( \theta_{it}, \theta_{jt} \) denote phase angle at node \( i \) or \( j \) at time \( t \), respectively; \( RU_i, RD_i \) denote the up and down ramping limits of power generators; and \( \Omega_N \) denotes sets of all buses.

### 4.3. Solution Algorithm

Pareto optimality theory can define trade-off solutions. Given the feasible decision space \( \eta \), a solution \( \eta^* \in \eta \), is called non-dominated or Pareto optimal if there does not exist another solution, \( \eta \in \eta \), such that \( O(\eta) \leq O(\eta^*) \), and \( O_i(\eta) \leq O_i(\eta^*) \), for at least one function. None of the objective functions can be improved in value without impairment in some of the other objective values. The set of all the Pareto optimal solutions is called a Pareto set (PS), and the set of all the Pareto optimal objective vectors is the Pareto frontier (PF). A multi-objective evolutionary algorithm (MOEA) is widely used to approximate the PF [28].

For a multi-objective optimization problem (MOP) with \( m \) objectives, the Tchebycheff approach is adopted to decompose the MOP into \( N \) scalar optimization sub-problems by altering the weight vector \( \lambda = (\lambda_1, \lambda_2, ..., \lambda_m)^T \), which is subject to \( \lambda_i \geq 0, \forall i \in [1, m] \) and \( \sum_{i=1}^{m} \lambda_i = 1 \).

\[
\text{Minimize} \{ \phi^{le}(\eta) | N^l, z^* \} = \max_{1 \leq i \leq m} \{ |\lambda^t_i| O_i(\eta) - z^*_i | \} \]  

Subject to \( \eta \in \Omega \)  

where \( z^* = (z^*_1, z^*_2, ..., z^*_m)^T \) is the reference point vector. For a minimization problem, \( z^*_i = \min \{ O_i(\eta) | \eta \in \Omega \} \), \( \forall i \in [1, m] \).
The key operations of MOEA/D are as follows, and the flow chart is shown in Figure 2. More information can be found in [29]. Note that this algorithm is open to parallel processing techniques, and hence computation time can be quasi-linearly reduced when necessary [30].

**Step 1: Initialization.**

**Step 1.1:** Generate $N$ evenly spread weight vectors: $\lambda^1, \lambda^2, \ldots, \lambda^N$.

**Step 1.2:** Set $EP = \emptyset$, where $EP$ represents the external population, which is used to store non-dominated solutions found during each iteration.

**Step 1.3:** Calculate Euclidean distances between any two weight vectors and then work out the $\xi$ closest weight vectors of each weight vector. For the $i$th sub-problem, let $E(i) = \{i_1, i_2, \ldots, i_\xi\}$, where $N_{sub}$ and $\lambda^{i_1}, \lambda^{i_2}, \ldots, \lambda^{i_\xi}$ are number of sub-problems and the $\xi$ closest weight vectors of $\lambda^i$, respectively.

**Step 1.4:** Generate an initial population $\eta^1, \eta^2, \ldots, \eta^{N_{sub}}$ randomly and then set $OV^i = O(\eta^i)$, where $OV^i$ represents the vector for objective function values of the $i$th sub-problem.

**Step 1.5** Initialize $z = (z_1, \ldots, z_m)$ by a problem-specific method.

**Step 2: Update solutions of sub-problems.**

For $i = 1, 2, \ldots, N_{sub}$, perform the following steps.

**Step 2.1:** Reproduction. Randomly choose two indexes $\phi, \varphi$ from $E(i)$ and then generate a new solution $\varpi$ from $\eta^\phi$ and $\eta^\varphi$ by using a specific operator (e.g., genetic operator).

**Step 2.2:** Obtain the operation cost and calculate the risk value. Three tasks are completed in this step. (i) For each sampled scenario, solve the optimal power flow (OPF) by a state-of-the-art method (e.g., the interior point method). If no network constraint is violated, calculate the DR cost $C_{DRit,mc}$ and generation cost $C_{Git,mc}$ using (24) and (25). If there is any network violation, CC actions are used, and the severity $CC_t,mc$ is calculated by (29). (ii) When MC simulations converge, calculate the mean and Std. of the severity using (27) and (28). (iii) For a given $k$, calculate the risk value after risk aversion using (30)–(32).

**Step 2.3:** Update of the neighboring solutions. For each index $j \in E(i)$, if $\theta^{le}(\varpi | \lambda^j, z^*) \leq \theta^{le}(\eta | \lambda^j, z^*)$, then set $\eta^j = \varpi$ and $OV^j = O(\varpi)$.

**Step 2.4:** Update of $EP$. Remove from $EP$ all the vectors dominated by $O(\varpi)$. Add $O(\varpi)$ to $EP$ if no vectors in $EP$ dominate.

**Step 3: Termination.**

If convergence criterion is satisfied, stop the program and export the $EP$. Otherwise, go to **Step 2**. The termination criterion can be: the maximum iteration number is reached, or no changes are found in $EP$ in a number of successive iterations.

**Step 4: Solution selection**

With the obtained PF, a final solution can be selected according to practical needs, e.g., Nash equilibrium [31], minimizing the normalized Euclidian distance [21], individual risk preference or engineering judgments [3,32]. In this paper, a fuzzy satisfaction decision-making approach is adopted, and technical details regarding this approach can be found in [33].
Figure 2. Flow chart of the applied solution algorithm.
5. Case Studies

5.1. Experimental Setting

The proposed approach is tested on the Garver’s six-bus, IEEE 24-bus RTS and 2383-bus Polish systems. Forced outage rates (FORs) of power-generating units and transmission lines and network data can be found in [34–36] respectively. We assume that the network needs to be expanded for the next five years, and the annual load growth rate is 5%. In other words, the load growth uncertainty in TEP is modeled as:

\[ P_{D}^{\text{year}} = P_{D}^{\text{base}} \cdot (1 + 5\%) + \Delta P_{D} \]  

(47)

where \( P_{D}^{\text{base}} \) denotes the power load in the base year; \( P_{D}^{\text{year}} \) denotes the power load for the next five years while considering the load growth uncertainty; and \( \Delta P_{D} \) denotes the long-term load forecast uncertainty, which is assumed to follow a Gaussian distribution. In this paper, we only consider the long-term load growth uncertainty. The hourly load levels are proportionally allocated based on the forecasted peak load. The hourly load percentage to the peak load is calculated using the load profile of New South Wales, Australia, in the National Transmission Network Development Plan 2016 data, which can be found on [37].

The capacity of new power lines is 120 MW, and up to three lines are allowed on each corridor. The line investment cost is assumed to be 55 M$/100$ km. DR resources are located at all load buses and the mean of IBDR cost can be found in [9]. The maximum ratio of IBDR is 10%. The cut-in, cut-out and rated speeds of wind turbines are 4.6 m/s, 25.8 m/s and 14.6 m/s. In the base case, is set to be 3. Value of customer reliability (VCR) is set to be $25,950/MWh [38].

The risks of incurring unreliability issues (e.g., involuntary load curtailments and generation corrective control actions) are considered as threat events to electricity network planners. The risk objective for the proposed approach is calculated using Equation (30), while the financial results are calculated using Equations (21)–(25). The simulations were completed by a PC with Intel Core i7-6600 CPU @ 2.80 GHZ with 8.00 GB RAM.

5.2. Garver’s 6-Bus System

As seen in Figure 3, the six-bus system is composed of three thermal generators and one wind power unit, seven branches, and three loads. The peak load is 255 MW, and the total generation capacity is 410 MW. In the base case, wind power capacity is 50 MW. Wind power output, load, component availability and IBDR costs are considered as uncertainties.

![Figure 3. One-line diagram of six-bus system.](image)

Three cases are used to demonstrate the effectiveness of the proposed model.

**Case 1:** The risk objective in (26) is not considered. A single objective TEP approach with a deterministic reliability constraint (i.e., \( \text{EENS} \leq \text{EENS}_{\text{max}} \)) as reported in [39].
Case 2: Similar to case 1, without the consideration of DR.
Case 3: The proposed multi-objective TEP approach with DR and with the risk aversion strategy (k is set to be 3).

The probability distributions of generation cost (GC) and the cumulative distribution function (CDF) for cases 1–3 are illustrated in Figure 4. Because the access to cheap generation resources can be guaranteed in case 3, the mean of GC is the lowest for case 3 (89.57 M$). Meanwhile, the lowest standard deviation (Std.) in case 3 (2.57 M$) implies that case 3 is less likely to be affected by the variations of uncertainties in our study. By contrast, the deterministic reliability constraint results in conservativeness, and more costly generating resources are used. Besides, DR plays an important role in enhancing the system economic efficiency, as the GC for case 1 is much lower compared with case 2 (124.71 M$ vs. 144.69 M$). Moreover, we can see that case 3 is more useful in terms of hedging risks, since less extreme scenarios are observed (i.e., the tail distribution of CDF for case 3 is shorter). This means that the maximum financial loss due to load curtailments or CC actions in sampled scenarios is greatly reduced. The probability distribution of losses in Figure 1 is more concentrated near the mean, and the right tail is shortened. Therefore, the proposed method is superior to the previous work using the deterministic reliability constraint.

The detailed results including GC, DR cost (DRC), investment cost (IC), total cost and expected energy not supplied (EENS) for cases 1–3 are given in Table 1. Note that EENS is calculated by minimizing the total involuntary load curtailment under normal and contingency conditions (\(EENS = \sum_{k=0}^{K} \sum_{i=1}^{S760} \sum_{\Omega_i} p_{k,i}^{\text{Curt}}\)) [26]. For a deterministic approach, the planning criterion in this paper is defined as that EENS should be less than 0.02% of total annual energy consumption. As seen in Table 1, compared to case 1, although IC and DRC for case 3 are higher, the total cost and EENS are the lowest (256.44 M$ and 0.0156%). This is because low-cost DR and generation resources can be used more efficiently in case 3. Conversely, a deterministic TEP approach without DR leads to an inferior solution with high cost (310.16 M$), and low system reliability (EENS is 0.0196%). This means that DR can effectively reduce generation cost and improve system reliability, thus enhancing the network efficiency. To sum up, the adopted risk aversion strategy (when \(k = 3\)) has identified a planning solution that requires a higher investment, but the reinforced network is more reliable (lower EENS) and more cheap generation and DR resources can be used (lower GC and DRC). As a result, the total cost for case 3 is the lowest.

![Figure 4](image-url)  
**Figure 4.** Probability distributions of generation cost (GC) and cumulative distribution function (CDF) for cases 1–3.
The wind power capacity at bus 5 is increased from 50 MW to 100 MW. Figure 5 illustrates the probability distributions of EENS and CDF with 100 MW wind power for cases 1–3. In general, more EENS is concentrated at 0 (see the CDF for distributions at 0). The distribution tail for case 2 is the biggest, followed by case 1, and then case 3. Meanwhile, the mean value also follows the same ranking. The results in Figure 5 indicate that in case 3, the low probability scenarios are less discounted, and the risk of unacceptable reliability is effectively hedged.

Furthermore, to investigate the influences of increasing wind power integration, results including total cost, total energy consumption, total wind power curtailment (WPC), peak load, and EENS under deterministic N-1 and N-2 contingencies are compared in Tables 2 and 3. Table 2 presents more detailed information extended from Table 1 (wind power in base case is 50 MW), while Table 3 presents results with wind power of 100 MW. We can see that the growth in wind power penetration increases total cost, as the network needs to be reinforced and more DR is used to help absorb wind power. However, the increase in total cost can be effectively mitigated if the proposed TEP approach is used (for case 3, total cost is 256.44 M$ in Table 2, and 256.58 M$ in Table 3). Moreover, increasing wind power integration poses emerging security issues, as EENS sees rises for all cases. It is worth mentioning that only cases 3 can satisfy the 0.02% reliability criterion under N-1 and N-2 contingencies with higher wind power integration. Furthermore, higher WPC is observed in Table 3, but this rise is the slightest for case 3 (4.52 GWh in Table 2 and 4.56 GWh in Table 3). On the other hand, the increasing wind power has no impact on total energy consumption and peak load. From Tables 2 and 3, we can see that the proposed risk aversion approach can effectively accommodate more wind power with the minimum impact on cost (total costs are 256.44 and 256.58 M$ for case 3 in Tables 2 and 3 respectively) and system reliability (the N-2 EENS values are 0.0196% and 0.0199% for case 3 in Tables 2 and 3 respectively).

### Table 1. Detailed results for cases 1–3.

<table>
<thead>
<tr>
<th>Case #</th>
<th>GC (M$)</th>
<th>DRC (M$)</th>
<th>IC (M$)</th>
<th>Total Cost (M$)</th>
<th>EENS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>124.71</td>
<td>6.59</td>
<td>136.22</td>
<td>267.52</td>
<td>0.0194</td>
</tr>
<tr>
<td>2</td>
<td>144.69</td>
<td>-</td>
<td>165.47</td>
<td>310.16</td>
<td>0.0196</td>
</tr>
<tr>
<td>3</td>
<td>89.57</td>
<td>10.26</td>
<td>156.61</td>
<td>256.44</td>
<td>0.0156</td>
</tr>
</tbody>
</table>

Figure 5. Probability distributions of expected energy not supplied (EENS) and CDF for cases 1–3 with 100 MW wind power penetration.
Table 2. Result comparison for cases 1–3 with 50 MW wind power.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Total Cost (M$)</th>
<th>Energy (GWh)</th>
<th>WPC (GWh)</th>
<th>Peak Load (MW)</th>
<th>EENS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>267.52</td>
<td>105.68</td>
<td>6.82</td>
<td>299.41</td>
<td>0.0197</td>
</tr>
<tr>
<td>2</td>
<td>310.16</td>
<td>103.45</td>
<td>13.65</td>
<td>325.45</td>
<td>0.0199</td>
</tr>
<tr>
<td>3</td>
<td>256.44</td>
<td>106.36</td>
<td>4.52</td>
<td>292.91</td>
<td>0.0162</td>
</tr>
</tbody>
</table>

Table 3. Result comparison for cases 1–3 with 100 MW wind power.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Total Cost (M$)</th>
<th>Energy (GWh)</th>
<th>WPC (GWh)</th>
<th>Peak Load (MW)</th>
<th>EENS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>275.21</td>
<td>105.68</td>
<td>8.93</td>
<td>299.41</td>
<td>0.0199</td>
</tr>
<tr>
<td>2</td>
<td>336.36</td>
<td>103.45</td>
<td>15.65</td>
<td>325.45</td>
<td>0.0261</td>
</tr>
<tr>
<td>3</td>
<td>256.58</td>
<td>106.36</td>
<td>4.56</td>
<td>292.91</td>
<td>0.0197</td>
</tr>
</tbody>
</table>

5.3. IEEE 24-Bus System

The IEEE 24-bus system is composed of 10 thermal stations, 38 branches and 20 loads. The peak load is 3650 MW, and the total generation capacity of thermal units is 6000 MW. We assume that three WP are located at buses 2, 4, and 20, and they have equal capacities at 200 MW (total WP at a 10% penetration level). One more case is added for comparison.

Case 4: A multi-objective TEP approach without risk aversion. This means that in the optimization model, the second objective is (27), instead of (30).

The tradeoffs between risk value and cost for case 3 and 4 are shown in Figure 6. As seen, lower cost results in higher risk, and they are in conflict with each other. The multi-objective framework can provide network planners with a set of solutions (i.e., Pareto set). The selected solutions for cases 3 and 4 are marked in Figure 6. The identified planning schemes are given in Table 4. Generally, to attain a similar risk level, the total cost for case 4 is higher, compared with case 3.

![Figure 6](image-url)

Table 4. Planning results for cases 3 and 4.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Identified Planning Schemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$\eta_{1,2} = 2, \eta_{1,3} = 1, \eta_{2,24} = 2, \eta_{3,30} = 1, \eta_{4,11} = 2, \eta_{5,14} = 1, \eta_{6,16} = 2, \eta_{7,22} = 2, \eta_{8,20} = 1, \eta_{9,23} = 1$</td>
</tr>
<tr>
<td>4</td>
<td>$\eta_{1,3} = 1, \eta_{1,4} = 3, \eta_{4,9} = 2, \eta_{4,9} = 1, \eta_{13,22} = 1, \eta_{16,16} = 3, \eta_{13,21} = 1, \eta_{17,16} = 2, \eta_{18,21} = 2, \eta_{19,20} = 1, \eta_{21,22} = 2$</td>
</tr>
</tbody>
</table>
In Tables 5 and 6, results including total cost, risk value, WPC, peak load and EENS under deterministic N-1 and N-2 contingencies are compared between cases 3 and 4 for different wind power penetration. The total cost for case 3 is higher compared to case 4 in Table 5, but this is opposite when wind power penetration is increased to 20% in Table 6. Besides, risk value and EENS are always lower for case 3. This proves that the proposed approach is more cost-effective in terms of reducing risk and EENS. However, for WPC and peak load, the changes are not evident for both cases.

Figures 7 and 8 illustrate probability distributions of operation cost (OC) and corrective control cost (CC) for different wind power penetration. As seen, increasing wind power reduces OC but increases Std. (from 11.45 to 18.29 for case 3 and from 20.45 to 26.21 for case 4). The increased Std. means increasing wind power introduces more uncertainty, thus, sophisticated system operation strategies are needed, such as more efficient use of DR, advanced wind forecast tools, risk management, etc. Moreover, the mean values of OC are lower for case 3, compared to case 4. With regard to CC, case 3 is higher with 10% wind, but becomes lower with 20% wind (14.78 M$ for case 3 and 20.93 M$ for case 4).

In addition, variations in total cost and CC corresponding to different risk preferences for case 3 are shown in Figure 9. A solution selected by a higher $k$ is said to be risk averse; the opposite case is risk preferring. The higher value of $k$, the more concern about the higher CC with lower probabilities. In other words, higher $k$ results in higher total cost, but lower CC. It is worth mentioning that lower CC implicitly means higher reliability, because CC actions refer to generation rescheduling and load curtailment under contingencies. The intersections of lines of different wind penetration levels in Figure 9 indicate that integrating more wind power does not always incur higher costs, on the condition that an appropriate $k$ is selected. This means that a sophisticated risk-aversion strategy can effectively reduce the cost in relation to increasing wind power integration.

![Figure 7](image-url). **Figure 7.** Operation cost (OC) distributions for cases 3 and 4 with increasing wind power.
2017 Energies 2204, with a total wind power penetration of about 10% (i.e., individual size is 760 MW, and a total capacity is 38,179 MW. We assume that five WP farms are located at buses 64, 730, 1024, 1875 and 5.

5.4. 2383-Bus Polish System

To verify the effectiveness of the proposed risk aversion approach, cases 3 and 4 are compared.

![Figure 8. Corrective control cost (CC) distributions for cases 3 and 4 with increasing wind power.](image)

Table 5. Results comparison for cases 3 and 4 with 10% wind power.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Total Cost (M$)</th>
<th>Risk Value (GWh)</th>
<th>Peak Load (MW)</th>
<th>EENS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N-1</td>
</tr>
<tr>
<td>3</td>
<td>418.26</td>
<td>260,995</td>
<td>30.54</td>
<td>0.0169</td>
</tr>
<tr>
<td>4</td>
<td>395.18</td>
<td>456,236</td>
<td>42.36</td>
<td>0.0172</td>
</tr>
</tbody>
</table>

Table 6. Results comparison for cases 3 and 4 with 20% wind power.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Total Cost (M$)</th>
<th>Risk Value (GWh)</th>
<th>Peak Load (MW)</th>
<th>EENS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>N-1</td>
</tr>
<tr>
<td>3</td>
<td>419.86</td>
<td>303,385</td>
<td>30.63</td>
<td>0.0188</td>
</tr>
<tr>
<td>4</td>
<td>420.34</td>
<td>652,365</td>
<td>44.89</td>
<td>0.0196</td>
</tr>
</tbody>
</table>

![Figure 9. Variations in total cost and corrective control cost (CC) corresponding to different k for case 3.](image)

5.4. 2383-Bus Polish System

The peak load of the studied 2383-bus Polish system is 24,558 MW, and the total generation capacity is 38,179 MW. We assume that five WP farms are located at buses 64, 730, 1024, 1875 and 2204, with a total wind power penetration of about 10% (i.e., individual size is 760 MW, and a total
of 3800 MW). To verify the effectiveness of the proposed risk aversion approach, cases 3 and 4 in Section 5.2 are compared.

Figure 10 illustrates the tradeoffs between total cost and risk value, and the selected solutions are marked. As seen in Figure 10, a lower total cost incurs a higher insecurity risk, meaning the two objectives conflict with each other. With a similar total cost, case 3 is more likely to incur lower risks, as the approximated Pareto frontier for case 3 is lower than that for case 4. For case 3, the range of total cost is between 3072 M$ and 22,076 M$, while the corresponding range of insecurity risk is between 6,922,194 and 24,733,345. For case 4, the range of total cost is between 2138 M$ and 29,922 M$, while the corresponding range of insecurity risk is between 11,919,876 and 42,075,351. We can see that if $k$ is set at 3 in case 3, the maximum risk value is substantially reduced from 42,075,351 to 24,733,345, meaning about a 41% reduction. Usually, the maximum risk value means catastrophic threats. Therefore, we can conclude that the proposed risk aversion approach can identify planning solutions that are more resilient to extreme events, such as multiple line outages due to floods or ice storms in reality.

The distributions of CC costs for cases 3 and 4 with different wind power penetrations are shown in Figure 11. We can see that the increased wind power penetration has very little impact on the CC cost for case 3, while the mean of CC cost for case 4 substantially increases from 82.95 M$ to 146.51 M$, corresponding to about a 43% rise. This means that the proposed risk aversion approach can identify solutions that are more robust to wind uncertainty. Furthermore, the detailed results for cases 3 and 4 with 10% wind power for the Polish 2383-bus system are compared in Table 7. We can see that case 3 is superior in terms of economy and reliability. In addition, to show the scalability of the proposed approach, the computational performances on different sized power systems are compared in Table 8. The Polish 2383-bus system requires about 10 hours on a PC with Intel Core i7-6600 CPU @ 2.80 GHZ with 8.00 GB RAM. It should be noted that the contingency analysis based on Monte Carlo simulations accounts for almost half of the total time. This means that if parallel computing is used for contingency analysis, the solution algorithm can converge faster. Given that TEP problems aim to identify network expansion solutions for a future scenario (e.g., 5 or 10 years ahead), the solution time required in this paper is reasonable.

More importantly, this paper has proposed a risk index that can quantitatively measure the system reliability under extreme scenarios. The identified solutions can effectively reflect how much a decision-maker is concerned about the low-probability but high-loss threats in planning practices. The formulated multi-objective risk aversion planning model can help network planners better comprehend the options they have, and the risk that each option entails. To sum up, the proposed model is a flexible decision-making tool, which can help decision-makers make tradeoffs between economy and reliability.

![Figure 10. Tradeoffs between cost and risk for cases 3 and 4 for the Polish 2383-bus system.](image-url)
Figure 11. CC distributions for cases 3 and 4 with increasing wind power for the Polish 2383-bus system.

Table 7. Results comparison for cases 3 and 4 with 10% wind power for the Polish 2383-bus system.

<table>
<thead>
<tr>
<th>Case #</th>
<th>Total Cost (M$)</th>
<th>Risk Value WPC (GWh)</th>
<th>EENS (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>5049.15</td>
<td>7,898,321</td>
<td>0.0176</td>
</tr>
<tr>
<td>4</td>
<td>5223.42</td>
<td>13,975,876</td>
<td>0.0188</td>
</tr>
</tbody>
</table>

Table 8. Computational performances on different tested systems.

<table>
<thead>
<tr>
<th>Tested Systems</th>
<th>Total Elapsed (s)</th>
<th>Contingency Analysis Elapsed (s)</th>
<th>Iteration Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-bus</td>
<td>609</td>
<td>245</td>
<td>2345</td>
</tr>
<tr>
<td>IEEE 24-bus</td>
<td>14,654</td>
<td>7643</td>
<td>4567</td>
</tr>
<tr>
<td>Polish 2383-bus</td>
<td>37,874</td>
<td>18,984</td>
<td>7654</td>
</tr>
</tbody>
</table>

6. Conclusions

This paper presents a probabilistic multi-objective TEP model for power systems with increasing wind power integration. The unacceptable reliability risk is proposed based on the probability of contingencies and the corresponding cost of corrective control actions. The proposed risk value formulation can be easily adjusted according to the individual risk preferences of decision-makers. Thus, the formulated objective function includes costs of investment, power generation, DR and the unacceptable reliability risk. In addition, the MOEA/D is introduced and employed to find Pareto optimal solutions of the proposed TEP model. According to case studies, the deterministic TEP approach results in inferior solutions with high cost and low system reliability. Also, increasing wind power integration will increase the overall system cost and the risk of reliability issues, but this effect can be mitigated if a risk-aversion strategy is adopted. Therefore, the proposed method in this paper still enforces the reliability criterion, and is superior to the deterministic version and the version without DR. In conclusion, the proposed approach is a useful decision-making tool, which allows flexible risk analysis.
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### Nomenclature

<table>
<thead>
<tr>
<th>Definitions</th>
<th>Symbols</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk attitude factor</td>
<td>$k$</td>
<td>An index that measures to what extent a decision-maker cares about the risk below (when $k &lt; 0$) or above the expected risk value (when $k &gt; 0$).</td>
</tr>
<tr>
<td>Probability of risk aversion</td>
<td>$a$</td>
<td>A probability that measures the occurrence frequency of threats due to a risk-aversion strategy. Theoretically, when $a \to 1$, a decision-maker incurs no risk; when $a \to 0$, a decision-maker adopts no risk aversion strategies, thus incurring business-as-usual risks.</td>
</tr>
<tr>
<td>Probability density function of the risk attitude factor</td>
<td>$f_{x}(\bullet)$</td>
<td>A function used to specify the probability of the risk attitude factor falling within a particular range of values. This probability density function (PDF) is defined to represent the catastrophic consequences of a low-probability threat event to power networks.</td>
</tr>
<tr>
<td>Risk value after risk aversion</td>
<td>$R_{k}$</td>
<td>A defined risk value that has taken into account the risk attitude factor and the probability of risk aversion, as well as the probability and the severity of threat events.</td>
</tr>
</tbody>
</table>
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