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Abstract: This paper proposes statistical feature extraction methods combined with artificial intelligence (AI) approaches for fault locations in non-intrusive single-line-to-ground fault (SLGF) detection of low voltage distribution systems. The input features of the AI algorithms are extracted using statistical moment transformation for reducing the dimensions of the power signature inputs measured by using non-intrusive fault monitoring (NIFM) techniques. The data required to develop the network are generated by simulating SLGF using the Electromagnetic Transient Program (EMTP) in a test system. To enhance the identification accuracy, these features after normalization are given to AI algorithms for presenting and evaluating in this paper. Different AI techniques are then utilized to compare which identification algorithms are suitable to diagnose the SLGF for various power signatures in a NIFM system. The simulation results show that the proposed method is effective and can identify the fault locations by using non-intrusive monitoring techniques for low voltage distribution systems.
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1. Introduction

1.1. Background

Supervisory control and data acquisition (SCADA) has been the traditional load monitoring method for several years. In this method, sensors are installed at each load point to detect the actions of switches or breakers. Then, sensors deliver messages to load recorders and the data center. However, as power systems have become more complex, this approach incurs in significant time delays and cost for installation and maintenance. Also, the increase in the number of sensors will complicate the system and reduce the reliability.

To alleviate these problems, the initial conception of a non-intrusive load monitoring (NILM) system was mentioned by Hart [1]. Compared with the SCADA-based system, NILM only places a set of voltage and current sensors in the entrance of utility (electrical service entry, ESE) instead of the load points. At this ESE, load monitoring, communication and control schedules are carried out. This future load-monitoring system tends to minimize the number of instruments and thus, reduce the hardware and costs [2]. Therefore, NILM schemes have long-term potential for the coming generation of smart grids and power energy management systems.
In general, a NILM platform includes three stages: data acquisition, feature analysis, and pattern recognition. Figure 1 shows a simple schematic diagram of a NILM system. Firstly, the power signatures are acquired from the power inlets. The features of voltages and currents are then analyzed based on suitable feature extraction or selection techniques. The purpose of feature analysis is to reduce the dimensionality of the original raw waveforms, and obtain the subsets of principal variables. Machine learning algorithms finally compare those captured variables with various patterns corresponding to each appliance in a database.

For the past two decades, a number of studies have been conducted for load identification in NILM systems. Laughman et al. [3] as well as Zelfman and Roth [4] reviewed the background and content of the NILM literature. In terms of feature analysis, the commonly used signatures can be grouped into steady-state features and transient features. The steady-state features involve active power (\(P\)), reactive power (\(Q\)), harmonics, voltage-current (\(V-I\)) trajectory and admittance waveform. In Hart [1], the loads were identified based on the real and reactive powers. Cole and Albicki [5] also evaluated data extraction for NILM using power-based methods. Nevertheless, this has the limitation that various loads have the same power consumption. Also, the power-based methods may not recognize the appliances where the consumed powers change non-discretely [6]. Roos et al. [7] analyzed the details of load under steady-state operation for identification. This analysis, however, puts computers in a computationally complicated situation for accurate power signature data. Akbar and Khan [8] deployed the current harmonics as the steady-state features. Nevertheless, several highly resistive loads may not be detected by this approach due to the low level of the current harmonics. The applications of \(V-I\) trajectory in NILM are discussed in [9,10]. In this scheme, the instantaneous voltage and current are respectively measured and normalized based on their peaks. Then, the \(V-I\) plot traces different shapes corresponding to different appliances. This \(V-I\) trajectory-based extraction requires the intensive computation due to the two-dimensional matrix of \(V-I\) and complicated wave-shapes. The main drawback of using steady-state features is the insufficient information of the load behavior. Different appliances may have similar patterns in the steady-state operations, which may lead to the mistaken identification.

Various research papers studying NILM using transient features have been published in order to overcome the shortcomings of the steady-state feature [11–15]. Starting current or switching transient waveform are typical transient features. Chang et al. [11] proposed a turn-on transient energy approach combined with the discrete wavelet transform (DWT). Since the turn-on transient energy can represent the unique characteristics of appliances, this approach is reliable for load identification. Similarly, Gillis et al. [15] also applied the DWT principle and re-constructed the wavelet design for extracting the transient features. In [13], the energizing and de-energizing transient feature are adaptively adjusted by an artificial immune algorithm (AIA) and Fisher criterion. The energizing events are also processed by the S-transform to obtain the feature vectors in the complex domain [14]. Generally, the use of transient features requires the implementation of signal processing such as DWT or S-transform at the high sampling rate to capture the transient effects. In electrical transient analyses, these wavelet multi-resolution analysis (WMRA) techniques are useful to monitor power system small signal oscillations, power quality (PQ), and electric power disturbance [16–19]. For example, the authors [19] employed harmonic voltages and wavelet...
coefficients as PQ features for placement of power quality measurement facilities to identify PQ problems. The main disadvantage of using transient features with those transforms is that the sampling frequency should be higher than 1 kHz to extract the distinction [20]. This is somewhat expensive in terms of the hardware cost for load-monitoring purposes.

Apart from the steady state and transient behaviors, several hybrid techniques of feature extraction are also developed. Guedes et al. [21] used the second and fourth-order cumulants of high-order statistics (HOS) to extract the information from the current waveform. Genetic algorithms (GAs) are then applied for feature selection and dimension reduction. Those HOS features can retrieve the important information of electrical signals, so they possess the capability of discrimination in the feature space. Bouhouras et al. [22] described the concept of spectra distribution analysis for individual load activation. In that work, the raw signals are transformed to the corresponding fast Fourier Transform (FFT) spectra. Afterwards, the complete spectrum is divided to a number of non-overlapping frequency bands. The spectral band energy and entropies are finally calculated for feature extraction. Both [21] and [22] reported the high performance in load disaggregation. Nevertheless, those outcomes were achieved at high sampling frequency, 15.4 kHz and 10.24 kHz, respectively.

In the pattern recognition stage, machine learning tools play a crucial role in classification. Several papers, e.g., Roos et al. [7] and Srinivasan et al. [23], have mentioned the use of artificial neural networks (ANNs) to facilitate the load recognition and harmonic sources for NILM systems. In [23], the authors used ANN to deal with harmonic issues, but the results do not involve the various operational modes of loads under different voltage sources. In NILM systems, most studies mainly focus on ANN with back-propagation (BP-ANN) for load recognition algorithms [2,6,7,11,13,21,23,24]. With simple implementation, k-Nearest Neighbors (k-NN) is also a commonly used recognizer. Saitoh et al. [24] implemented k-NN and support vector machine (SVM) to recognize household appliances. In that work, 1-NN was the most effective classifier compared with SVM. Tsai et al. [13] also drew a comparison between BP-ANN and k-NN. Both methods gave almost the same performance, and k-NN is preferable for its simplicity.

A hybrid recognizer that combines a supervised Self-Organizing Feature Map with Bayesian classification is also described in [25]. This method, however, encounters the difficulty of multi-state transitions in home appliances. In [26], Multiple conditional factorial hidden Markov model (MCFHMM) algorithm is adopted for classification. This innovation is a modified version of the hidden Markov model for unsupervised learning. Although the identification accuracy of the unknown appliances exceeds 80%, MCFHMM may not correctly predict unknown linear loads. In NILM, it requires further investigation on unsupervised learning to detect the new appliances without prior information.

1.2. Problems and Contributions

In power system protection analyses, power system faults are one of the most important research topics. These faults which are mainly due to short-circuit phenomena, can drastically affect the operations of power systems. Faults in power systems are divided into three-phase balanced and un-balanced faults. Different types of un-balanced faults are single-line-to-ground fault (SLGF), line-to-line fault (LLF), and double-line-to-ground fault (DLGF). Among the faults of power systems, SLGF is the most frequent type. Due to the serious consequences of fault damage in power systems, many researchers have devoted their attention to this research topic. Chunju et al. [27] employed a wavelet fuzzy neural network (WFNN) to extract the fault characteristics from the SLGF signals in an industrial distribution power system. However, this method does not contain the high frequency information of pre-fault currents and only considers SLGF on phase A of Line 1. In fact, the equivalent capacitance and mutual inductance will change when the fault location changes, the charging and discharging currents will be also changed. Hence the high frequency currents, related with the distance from the relay point to the fault location, are different for different fault locations. Ekici et al. [28] proposed a SLGF location method simulated in a single 380kV and 360 km long power transmission line. In that paper, the wavelet energy and entropy criterion of the wavelet
packet transform (WPT) coefficients are deployed for every faulty current and voltage signal to extract features. Those features are later used for training and testing of ANNs. However, the technique will be unsuitable for a more complicated power system. Reddy et al. [29] used the wavelet multi-resolution analysis (WMRA) technique to diagnose the faulty conditions. An adaptive neuro-fuzzy inference system (ANFIS) and ANN in conjunction with GPS are applied to locate the faults when faults occur randomly during the real-time smart grid operation of transmission lines. This paper focuses on the amplitudes of the second- and third-order harmonics generated during fault current occurrence to track the fault location. Among different coefficients pertaining to different decomposition levels, only the summation of the fifth-level detailed coefficients (d5) is considered for the sampling rate of 6 kHz. Borghetti et al. [30] built specific mother wavelets inferred from the recorded fault-originated transient waveforms to improve the wavelet analysis for distribution networks. In that paper, the network topology and the traveling wave speeds of the various propagation modes are assumed to be known. However, as concluded in [30], the orthogonalization of transient-inferred mother wavelet is expected to improve the algorithm accuracy by means of proper integration of time-domain fault location approaches. Bezerra Costa [31] has presented a wavelet-based methodology for real-time detection of fault-induced transients in transmission lines, where the wavelet coefficient energy takes into account the border effects of the sliding windows. As a result, the performance of the proposed energy analysis is not affected by the choice of the mother wavelet and presents no time delay in real-time fault detection.

In the trend of energy disaggregation, fault identification, localization and classification have become the new challenge in non-intrusive monitoring system. Even with only one set of voltage and current sensors in ESE, the system must still ensure the effectiveness of protection. Faults should be detected and cleared as fast as possible. As far as the authors are aware, fault identification using non-intrusive monitoring mechanisms in power systems is still in the primary development stage. To enhance this recognition accuracy for a more complicated low voltage distribution system by using non-intrusive fault monitoring (NIFM) techniques, a new fault identification approach in load buses and distribution lines for SLGF is the topic of this paper. Figure 2 illustrates the block diagram for the SLGF diagnoses in NIFM systems.

![Figure 2. Block diagram of a non-intrusive power fault identification system. ESE: electrical service entry; SLGF: single-line-to-ground fault; and WMRA: wavelet multi-resolution analysis.](image)

First, the WMRA technique is utilized to detect SLGF occurrence and select the effective transient signals which are the post-fault events. Second, the statistical moment transformation and normalization are employed for feature extraction. In general, the characteristics of any random data can be described by the statistical moments (SMs) [32,33]. These moments are widely deployed in signal processing, ex. blind decomposition [34], noise and signal detection [35,36]. In particular, the use of the statistical moments is popular in terms of condition monitoring and bearing defect detection [37–39]. Since these statistical moments can represent the uniqueness of the raw power signatures, the features extracted in this stage could be the good candidates to solve the problem of the fault disaggregation.

In the final step for comparisons, different artificial intelligence (AI) algorithms - BP-ANN, k-NN, and SVM - are used to diagnose the SLGF of distribution lines or load buses for various
power signatures in a NIFM system. Among those classifiers, SVM is proved to be the most effective learning tool for these case studies of this work. By using the proposed methods (SK and SVM), the number of transient signal features can be reduced without losing its fidelity. The accuracy rate of the proposed methods is tested in a model system and simulated by using the Electromagnetic Transient Program (EMTP) software. These results show that the proposed methods can analyze the signals efficiently and effectively, thus enhancing the performance of the fault identification in the NIFM system.

The remainder of the paper is organized as follows: the data preparations including the data acquisition, experimental datasets and fault detection are described in Section 2. The feature analysis of transient fault currents using the statistical moments (SMs), Z-scores, Skewness and Kurtosis (SK), as well as SVMs for the fault location are addressed in Section 3. Based on the feature analysis techniques and the intelligent classifiers, a series of experiments covering the distribution-line and load-bus faults is analyzed in Section 4 to prove the feasibility of the proposed methods. This approach can also distinguish between the inrush current caused by the motor starting and overcurrent caused by the SLGF, which verifies its superiority. An experiment is discussed in Section 5.

2. Data Preparation

2.1. Data Acquisition

Figure 3 shows a typical NIFM system for the experimental case studies in this paper. Based on the statistical feature extraction, the identification algorithm in the NIFM system recognizes the distribution-line faults and load-bus faults of five 220-V loads measured on a three-phase 480-V common bus. These loads include a 45-hp induction motor, a 55-hp induction motor, a 30-hp induction motor, a 20-hp induction motor driven by line frequency variable voltage drives, and a load bank supplied by a six-pulse thyristor rectifier for AC power.

Figure 3. Power fault identification system for a NIFM system. MDMS: meter data management system.
In this scheme, the smart meter/NIFM manages and measures the operations and power demands of each load. Then, this information of each fault event is sent to the meter data management system (MDMS) via wireless sensor communication. Through the Internet or Web systems, the client terminal can access these load data and fault events.

2.2. Experimental Datasets

Experimental data sets were generated by simulating the data on the current waveforms at the ESE. Each final sample consists of \((T \times 60 \times 256)\) data samples obtained from 256 sampling points for one cycle over a period of \(T\) in a 60 Hz power system. Each power signature example includes a voltage variation from \(-3\%\) to \(+3\%\) at 0.5\% intervals. This yields 13 samples of each power signature for each bus and \(N \times 13 \times 3\) raw data for all power signatures \((I_a, I_b,\) and \(I_c)\) where \(N\) is the number of buses in a three-phase power system network. The full input data set comprises an \((N \times 13 \times 3) \times (T \times 60 \times 256)\) matrix as the experimental data sets. Basically, the fuse or circuit breaker must interrupt the fault quickly (generally less than 4 ms) in order to provide the maximum protection for equipment and personnel [40]. Underwriters Laboratories Inc. (UL, Northbrook, IL, USA) defines breaker current limitation as a breaker that interrupts and isolates a fault in less than 1/2 of an AC cycle. 1/2 a cycle is completed in 8.3 ms [41]. The data samples are calculated from the statistical feature extraction methods of the current signal within one cycle ahead from the fault inception. In the case studies of this paper, \(T\) and \(N\) are 1/60 seconds and 5, respectively. Figure 4 shows the current and voltage waveforms simulated on the ESE when the line 2 of the case study in Figure 3 has SLGF on the phase A.

![Figure 4. Current and voltage waveforms of SLGF on the phase A for the distribution line 2 of the case study. (a) Current waveforms; and (b) voltage waveforms.](image)

2.3. Fault Detection

First, the wavelet transform (WT) technique of multi-resolution analyses is utilized to detect the time of SLGF occurrence in power systems. The post-fault signals are preprocessed before inputting the data into AI identification algorithms. The WT is a powerful tool for studying transients by characterizing band-pass filters [42,43]. Therefore, it is suitable to detect the occurrence of faults in power systems. WT decomposes power signatures into different scales of WT coefficients (WTCs). WT can be grouped into continuous WT (CWT), discrete WT (DWT), stationary WT (SWT) and wavelet packet analysis. The CWT is expressed as:

\[
C_{a,b}(t) = \int_{-\infty}^{\infty} \psi_{a,b}(t)x(t)dt
\]

where \(x(t)\) is the original signal and \(\psi_{a,b}(t)\) is the daughter wavelet. The daughter wavelet is defined by Morlet and Grossman [43] as:
where $\psi(t)$ is the chosen mother wavelet, $a$ is the scaling factor, and $b$ is the shift factor.

In the discrete case, the scaling and shift factors are represented as follows:

$$
a = a^n_0
$$

$$
b = nb_0 a^n_0
$$

(3)

Then, the DWT is obtained as:

$$
D_{m,n} = a^n_0 \sum_k x[k] \psi[a^n_0 k - nb_0]; \quad a_0 > 1; b_0 \neq 0
$$

where $m$ is a scaling index; $n$ is a sampling time point, for $n = 1, 2, ..., N$; and $N$ is the number of sampling points; $m,n,b_0 \in Z$, $Z$ is a set of integers, and $k$ is an operating index; $a_0$ is selected as a spacing factor.

Set:

$$
a_0 = 2; b_0 = 1
$$

(5)

Then the following results of the DWT for dyadic (octave) grid:

$$
D_{m,n} = 2^{-m} \sum_k x[k] \psi[2^{-m} k - n]
$$

(6)

The dyadic grid is perhaps the simplest and most efficient discretization for practical purposes and lends itself to the construction of an orthonormal wavelet basis.

The WMRA technique is an existing and well known method widely utilized in fault detection applications [27–29,31,44–46]. The time–frequency location feature of the WT makes it suitable to be used in fault detection method based on high and fundamental frequency components. This research uses the MRA technique to decompose the current signals into some approximation and detail levels of resolution. By analyzing certain levels of approximation and details, the stages of fault detection are processed. Based on the [45], the occurrence ($T_{\text{fault}}$) of SLGF is detected.

Figure 5 shows the fault-detection procedure, where IF is a counter that expresses the sample number under SLGF. SUM\_d1 is the sum value of the detailed output (d1 coefficients) for a
one-cycle period and is represented as an absolute value. Fault criterion (FC) is the signal magnitude threshold as the lower limit of SUM_d1, while Ns is the sample number that signifies the duration time for which a transient event has to persist continuously. When SUM_d1 is greater than or equal to FC, the value of IF is incremented and as soon as it attains the level Ns. This indicates an internal fault, and a trip signal is initiated. As shown in Figure 5, the sampling rate is 15.360 kHz; i.e., 256 samples/cycle at 60 Hz. The summated values associated the three phases are compared with a preset threshold level FC. The whole process is based on a moving window approach where the one-cycle window is moved continuously by one sample. In these cases of the paper, T_{fault} is 0.1 s. The optimal settings for FC and Ns are 0.085 and 128, respectively.

3. Proposed Methods

3.1. Statistical Moments

It is generally not possible to directly identify SLGF in power systems based upon these complicated raw waveforms. Thus, some transformations of the recorded SLGF time-series are implemented to extract the time-invariant features. These are statistical moments (SMs). Those transformations can also reduce the vulnerability and the variation of the datasets [38]. In the faults, the energy (mean square value) in the fault signals is expected to increase. The features of nth-order SMs are generated from the raw fault data, which is defined by Equation (7). The SMs used here are the four (first to fourth order) moments, stored in a matrix of size (65 × 4) for each power signature. Specially, the first and second order moments are the mean and the variance of the fault signals, respectively:

\[ f^{(n)} = \frac{1}{N} \sum_{i=1}^{N} x_i^n \]  

for \( n = 1, 2, 3, \) and 4.

3.2. Z-Scores

Normalization plays a crucial rule in preprocessing, as proven by Bishop [47]. This normalization works well for populations that are normally distributed. To normalize, the input variable of statistical moments \( f_{old} \) is converted into zero mean and unit variance, the new input variable of statistical moments \( f_{new} \) is called Z-scores or standard score normalization. The formula is illustrated by Equation (8):

\[ f_{new}^{(n)} = \frac{f_{old}^{(n)} - \mu^{(n)}}{\sigma^{(n)}} \]  

for \( n = 1, 2, 3, \) and 4, where \( \mu \) and \( \sigma \) are the mean value and the standard deviation for the feature vector of the statistical moments \( f_{old}, \) respectively.

3.3. Skewness and Kurtosis

Another method of normalization is skewness and kurtosis (SK) or standardized central moments, using standard deviation as a measure scale. The nth-order standardized central moments are defined by Equation (9):

\[ f_{new}^{(n)} = \frac{1}{N\sigma^{(n)}} \sum_{i=1}^{N} (f_{old}^{(n)} - \mu^{(n)})^n \]  

for \( n = 1, 2, 3, \) and 4.

Equation (9) shows that the 1st and 2nd standardized central moments are constants, with values of 0 and 1, respectively. This implies that these constants are not necessary for inputs of AI algorithms. In other words, skewness (normalized 3rd central moment) and kurtosis (normalized 4th central moment) are the sufficient features for fault identification. These moments are reduced into a matrix of size (65 × 2) for each power signature. To examine the effects of this normalization,
the results of SLGF identification were compared between normalized and un-normalized statistical moments.

By examining the current distributions of energy from orders for SLGF on different five lines for different proposed methods, i.e., SMs, Z-scores, and SK, in Figures 6–8, respectively, some characteristics can be found. Firstly, the distributions of energy among Line 1, Line 2 and Line 3 are always in similar phases. There are only some minor differences in term of their magnitudes. This is understandable as Load 1, Load 2, and Load 3 are the same type of loads which are induction machines (IMs). Load 4, however, is the IM with the accompaniment of the line frequency variable-voltage drives; while Load 5 is the load bank supplied by a six-pulse thyristor rectifier for ac power. For this reason, Line 4 or Line 5 forms significantly different patterns compared with the remaining four lines, and can be easily discriminated.

Figure 6. Current distributions of each order for the SLGF on different five lines by using the SMs. (a) Phase A; (b) Phase B; and (c) Phase C.

Figure 7. Current distributions of each order for the SLGF on different five lines by using the Z-scores. (a) Phase A; (b) Phase B; and (c) Phase C.
To distinguish the faults which have the similar patterns, it is necessary to combine with the powerful tool of classification algorithms even though these statistical methods can effectively extract features and reduce the size of datasets.

3.4. SVMs

Support vector machines (SVMs) are used as intelligent tools for identifying faulty lines and buses that is finding the location with respect to the ESE. They were first introduced by Vapnik [48] on the basis of structural risk minimization principle. The aim of SVM is to create a line of hyper-plane among different datasets for identification. The hyper-plane is defined by subsets of the training data called support vectors. Support vectors can create complex boundaries and maximize the margin separation through the quadratic minimizations [49]. The SVM is able to solve both linear and nonlinear identification problems. Based on the principle of structural risk minimization, SVM could avoid the local-minimum issue which is the fundamental challenge of BP-ANN.

The implementation of SVM multi-class classification is probably the one-against-all (one-vs-rest) method. It constructs $k$ SVM models where $k$ is the number of classes. The $m$th SVM is trained with all of the examples in the $m$th class with positive labels, and all other examples with negative labels. Thus, given $l$ training data $(x_1, y_1), \ldots, (x_l, y_l)$, where $x_i \in \mathbb{R}^n, i = 1, \ldots, l$, $y_i \in \{1, \ldots, k\}$ is the class of $x$. The hyper-plane of the $m$th SVM is optimized to solve the following problem [49]. The first term in the objective function represents the model complexity and the second term represents the model accuracy (i.e., classification error in the training data):

$$
\min_{w, \phi} \frac{1}{2} (w^o)^T \phi w^o + C \sum_{i=1}^l \xi_i^m
$$

$$(w^o)^T \phi(x_i) + b^o \geq 1 - \xi_i^m, \text{ if } y_i = m,$$

$$(w^o)^T \phi(x_i) + b^o \leq -1 + \xi_i^m, \text{ if } y_i \neq m,$$

$$\xi_i^m \geq 0, i = 1, \ldots, l$$

where $x_i$ is the $i$th training data which are mapped to a higher dimensional space by the function $\phi$ and $C$ is the penalty parameter. $y_i$ is the class label value which is either $+1$ or $-1$.

Then the largest value of the decision function is:
The basic concept of SVM is to search for a balance between the regularization term \( \frac{1}{2}(w^m)^T \phi(x) + b^m \) and the training errors. Practically, the Lagrangian dual problem of (10) is solved. Hence, the l-variable quadratic programming problems are solved as follows:

\[
\begin{align*}
\max f(\alpha_i,...,\alpha_{\ell}) &= \sum_i \alpha_i - \frac{1}{2} \sum_i \sum_j \alpha_i \alpha_j y_i y_j k(x_i, x_j) \\
\text{s.t. } 0 \leq \alpha_i \leq C \forall i, \sum_i \alpha_i y_i &= 0
\end{align*}
\]

(12)

The merit of SVM which is the inner product in the feature space by using a kernel function \( k(x_i, x_j) \) is that it ties to make the training data linear-separable in the high dimension feature space, thus achieving nonlinear-separable in the input space. Typical choices of kernel function include the following:

1. Polynomial kernel: \( k(x_i, x_j) = (\gamma(x_i \cdot x_j) + r)^d \);
2. Gaussian kernel: \( k(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2) \);
3. Sigmoid kernel: \( k(x_i, x_j) = \tanh(\gamma(x_i \cdot x_j) + r) \).

where \( d \) is the exponent of polynomial function; \( \gamma > 0, \ d > 0 \) and \( r \) are kernel parameters.

It is obvious that Gaussian kernel function is the simplest model with the fewest hyper-parameters. Hence, Gaussian kernel function is reasonably used in this paper. To obtain a good performance, some parameters in SVM have to be chosen carefully [50]. These parameters include:

- The regularisation parameter \( C \), which determines the trade-off between minimizing the training error and minimizing model complexity. The higher the value of \( C \) is, the narrower the separating margin of hyperplane is. In contrast, the hyperplane could easily misclassify more feature points if \( C \) is too low.
- Kernel function \( k(x_i, x_j) \) and
- Parameter \( \gamma \) of the kernel function that implicitly defines the nonlinear mapping from input space to some high-dimensional feature space. The higher value of \( \gamma \) increases the complexity of the classification model, easily leading to overfitting. On the other hand, the lower \( \gamma \) may cause the underfitting error of classification.

In this paper, those parameters are tuned and configured during experiments. The Gaussian kernel function has been implemented with varying values for \( C \in [0, 500] \) and \( \gamma \in [0, 1] \). The optimized values are 200 and 0.4 for \( C \) and \( \gamma \), respectively.

### 3.5. Performance Evaluation

In the fault location of this paper, the full input dataset can respectively form a matrix with a size of \( (65 \times 4) \) and \( (65 \times 2) \) for each fault current. From the same input datasets, a matrix with the same size is additionally created for all three fault currents in the case of faulty phase detection. The data in those matrices are randomly divided into two equal sets. One set of the data is for training and the other is for testing. To confirm the inferential power of SVM, the input dataset is created from the raw signature waveforms by different proposed methods with SMs, Z-scores, or SK for comparisons.

The proposed protection scheme is depicted as in Figure 9. The one-vs-rest algorithm is applied for this binary classification. To illustrate, one class is set to be positive while the rests are negative, and the line/phase suffered from SLGF can be distinguished from the other lines/phases. Hence, this problem is divided into five sub-problems of binary classification. For example, two bits “0” and “1” respectively represent the negative and positive class. In the case study for the fault
location, a set of five distribution lines represents a five-category attribute in the dataset. Those five classes indicate which line has a SLGF. A SLGF at Line 1, 2, 3, 4, or 5 can be respectively assigned as (1, 0, 0, 0, 0), (0, 1, 0, 0, 0), (0, 0, 1, 0, 0), (0, 0, 0, 1, 0), or (0, 0, 0, 0, 1). In the case study for faulty phase detection, phase A, B, and C can be set as (1, 0, 0), (0, 1, 0), and (0, 0, 1), respectively.

**Figure 9.** Protection scheme for proposed methods. SK: Skewness and Kurtosis; and SVM: support vector machine

To evaluate the performance, the decision functions or classification rules should be applied. Firstly, the true positive (TP) and true negative (TN) are defined as the correctly classified positive cases and the correctly classified negative cases, respectively. The confusion matrix is shown in Table 1. Then, the classification accuracy is calculated as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100\% 
\]  

(13)

**Table 1.** A general confusion matrix.

<table>
<thead>
<tr>
<th>True Condition</th>
<th>Predicted Condition</th>
<th>(One Line)</th>
<th>(Four Remaining Lines)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition Positive</td>
<td>True Positive (TP)</td>
<td>False Positive (FP)</td>
<td></td>
</tr>
<tr>
<td>Condition Negative</td>
<td>False Negative (FN)</td>
<td>True Negative (TN)</td>
<td></td>
</tr>
</tbody>
</table>

4. Experimental Results

The inputs of AI identification algorithms are three different power signatures, currents of three phases \((I_a, I_b, I_c)\) pre-processed by the proposed extraction methods. Besides SVM, two other popular algorithms BP-ANN and \(k\)-NN \((k = 1)\) are also implemented for comparison. Those identification algorithms are carried out by HeuristicLab (Ver. 3.3, Heuristic and Evolutionary Algorithms Laboratory (HEAL), Hagenberg, Austria) [51]. The programs were run to identify SLGF events for two case studies on a personal computer equipped with a 2.2-GHz Intel Core i3-2330M central processing unit. One is distribution-line faults; the other is load-bus faults. Each entry in the AI algorithms represents 100 different trials. The identification results are compared between the AI algorithms and power signatures for the proposed methods. A simulated NIFM system as shown in Figure 3 has five different loads on different buses. Those loads include a 45-hp induction motor, a 55-hp induction motor, a 30-hp induction motor, a 20-hp induction motor driven by variable-voltage drives, and a bank of loads supplied by a six-pulse thyristor rectifier for AC power.

4.1. Case Study 1, Distribution-Line Faults

In case study 1, the AI algorithms in the NIFM system identify SLGF on phase A at five different 220-V distribution lines from different time based upon the proposed methods, as shown in Figure 3. The fault SLGF occurs on a specific single distribution line of the five distribution lines,
the other distribution lines operate normally. There are essentially five 220-V distribution lines in the model system of Figure 3 because the distance between the 480 V/220 V distribution transformer and the load bus is long.

Each line is 3 km long and there are two sections per line each section being 1.5 km in length. This allows the user to apply faults at the section junctions. The lines are modelled using a constant parameter line model in EMTP program. The line conductor is a 1 AWG with an 8.4 millimeter diameter and a dc resistance of 0.5426 Ω/km at 25 °C. The line parameters are calculated at 60 Hz with an earth resistivity of 100 Ω-m.

In the case study of distribution-line faults where each distribution line has SLGF on phase A, the results for different AI algorithms and three extraction methods including SMs, Z-scores, and SKs are shown from Tables 2–4. In general, SVM obtains the most impressive results compared with the others, regardless whether any extraction method is used. On the other hand, k-NN (k = 1) has the unsatisfactory outcome where all average values of the test accuracy are below 72.22% in the case of SMs and Z-scores. Also, BP-ANN which does not exceed 84.35% in the average test accuracy could not well perform in SMs and Z-scores. Furthermore, the Z-scores normalization (SK) significantly improves the capability of disaggregation in 1-NN and SVM, but BP-ANN does not gain any benefit of this normalization. The approach of using the SK has taken a further result in the recognition accuracy, shown in Tables 2 and 3. Most of results achieve visible improvement. Those achievements show that almost all cases obtain 100% in recognition accuracy. There is an exception in the case of BP-ANN.

In term of phases, the inputs from phase A obviously achieve the best outcome than those of phase B and C in the case of SMs and Z-scores when distribution-line faults occur on phase A. Another remark is that BP-ANN requires much more execution time compared with SVM and 1-NN.

**Table 2.** Results of SLGF on the line faults with the SVM. SMs: statistical moments.

<table>
<thead>
<tr>
<th>Phase</th>
<th>SMs</th>
<th>Z-Scores</th>
<th>SK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I_a$</td>
<td>$I_b$</td>
<td>$I_c$</td>
</tr>
<tr>
<td>Recognition Accuracy in Training (%)</td>
<td>100</td>
<td>97.14</td>
<td>88.57</td>
</tr>
<tr>
<td>Recognition Accuracy in Test (%)</td>
<td>100</td>
<td>86.67</td>
<td>66.67</td>
</tr>
<tr>
<td>Time (s)</td>
<td>0.2813</td>
<td>0.3125</td>
<td>0.2969</td>
</tr>
</tbody>
</table>

Table 3. Results of SLGF on the line faults with the $k$-nearest neighbors ($k$-NN) ($k = 1$).

<table>
<thead>
<tr>
<th>Phase</th>
<th>SMs</th>
<th>Z-Scores</th>
<th>SK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I_a$</td>
<td>$I_b$</td>
<td>$I_c$</td>
</tr>
<tr>
<td>Recognition Accuracy in Training (%)</td>
<td>20</td>
<td>14.29</td>
<td>0</td>
</tr>
<tr>
<td>Recognition Accuracy in Test (%)</td>
<td>11.43</td>
<td>10</td>
<td>6.67</td>
</tr>
<tr>
<td>Time (s)</td>
<td>0.1111</td>
<td>0.1071</td>
<td>0.1070</td>
</tr>
</tbody>
</table>

Table 4. Results of SLGF on the line faults with the BP-ANN.

<table>
<thead>
<tr>
<th>Phase</th>
<th>SMs</th>
<th>Z-Scores</th>
<th>SK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I_a$</td>
<td>$I_b$</td>
<td>$I_c$</td>
</tr>
<tr>
<td>Recognition Accuracy in Training (%)</td>
<td>100</td>
<td>97.49</td>
<td>65.71</td>
</tr>
<tr>
<td>Recognition Accuracy in Test (%)</td>
<td>100</td>
<td>96.43</td>
<td>56.63</td>
</tr>
</tbody>
</table>
The results of using SK and SVM for faulty phase detection in distribution-line faults are shown as Table 5. It is obvious that the proposed methods lead to the satisfactory classification performance 100% for training and test, regardless of faulty or normal phases.

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>5.6908</th>
<th>5.3066</th>
<th>0.1200</th>
<th>3.7058</th>
<th>4.8694</th>
<th>5.7919</th>
<th>3.1896</th>
<th>4.6170</th>
<th>7.0159</th>
<th>8.2034</th>
<th>3.5001</th>
<th>6.2398</th>
</tr>
</thead>
</table>

The results of using SK and SVM for faulty phase detection in distribution-line faults are shown as Table 5. It is obvious that the proposed methods lead to the satisfactory classification performance 100% for training and test, regardless of faulty or normal phases.

Table 5. Confusion matrix for faulty phase detection using SK and SVM in case study 1.

<table>
<thead>
<tr>
<th>Training Actual Class</th>
<th>Phase A (Faulty)</th>
<th>Phase B (Normal)</th>
<th>Phase C (Normal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Phase A (faulty)</td>
<td>33</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Predicted Phase B (normal)</td>
<td>0</td>
<td>33</td>
<td>0</td>
</tr>
<tr>
<td>Predicted Phase C (normal)</td>
<td>0</td>
<td>0</td>
<td>33</td>
</tr>
<tr>
<td>Accuracy = (33 + 33 + 33)/(33 + 0 + 0 + 33 + 0 + 0 + 33) = 100%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test</th>
<th>Phase A</th>
<th>Phase B</th>
<th>Phase C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted Phase A (faulty)</td>
<td>32</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Predicted Phase B (normal)</td>
<td>0</td>
<td>32</td>
<td>0</td>
</tr>
<tr>
<td>Predicted Phase C (normal)</td>
<td>0</td>
<td>0</td>
<td>32</td>
</tr>
<tr>
<td>Accuracy = (32 + 32 + 32)/(32 + 0 + 0 + 32 + 0 + 0 + 32) = 100%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2. Case Study 2, Load-Bus Faults

In case study 2, the AI algorithms in the NIFM system identify SLGF on phase A at five different 220-V load buses based upon the proposed methods, as shown in Figure 3. The fault SLGF occurs on a specific one load bus of the five load buses, while the other load buses are operating normally. There are essentially five different loads on different 220-V load buses from five feeders in the model system of Figure 3. The loads include a 45-hp induction motor, a 55-hp induction motor, a 30-hp induction motor, a 20-hp induction motor driven by variable-voltage drives, and a bank of loads supplied by a six-pulse thyristor rectifier for AC power.

Tables 6–8 list the results of SLGF location for different AI algorithms and three statistical extraction methods are obtained when SLGF occurs on phase A of each load bus. Obviously, SVM remains the best classifier compared with the others, regardless of whether any extraction method is used. In k-NN ($k = 1$), the average values of test accuracy are below 50% in the case of SMs and Z-scores. On average, BP-ANN does not surpass 78.78% in the test recognition accuracy when the inputs are from SMs and Z-scores. The main drawback of BP-ANN is that it consumes more computer resources than SVM and 1-NN do, as shown in the time execution. As the good features, SK maximizes the capability of disaggregation in all algorithms.

In term of phases for this case study, the inputs of phase A do not achieve better outcome than those of phase B and C in the case of BP-ANN and 1-NN when load-bus faults occur on phase A, regardless whether any extraction method is used.

Table 9 shows the performance of using SK and SVM applied for faulty phase detection in the case of load-bus faults, which again verifies the high accuracy 95.95% in training and 90.625% in test. This means that SKs can extract the distinction among phases even when SLGF occurs.

To summarize case studies 1 and 2, the currents monitored in phase A gives better distinctive features than those measured in phase B and C when SVM is used and SLGF occurs on phase A, regardless whether any extraction method is used. Among classifiers for these case studies, SVM gives the best results. In this proposal, SK does not only reduce the number of inputs for AI classifiers, but it also provides the distinctive features for phase and line disaggregation.

Table 6. Results of SLGF on the bus faults with the SVM.

<table>
<thead>
<tr>
<th>Phase</th>
<th>SMs</th>
<th>Z-Scores</th>
<th>SK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognition Accuracy in Training (%)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Recognition Accuracy in Test</td>
<td>100</td>
<td>96.97</td>
<td>100</td>
</tr>
</tbody>
</table>
Table 7. Results of SLGF on the bus faults with the k-NN (k = 1).

<table>
<thead>
<tr>
<th>SMs</th>
<th>Z-Scores</th>
<th>SK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase</td>
<td>I_a</td>
<td>I_b</td>
</tr>
<tr>
<td>Recognition Accuracy in Training (%)</td>
<td>3.33</td>
<td>11.73</td>
</tr>
<tr>
<td>Recognition Accuracy in Test (%)</td>
<td>5.71</td>
<td>16.67</td>
</tr>
<tr>
<td>Time (s)</td>
<td>0.2031</td>
<td>0.2344</td>
</tr>
</tbody>
</table>

Table 8. Results of SLGF on the bus faults with the BP-ANN.

<table>
<thead>
<tr>
<th>SMs</th>
<th>Z-Scores</th>
<th>SK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase</td>
<td>I_a</td>
<td>I_b</td>
</tr>
<tr>
<td>Recognition Accuracy in Training (%)</td>
<td>67.97</td>
<td>62.86</td>
</tr>
<tr>
<td>Recognition Accuracy in Test (%)</td>
<td>71.37</td>
<td>73.33</td>
</tr>
</tbody>
</table>

Table 9. Confusion matrix for faulty phase detection using SK and SVM in case study 2.

<table>
<thead>
<tr>
<th>Actual Class</th>
<th>Predicted Phase A (Faulty)</th>
<th>Predicted Phase B (Normal)</th>
<th>Predicted Phase C (Normal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>Phase A (Faulty)</td>
<td>Phase B (Normal)</td>
<td>Phase C (Normal)</td>
</tr>
<tr>
<td>Predicted Phase A (faulty)</td>
<td>29</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Predicted Phase B (normal)</td>
<td>4</td>
<td>33</td>
<td>0</td>
</tr>
<tr>
<td>Predicted Phase C (normal)</td>
<td>0</td>
<td>0</td>
<td>33</td>
</tr>
<tr>
<td>Accuracy = (29 + 33 + 33)/(29 + 0 + 0 + 4 + 33 + 0 + 0 + 0 + 33) = 95.95%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>Phase A</td>
<td>Phase B</td>
<td>Phase C</td>
</tr>
<tr>
<td>Predicted Phase A (faulty)</td>
<td>23</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Predicted Phase B (normal)</td>
<td>9</td>
<td>32</td>
<td>0</td>
</tr>
<tr>
<td>Predicted Phase C (normal)</td>
<td>0</td>
<td>0</td>
<td>32</td>
</tr>
<tr>
<td>Accuracy = (23 + 32 + 32)/(23 + 0 + 9 + 32 + 0 + 0 + 0 + 32) = 90.625%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Discussion

Magnetizing inrush currents in transformers result from abrupt changes in the magnetizing voltage. These currents in the transformer may be caused by energizing an unloaded transformer, occurrence of an external fault, voltage recovery after clearing an external fault and out of phase synchronization of a connected generator [52]. Also, the magnitude of the magnetizing inrush current is usually 10 to 15 times the rated current. Besides, a high inrush current occurs when an AC motor is energized. Typically, during the initial half cycle, the inrush current is often higher than 20 times the normal full load current. After the first half-cycle the motor begins to rotate and the starting current subsides to four to eight times the normal current for several seconds. As a motor reaches running speed, the current subsides to its normal running level [53]. Obviously, these inrush currents have many unfavourable effects, including differential protection maloperation, deterioration of the insulation material and mechanical support structure of windings, voltage sag and other power quality issues on the high voltage (HV), as well as on lower voltage terminals.

An overcurrent is either an overload current or a short-circuit current. Overload currents are most often between one and six times the normal current level. Usually, they are caused by harmless temporary surge currents that occur when motors start up or transformers are energized [54]. Such
overload currents are normal occurrences. Since they are short duration, any temperature rise is trivial and has no harmful effect on the circuit components.

To verify the superiority of the proposed method (SK) in this paper, the proposed method can distinguish between the short-time overload current or inrush current caused by the motor starting and overcurrent caused by the SLGF. Figure 10 shows the current and voltage waveforms simulated on the ESE when the load 2 of the case study in Figure 3 has a motor starting. It is obvious by comparing with Figure 10 and Figure 4 that the current waveforms of motor starting are different from those of SLGF. When the motor is starting and the SLGF occurs at a different time, Table 10 shows the results of identification for distinguishing between the short-time overload current caused by the motor starting and overcurrent caused by the SLGF on phase A. These currents which are monitored on the ESE are Ia, Ib, and Ic for phase A, B, and C, respectively. The total average value of the recognition accuracy is 100% for both training and test.

![Figure 10](image.png)

**Figure 10.** Current and voltage waveforms of motor starting for the load bus 2 of the case study. (a) Current waveforms; and (b) voltage waveforms.

**Table 10.** Results of recognition accuracy in training and test between SLGF on the line 2 and motor starting current on the load 2 with the SK.

<table>
<thead>
<tr>
<th>Recognition Accuracy (%)</th>
<th>SVM</th>
<th>BP-ANN</th>
<th>1-NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ia</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Ib</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Ic</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

6. Conclusions

This paper has presented statistical feature extraction methods combined with SVM to enhance the recognition accuracy of fault locations and faulty phase detection in low voltage distribution systems using NIFM techniques. The statistical variables of the fault current data have been computed during one cycle since the SLGF occurrence is detected by DWT. In comparison with the previous work on NILM, one major advantage of this concept is that the extraction of transient feature is less computationally burdensome since the statistical variables only need one simple calculation within one cycle. This concept of feature extraction can effectively reduce the dimensions of data inputs for machine learning processing. To verify the validity of the proposed method, three popular AI algorithms used in NIFM are compared in this paper. If the proposed methods are followed, SVM is the best candidate for the disaggregation when SLGF occurs. The evolution of the outcomes in SVM from SMs to SK also clarifies that a proper feature extraction does not need a complicated model for disaggregation. In other words, the better the feature extraction is, the less the machine classifiers learn. Moreover, the effect of good feature extraction, i.e., SKs, for improving the disaggregation is also demonstrated in this paper.
Those statistical features characterize the distinction among the locations of the fault current signals as well as each phase. The experimental results also show that the monitored current of phase A is the best when SLGF occurs on the phase A by using the proposed methods.

The case studies include some of the most challenging scenarios for a NIFM system such as system voltage variations and SLGF on phase A. The proposed methods (SK and SVM) demonstrate the enhanced capability for fault location and faulty phase detection, compared with other existing statistical methods such as Z-scores and SMs. So far, the dataset just considers only the variations of transformer taps for the first attempt in the new approach of NIFM. In future works, the proposed techniques will be implemented for other fault types, ex., DLGF, DLF, and balanced faults. The variations of fault resistances and inception angles should be considered. Furthermore, more complicated variations of the dataset are also included in order to enhance the performance of the NIFM scheme in complicated power systems.
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