A Cubature Particle Filter Algorithm to Estimate the State of the Charge of Lithium-Ion Batteries Based on a Second-Order Equivalent Circuit Model
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Abstract: The state of charge (SOC) is the residual capacity of a battery. The SOC value indicates the mileage endurance, and an accurate SOC value is required to ensure the safe use of the battery to prevent over- and over-discharging. However, unlike size and weight, battery power is not easily determined. As a consequence, we can only estimate the SOC value based on the external characteristics of the battery. In this paper, a cubature particle filter (CPF) based on the cubature Kalman filter (CKF) and the particle filter (PF) is presented for accurate and reliable SOC estimation. The CPF algorithm combines the CKF and PF algorithms to generate a suggested density function for the PF algorithm based on the CKF. The second-order resistor-capacitor (RC) equivalent circuit model was used to approximate the dynamic performance of the battery, and the model parameters were identified by fitting. A dynamic stress test (DST) was used to separately estimate the accuracy and robustness of the CKF and the CPF algorithms. The experimental results show that the CPF algorithm exhibited better accuracy and robustness than the CKF algorithm.
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1. Introduction

With the problems due to industrial development and environmental pollution, electric vehicles are becoming more popular as an environmentally-friendly mode of transportation. The battery management system (BMS) is an important component of electric vehicles. The main role of the BMS is to provide a reasonable algorithm to utilize the function of the battery at an appropriate level for the working environment and provide feedback to the driver [1,2]. The state of charge (SOC) of a battery is functionally equivalent to a fuel gauge indicating the life of the battery pack in a battery-containing electric vehicle. SOC estimation is an important function of the BMS, and is defined as the ratio of the remaining capacity of the battery to the rated capacity. Accurate SOC estimation can maximize the performance of the battery and protect the battery to prevent overcharge and over discharge. The SOC value should provide drivers information about the status of the electric vehicle so that drivers can develop a reasonable driving plan. However, it is difficult to measure SOC directly and it is typically estimated from direct measurement variables. Some approaches have been tested and found to provide precise estimation of battery SOC, but these methods are protracted, costly, and interrupt main battery performance. It is impossible to make intuitive SOC value measurements. Although SOC value exhibits a monotous relationship with the battery open circuit voltage, the SOC value is very sensitive to the change of battery voltage, and even small voltage changes will translate to significant
changes in the SOC value. Overall, it is a significant challenge to obtain an accurate value of SOC. For this reason, estimation of the SOC value is a preferred approach.

Previous studies have proposed many methods for SOC estimation, such as the Coulomb counting method (ampere-hour (Ah) integration method) [3–5], the open circuit voltage method [5,6], the BP (back-prorogation) neural network algorithm [7], Kalman filtering algorithm [8,9], and the particle filter (PF) method [10]. Additionally, some improved algorithms based on these methods have been proposed, such as the adaptive Kalman filter [11], the unscented Kalman filter (UKF) [12–15], the strong tracking cubature Kalman filter (STCKF) [16], and the unscented PF [17]. The Coulomb counting method is widely used for SOC estimation of electric vehicles because it is a simple algorithm. This method uses the SOC formula to compute the current integration and obtain the charged or discharged capacity. However, the current sensor itself has an intrinsic measurement error. During estimation, this current measurement error is integrated, and the error increases. The open-circuit voltage method is based on the monotonous relationship of the open-circuit voltage between the battery and the SOC. In this method, the open-circuit voltage must be measured for a sufficient period of time. An additional challenge of accurate measurement is that the SOC value for a lithium-ion battery is highly sensitive to changes in open circuit voltage. Rumelhart and McCelland proposed a neural network algorithm using an error BP training algorithm [18]. The BP network is the simplest of the human brain abstraction and simulation models using input and output samples and a corresponding training network to achieve an input-output mapping function relationship. However, the neural network method requires a significant amount of sample data for training, and the estimation error is greatly affected by the quality of the training data and the training method. Additionally, the hardware requirements are high.

The Kalman filter (KF) is an autoregressive optimal data processing algorithm proposed by Kalman in 1960 [19]. Its core idea is to make the best estimate of the minimum variance in the system state. The KF algorithm overcomes the error accumulation effect of the coulomb counting method that occurs with increased time. The KF algorithm does not depend on an accurate initial SOC value, but can improve the SOC value accuracy. However, the accuracy of this method depends on the establishment of a battery equivalent model, and some physical properties of the battery model are nonlinear. The EKF algorithm [20,21] and the UKF algorithm are improved KF algorithms. The EKF algorithm implements recursive filtering by linearizing nonlinear functions [22], and the UKF algorithm applies nonlinear system equations to the standard Kalman filter system by means of unscented transformation (UT). UT is a mathematical function used to estimate the result of applying a given nonlinear transformation to a probability distribution that is characterized by a finite set of statistics. Compared with the EKF algorithm, the UKF algorithm exhibits higher accuracy and has a wider application range, making it well-suited for solving nonlinear problems [23].

The PF method is a random sampling-based filtering method used to solve non-linear non-Gaussian problems [24,25]. The rationale of this method is to use a series of weighted random sample sets (particles) in the state space to approximate the posterior probability density function of the system states. Although the PF algorithm is relatively simple, there may be significant loss of accuracy during sampling. The main way to decrease the degradation of the PF method is to increase the number of particles and resample. However, re-sampling will reduce the diversity of particles, and a large increase in the number of particles will greatly increase the required time of the calculation. Therefore, it is necessary to select the importance density function of the PF algorithm.

The cubature Kalman filter (CKF) algorithm is a kind of filtering algorithm that is free of differentiation and high in filtering precision [16,26–28]. In this paper, we present the cubature particle filter (CPF) method for SOC estimation. The CKF algorithm directly calculates the mean and variance of the state using the numerical integration method based on the cubature principle, and generates the importance density function of the PF algorithm using the mean and the variance. This approach combines aspects of the CKF algorithm and the PF algorithm. Through the dynamic stress test (DST) and New European Driving Cycle (NEDC) tests, we verified that the accuracy and robustness of the CPF algorithm is superior to that of the CKF algorithm.
The remainder of this paper is arranged as follows. The second-order resistor-capacitor (RC) equivalent circuit model and the model parameters are presented in Section 2; Section 3 introduces the CKF algorithm and the CPF algorithm in detail; Section 4 describes the schematic of the battery test; And in Section 5, the verification results and comparisons of the CKF algorithm and CPF algorithm for accuracy and robustness are presented, and as well as the summary and conclusions.

2. Battery Equivalent Circuit Model and Identification of Model Parameters

2.1. Battery Equivalent Circuit Model

Modeling of battery performance SOC is often required during SOC estimation. Many models have been proposed, including the electrochemical model [29], electrochemical-thermal coupling model [30,31], and performance models that are often used to describe the external characteristics of the battery during operation. The equivalent circuit model consists of resistors, capacitors, voltage sources, and other circuit components to simulate the dynamic characteristics of the battery. For the use of circuit and mathematical methods for analysis, the equivalent circuit model is the most widely used battery model.

The accuracy and computational complexity of estimating SOC vary for different battery models. The selection of circuit model should be based on whether the equivalent circuit model can reasonably reflect the characteristics of the battery and the CPU processing power of the BMS. A more complex circuit model may be able to accurately represent the performance characteristics of the battery but use of a more complex model can increase the computational complexity of the SOC calculation and increase the workload of the CPU. However, a simplified equivalent circuit model may not well represent the performance characteristics of the battery, lowering the SOC estimation accuracy.

The selection of a reasonable equivalent circuit model is important for SOC estimation. Many different equivalent circuit models have been proposed, such as the resistance model [32,33], the first-order RC equivalent circuit model [6,33], the second-order RC equivalent circuit model [34], and other models [35–37]. The resistor model is simple and computationally small, thus it requires a low CPU load but provides poor accuracy. The complex equivalent circuit models exhibit high precision for determining the dynamic voltage characteristic of a battery, but the model is computational complex and the CPU load is heavy. The first-order RC equivalent circuit model and the second-order RC equivalent circuit model achieve a good balance between computational complexity and the ability to provide approximate accuracy of battery characteristics, with the second-order equivalent circuit exhibited better accuracy for the estimation of battery characteristics. Therefore, for this study, we selected a second-order RC equivalent circuit model. The second-order RC equivalent circuit model includes a voltage source $U_{oc}(SOC)$ with monotonocity to the SOC and a resistor $R_0$ and two sets of resistors and capacitors $(R_1, C_1); (R_2, C_2)$ in parallel from the circuit. The structure of the circuit model is shown in Figure 1.

![Figure 1. Model structure of a lithium-ion battery.](image-url)
SOC is usually defined as shown in Equation (1):

\[
SOC(t) = SOC(t_0) - \frac{\int_{t_0}^{t} i(t) \, dt}{Q_N} \Rightarrow \dot{SOC}(t) = -\frac{i(t)}{Q_N}
\]  

where \(SOC(t)\) and \(SOC(t_0)\) represent SOC values at times \(t\) and \(t_0\), respectively; \(i(t)\) represents the value of the current at time \(k\); and \(Q_N\) indicates the rated capacity of the battery. \(\dot{SOC}(t)\) is the derivative of \(SOC(t)\).

According to Kirchhoff’s law, the following equations (Equations (2)–(4)) are obtained from the second-order RC equivalent circuit model:

\[
\frac{U_1}{R_1} + C_1 \frac{dU_1}{dt} = \dot{U}_1 = \frac{i(t)}{C_1} - \frac{U_1}{R_1} \tag{2}
\]

\[
\frac{U_2}{R_2} + C_2 \frac{dU_2}{dt} = \dot{U}_2 = \frac{i(t)}{C_2} - \frac{U_2}{R_2} \tag{3}
\]

\[
U_t = U_{oc}(SOC) - U_1 - U_2 - R_0 i(t) \tag{4}
\]

\(U_1\) and \(U_2\) denote the terminal voltage of \(C_1\) and \(C_2\), respectively; \(\dot{U}_1\) and \(\dot{U}_2\) are the derivatives of \(U_1\) and \(U_2\), respectively; \(U_t\) and \(i(t)\) represent the value of the terminal voltage and current, respectively. \(U_{oc}(SOC)\) indicates the open circuit voltage of the battery (under the same environmental conditions, the open-circuit voltage value and the SOC value are monotonous.)

The equation of state for the discretization of the system is:

\[
\begin{pmatrix}
SOC(k) \\
U_1(k) \\
U_2(k)
\end{pmatrix} =
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 - \frac{T}{R_1C_1} & 0 \\
0 & 0 & 1 - \frac{T}{R_2C_2}
\end{pmatrix}
\begin{pmatrix}
SOC(k - 1) \\
U_1(k - 1) \\
U_2(k - 1)
\end{pmatrix} +
\begin{pmatrix}
-\frac{T}{Q_N} \\
\frac{T}{C_1} \\
\frac{T}{C_2}
\end{pmatrix}i(k) \tag{5}
\]

Taking the terminal voltage as the observed value, we obtain the observed equation:

\[
U_i(k) = U_{oc}(SOC) - R_0 i(k) - U_1(k) - U_2(k) \tag{6}
\]

2.2. Parameter Identification

The second-order system model of the battery was used as follows. For SOC estimation, some parameters in the model must be identified in advance, including \(U_{oc}(SOC)\) and the values of \(\{R_0, R_1, R_2, C_1, C_2\}\). Under the same temperature conditions, an ICR18650-22F lithium-ion battery was tested as follows: (1) the battery was charged to the upper limit cut-off voltage at 4.2 V, and left standing for 2 h; (2) the battery was discharged to the lower limit cutoff voltage at 2.75 V, and the discharged capacity was recorded as the battery capacity \(Q_N\); (3) repeat step (1), and the battery was continuously discharged at a rate of 0.1C, and was allowed to stand for 2 h after discharging the battery at a rated capacity of 10%; and (4) repeat step (3) until the battery is completely discharged.

As shown in Figure 2, the blue-solid triangles reflect the relationship between \(U_{oc}(SOC)\) and SOC after 2 h of standing in the test step. The experimental results were fitted by a sixth-order polynomial fitting curve, and the results were approximate to the relationship between \(U_{oc}(SOC)\) and SOC. The values of \(\{R_0, R_1, R_2, C_1, C_2\}\) were obtained by fitting the data for a certain discharge and the standing process of the battery in the experimental step by exponential function fitting. The identified parameters are listed as follows:

\[R_0 = 0.0361\Omega, \quad R_1 = 0.0218\Omega, \quad R_2 = 0.0051\Omega, \quad C_1 = 1658.8F, \quad C_2 = 87751F.\]
3. Flow of State of Charge Estimation Algorithm

3.1. Cubature Kalman Filtering Algorithm (CKF)

Consider the following nonlinear non-Gaussian discrete-time dynamic systems:

\[
\begin{align*}
    x_{k+1} &= f(x_k) + w_k \\
    y_{k+1} &= h(x_{k+1}) + v_{k+1}
\end{align*}
\]  

where \( x_{k+1} \) and \( y_{k+1} \) are the system state vector and the measured value at time \( k+1 \); \( f(\cdot) \) and \( h(\cdot) \) are the system state transition model function and the measurement model function, respectively; \( w_k \) and \( v_{k+1} \) are process noise and observation noise, respectively.

(1) Initialization:
\[
\hat{x}_0 = E[x_0], P_0 = E[(x_0 - \hat{x}_0)(x_0 - \hat{x}_0)^T]
\]

(2) Time update:

Calculate the cubature points:
\[
P_k = S_k S_k^T
\]
\[
X_{j,k} = S_k \xi_j + \hat{x}_k \quad i = 1, 2, \ldots, 2n
\]

where \( n \) represents the state dimension, the total number of volume points is 2 times the state dimension, and the volume point is calculated as shown in Equation (11):

\[
\xi_j = \sqrt{n} [1]_j \quad j = 1, \ldots, 2n
\]

where \([1]_j\) indicates that the point is centered at the \( j \)-th point of \([1]\), and the symbol \([1]\) is a complete set of all symmetric points, denoting the set of points generated by the full permutation of the elements of the \( n \)-dimensional unit vector \( e = [1, 0, \cdots, 0]^T \) and the change of the element symbol.

Calculate the cubature points that are propagated through the state equation:
\[
X_{j,k+1|k} = f(x_{j,k})
\]

Calculate the square root of state prediction and variance prediction:
\[
\hat{x}_{k+1|k} = \frac{1}{2n} \sum_{j=1}^{2n} X_{j+k+1|k}
\]
\[
\begin{align*}
P_{k+1|k} &= \frac{1}{2n} \sum_{i=1}^{2n} \chi_{k+1|k}^{(i)} (\chi_{k+1|k}^{(i)})^T - \hat{x}_{k+1|k} (\hat{x}_{k+1|k})^T + Q_k \tag{14}
\end{align*}
\]

where \(Q_k\) denotes the process noise covariance at time \(k\).

(3) **Measurement update:**

Calculate the cubature points:

\[
\begin{align*}
P_{k+1|k} &= S_{k+1|k} S_{k+1|k}^T \tag{15} \\
x_{j,k+1|k} &= S_{k+1|k} \xi_j + \hat{x}_{k+1|k} \tag{16}
\end{align*}
\]

Calculate the volume points propagated through the measurement equation and prediction:

\[
\begin{align*}
y_{j,k+1} &= h(x_{j,k+1|k}) \tag{17} \\
\hat{y}_{k+1} &= \frac{1}{2n} \sum_{i=1}^{2n} y_{j,k+1} \tag{18}
\end{align*}
\]

Calculate the predicted covariance:

\[
\begin{align*}
P_{y,k+1} &= \frac{1}{2n} \sum_{i=1}^{2n} y_{j,k+1} (y_{j,k+1})^T - \hat{y}_{k+1} (\hat{y}_{k+1})^T + R_{k+1} \tag{19} \\
P_{sy,k+1} &= \frac{1}{2n} \sum_{i=1}^{2n} x_{j,k+1|k} (x_{j,k+1|k})^T - \hat{x}_{j,k+1|k} (\hat{x}_{j,k+1|k})^T \tag{20}
\end{align*}
\]

where \(R_{k+1}\) denotes the measurement noise covariance at time \(k + 1\).

(4) **Calculate the gain matrix, the state of time \(k + 1\) and the square root of the variance estimates:**

\[
\begin{align*}
K_{k+1} &= P_{sy,k+1} (P_{y,k+1})^{-1} \tag{21} \\
\hat{x}_{k+1} &= \hat{x}_{k+1|k} + K_{k+1} (y_{k+1} - \hat{y}_{k+1}) \tag{22} \\
P_{k+1} &= P_{k+1|k} - K_{k+1} P_{y,k+1} K_{k+1}^T \tag{23}
\end{align*}
\]

3.2. **Cubature Particle Filtering Algorithm**

CPF applies the CKF to the PF framework. At time \(k\), the mean value and variance of the importance density function are calculated by the CKF algorithm based on the observation data \([16,26]\). A new posterior probability density distribution is generated, and a new posterior probability distribution can re-generate the new particles, calculate the weights of the particles, perform normalization, and then perform resampling to complete the state estimation. The implementation of the CPF algorithm is as follows:

(1) **Initialize** to obtain initial particles \(\chi_0^{(i)}\) and corresponding variance \(\hat{p}_0^{(i)}\), i.e., to extract particles \(x_0^{(i)}(1, \cdots, N)\) from the initial state probability distribution density \(p(x_0)\), and:

\[
\begin{align*}
\hat{x}_0^{(i)} &= E[x_0^{(i)}] \tag{24} \\
\hat{p}_0^{(i)} &= E[(x_0^{(i)} - \hat{x}_0^{(i)})(x_0^{(i)} - \hat{x}_0^{(i)})^T] \tag{25}
\end{align*}
\]

(2) **When** \(k = 1, 2, \cdots\), proceed as follows:
If the particle set with equal weights \(1/N\) at time \(k-1\) is \(\{x_{k-1}^{(i)}, \tilde{p}_{k-1}^{(i)}, i = 1, \ldots, N\}\), the particles are subjected to cubature Kalman filtering, and the particle set and covariance \(\{\hat{x}_k^{(i)}, \hat{p}_k^{(i)}\}\) are obtained.

The density function of choice is the Gaussian distribution function with \(\hat{x}_k^{(i)}\) as mean and \(\hat{p}_k^{(i)}\) as variance as follows:

\[
q(x_k^{(i)} | x_{k-1}^{(i)}, z_{1:k}) = N(\hat{x}_k^{(i)}, \hat{p}_k^{(i)})
\] (26)

The importance density function defined in the formula is used to generate the predicted particle set and the corresponding variance \(\{\hat{x}_k^{(i)}, \hat{p}_k^{(i)}, i = 1, \ldots, N\}\). Because the sampling points of each particle have different Gaussian distributions and any non-Gaussian distribution can include a series of different Gaussian distributions, it is reasonable to assume the importance density function as a Gaussian distribution.

The calculation of the weight of each particle:

\[
w_k^{(i)} = w_{k-1}^{(i)} \frac{p(z_k^{(i)} | x_k^{(i)}) p(x_k^{(i)} | x_{k-1}^{(i)})}{q(x_k^{(i)} | x_{k-1}^{(i)}, z_k)}
\] (27)

Normalized weights:

\[
\bar{w}_k^{(i)} = \frac{w_k^{(i)}}{\sum_{j=1}^{N} w_k^{(j)}}
\] (28)

Resampling is performed as described in [38].

Resampling judgment condition:

\[
N_{eff} = \frac{1}{\sum_{i=1}^{N} (w_k^{(i)})^2} < N_{threshold}
\] (29)

The particle set \(\{\hat{x}_k^{(i)}, \hat{p}_k^{(i)}, i = 1, \ldots, N\}\) is resampled corresponding to the normalized weight \(\bar{w}_k^{(i)}\) to obtain the set of particles \(\{x_k^{(i)}, \tilde{p}_k^{(i)}, i = 1, \ldots, N\}\) with equal weight \(1/N\).

Output the state and variance estimates at time \(k\):

\[
\hat{x}_k = \frac{1}{N} \sum_{i=1}^{N} x_k^{(i)}
\] (30)

\[
\hat{p}_k = \frac{1}{N} \sum_{i=1}^{N} x_k^{(i)} x_k^{(i)T} - \hat{x}_k \hat{x}_k^T
\] (31)

The cubature particle filtering process outlined in Figure 3.

4. Experimental Configurations and Analysis

4.1. Experimental Configurations

The schematic of the battery test bench is shown in Figure 4. It consists of: (1) lithium-ion batteries; (2) a control board (Sunwoda, Shenzhen, China) for the control of battery charge/discharge; (3) a personal computer with monitoring software for data sampling and MATLAB R2010a (MathWorks, Natick, MA, USA) for data analysis; (4) a DC contactor (Schneider, Beijing, China) for charge/discharge switching; (5) a power supply (ITECH IT6952A, ITECH Electronics, Nanjing, China) for cell charging and (6) a programmable electric load (ITECH IT8510, ITECH Electronics, Nanjing, China) for cell discharging.
Samsung ICR18650-22F lithium-ion batteries (Samsung SDI, Seoul, Korea) were used, with a nominal voltage and nominal capacity of 3.62 V and 2.2 Ah, respectively.
4.2. Experimental Analysis

4.2.1. Dynamic Stress Test

The DST tests the function of a battery under dynamic test conditions that are generated from the simplification of federal urban driving stress (FUDS) test [39]. To test whether the CPF algorithm is more accurate for SOC estimation than the CKF algorithm, we used the DST to conduct battery charge/discharge tests. The results are shown in Figure 5. In the experiment, 12,000 s of data were collected for analysis as shown in Figure 5a. A representative experimental cyclic unit is shown in Figure 5b.

![Figure 5. Dynamic stress testing (DST): (a) current profile and (b) magnified plot of the current profile.](image)

Figure 5 shows the performance of the algorithm under the DST. The red solid-line and green solid-line are the estimated results from the CPF and EKF method, respectively. The capacity of the battery was obtained experimentally as described in Section 2.2. According to Equation (1), the reference SOC value shown in Figure 6a was obtained by integrating the charge and discharge current per second in the DST. To more easily compare the methods, an initial SOC value of 1 was used for the CKF and CPF algorithms, equal to the initial measured value. The experimental results are shown in Figure 6b and Table 1. The average absolute error and maximum error of the CPF algorithm were 0.5% and 2.6%, and the average absolute error and maximum error of the CKF algorithm were 1% and 3.8%. Thus, the CPF algorithm is more accurate than the CKF algorithm. As shown in Figure 7a, the blue solid-line represents the measured voltage and the red solid-line represents the voltage estimated by the CPF method. The blue solid-line and the red solid-line exhibit the same trend of change, with less than 0.04 voltage error, as shown in Figure 7b.

![Figure 6. SOC estimation as determined by DST: (a) SOC estimation; and (b) SOC estimation error.](image)
Table 1. Comparison of the performance of the cubature Kalman filtering (CKF) and CPF algorithms in the DST test.

<table>
<thead>
<tr>
<th>Estimation Method</th>
<th>CKF</th>
<th>CPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean absolute error</td>
<td>0.010</td>
<td>0.005</td>
</tr>
<tr>
<td>Maximum error</td>
<td>0.038</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Figure 6. SOC estimation as determined by DST: (a) SOC estimation; and (b) SOC estimation error.

Figure 7. Voltage estimation under DST: (a) voltage; and (b) voltage error.

To compare the convergence rate of the CPF and CKF algorithms, the initial value of the SOC was reset to 0.5, significantly different from the experimental SOC values. The experimental results are shown in Figure 8. The red solid-line and green solid-line are the estimated results of the CPF and EKF methods. The convergence rate of the CKF algorithm was faster than the convergence rate of the CPF algorithm in the early stage of SOC estimation but then the convergence rate of CKF algorithm became slower than that of the CPF algorithm. Intersection occurs when the estimated error approaches zero, therefore, we can conclude that these convergence rates are approximate.

Figure 8. Comparison of convergence rates between the CKF and CPF algorithms.

4.2.2. New European Driving Cycle Operating Conditions

During actual SOC estimation, there will be noise in the data due to measurement errors of the current sensor and voltage sensor and interference from the measurement environment. This increases the requirements for the robustness of the algorithm. Thus, we next tested NEDC conditions to assess
the robustness of the algorithm. The current profile and magnified profile for NEDC are shown in Figure 9.

Figure 9. New European driving cycle (NEDC): (a) current profile and (b) magnified plot of the current profile.

The 0.03 V voltage random noise and the 0.1 A current random noise can be controlled by the circuit board in the actual process are added to verify the robustness of the algorithm. The red solid-line and green solid-line are the estimated results of the CPF and EKF methods in Figures 10–12.

When 0.03 V voltage random noise was added, the average absolute error and the maximum error of SOC estimation by the CKF method were 1.5% and 6.8%, respectively, as presented in Figure 10 and Table 2. The estimation accuracy of the CPF method was lower than that of the CKF method. Overall, we conclude that the robustness of the CPF method is superior to that of the CKF method.

Figure 10. 0.03 V voltage random noise experiment results: (a) SOC; and (b) SOC error.
Table 2. Performance of the CKF and CPF algorithms under NEDC conditions with 0.03 V voltage random noise.

<table>
<thead>
<tr>
<th>Estimation Method</th>
<th>CKF</th>
<th>CPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean absolute error</td>
<td>0.015</td>
<td>0.005</td>
</tr>
<tr>
<td>Maximum error</td>
<td>0.068</td>
<td>0.029</td>
</tr>
</tbody>
</table>

Figure 11. 0.1 A current random noise experiment results.

Table 3. Performance of the CKF and CPF algorithms under the NEDC conditions with 0.1 A current random noise.

<table>
<thead>
<tr>
<th>Estimation Method</th>
<th>CKF</th>
<th>CPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean absolute error</td>
<td>0.007</td>
<td>0.006</td>
</tr>
<tr>
<td>Maximum error</td>
<td>0.039</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Figure 12. 0.03 V voltage random noise and 0.1 A current random noise experiment results.
Table 4. Performance of the CKF and CPF algorithms under NEDC conditions with 0.03 V voltage random noise and 0.1 A current random noise.

<table>
<thead>
<tr>
<th>Estimation Method</th>
<th>CKF</th>
<th>CPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean absolute error</td>
<td>0.011</td>
<td>0.005</td>
</tr>
<tr>
<td>Maximum error</td>
<td>0.048</td>
<td>0.029</td>
</tr>
</tbody>
</table>

5. Conclusions

The CPF algorithm was proposed for the SOC estimation of lithium-ion batteries in electric vehicles. In this method, preprocessing of the particles was performed using the CKF method and the suggested density function was generated using the PF algorithm. This CPF approach improved the estimation accuracy and robustness of the CKF algorithm. The second-order equivalent circuit was selected as a model to approximate the experimental characteristics of the battery, achieving the trade-off between computational complexity and precision. The experimental results were fitted by polynomials to test the parameters \(U_{oc}(SOC)\) and \(R_0, R_1, R_2, C_1, C_2\) of the second-order RC equivalent circuit model. We utilized the DST condition to verify the accuracy of the algorithm, added noise to the NEDC condition to verify the robustness of the algorithm, and compared the CPF method with the CKF method. We found that the CPF algorithm exhibited better accuracy and robustness than the original CKF method. Therefore, the CPF algorithm is more suitable for SOC estimation.
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