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Abstract: This paper presents an improved battery parameter estimation method based on typical operating scenarios in hybrid electric vehicles and pure electric vehicles. Compared with the conventional estimation methods, the proposed method takes both the constant-current charging and the dynamic driving scenarios into account, and two separate sets of model parameters are estimated through different parts of the pulse-rest test. The model parameters for the constant-charging scenario are estimated from the data in the pulse-charging periods, while the model parameters for the dynamic driving scenario are estimated from the data in the rest periods, and the length of the fitted dataset is determined by the spectrum analysis of the load current. In addition, the unsaturated phenomenon caused by the long-term resistor-capacitor (RC) network is analyzed, and the initial voltage expressions of the RC networks in the fitting functions are improved to ensure a higher model fidelity. Simulation and experiment results validated the feasibility of the developed estimation method.
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1. Introduction

Lithium-ion batteries have been widely used in the energy storage systems of hybrid electric vehicles (HEVs) and pure electric vehicles (EVs) because of their low self-discharge rate, high energy and power densities. To ensure the safe and reliable operation of lithium-ion batteries, the battery management system (BMS) is of significant importance. The main task of a BMS includes monitoring of critical states, fault diagnosis and thermal management [1–7].

1.1. Review of the Literature

The performance of a BMS is highly dependent on the accurate description of battery characteristics. Hence, a proper battery model, which can not only correctly characterize the electrochemical reaction processes, but also be easily implemented in embedded microcontrollers, is necessary for a high-performance BMS. There are two common forms of battery models available in the literature: the electrochemical model and the equivalent circuit model (ECM). The electrochemical model expresses the fundamental electrochemical reactions by complex nonlinear partial differential
algebraic equations (PDAEs) [8]. It can accurately capture the characteristics of the battery, but requires extensive computational power to obtain the solutions of the equations. Hence, such models are suitable for the battery design rather than the system level simulation. In contrast, the ECM abstracts away the detailed internal electrochemical reactions and characterizes them solely by simple electrical components; thus, it is ideal for circuit simulation software and implementation in embedded microcontrollers. The accuracy of the ECM is highly dependent on the model structure and model parameters. Theoretically, a higher order ECM can represent a wider bandwidth of the battery and can generate more accurate voltage estimation results. However, the high order ECM can not only increase the computational burden, but also reduce the numerical stability for the further battery states’ estimation [9,10]. Hence, considering a tradeoff among the model fidelity, the computational burden and the numerical stability, the second order ECM is employed in this paper [11–18]. The common structure of the second order ECM is illustrated in the top subfigure of Figure 1, where the open circuit voltage (OCV), which is a function of state of charge (SoC), stands for the open circuit voltage, \( R_{\text{in}} \) is the internal resistance, which represents the conduction and charge transfer processes [19–21], and two resistor-capacitor (RC) networks approximately describe the diffusion process. Among them, the short-term RC network models the fast dynamics diffusion process (Part A in the bottom subfigure of Figure 1), and the long-term RC network represents the slow dynamics diffusion process (Part B in the bottom subfigure of Figure 1). The above model parameters can be identified either through the time-domain or the frequency-domain parameter extraction experiments. For the time-domain parameter estimation methods, model parameters are usually identified through fitting the voltage response from the parameter extraction experiment with the exponential-based functions. The electrochemical impedance spectroscopy (EIS) test is the commonly-used frequency-domain parameter extraction experiment. Compared to the time-domain test process, one limitation of the EIS test is that the amplitude of the current excitation is so low that the battery can be considered as equalized during the whole test process, which seldom happens in HEV/EV applications. In order to overcome the above drawback, references [22–24] propose superimposing the direct current (DC) offset over the EIS signals to determine the current dependency of impedance parameters. However, since significant time is required for the EIS test, the battery SoC changes significantly during the test procedure if the amplitude of the superimposed current is improper. This can reduce the parameter estimation accuracy and make this method practically not applicable at moderate and high current rates [25,26]. Based on the aforementioned analysis, the second order ECM with parameters estimated by the time-domain analysis is discussed in this paper.

Figure 1. The second order equivalent circuit model (ECM). OCV, open circuit voltage.
Generally speaking, batteries usually operate in two scenarios in automotive applications: the constant-current (CC) charging scenario and the dynamic driving scenario [27]. Usually, the motions of lithium ions under the continuous external excitation (representing the CC charging scenario) and the discontinuous external excitation (representing the dynamic driving scenario) show different characteristics, and this difference is related to the diffusivity of ions. In other words, the model parameters, especially the RC network parameters, show diverse values under different operating scenarios [21,28]. Therefore, battery parameters should be identified separately according to the actual operating scenarios. Abundant research work has been conducted to seek the accurate ECM for the specific operating scenario. For the charging scenario, a universal model based on a simple mathematical equation with constant parameters is proposed [29–31]. The mathematical equations include one polynomial component and one or two exponential functions, and relevant parameters can be obtained by fitting collected charging profiles. Verification results in related literature show that the overall model output profiles match well with the experimental data, but there still exists obvious estimation errors during certain periods (at the beginning of the plateau region and the last charging region). This is mainly caused by the constant parameters during the whole charging process since the actual model parameters, such as time constants, may vary greatly at different SoC regions [32]. The works in [32–34] estimate the model parameters through the data in the rest periods of the pulse-rest test at different SoC points, and the estimated model parameters can be shown as functions of SoC. However, the charging concentration process under continuous excitation is different from the charging recovery process under the rest period [19,35]; thus, the estimated model parameters may not accurately represent the charging characteristics of the battery. For the dynamic driving scenario, many modeling approaches have been reported on the basis of the pulse discharge analysis. In [36–38], model parameters are obtained by simple algebraic operations. This is straightforward, but large estimation errors exist. A more accurate method is to fit the voltage response of the whole rest period with an exponential function [39–41]. The limitation of this method is its poor dynamic performance. In order to improve the battery model accuracy, Hu and Wang in [42] propose a two time-scale identification algorithm to separate the identifications of slow and fast battery dynamics. This method shows better frequency response matching without increasing computational complexity. Xiong in [17] uses the bias correction method to ensure the battery model prediction performance. This approach shows excellent performance and high accuracy against uncertain operating scenarios and battery packs. Instead of the conventional pulse-rest test, [43,44] propose two types of application-oriented parameter extraction tests, leading to a fast dynamics battery model with high fidelity. One major limitation of this kind of method is that the parameter extraction test corresponds to a specific operating scenario. If the actual load profiles show obviously different bandwidths under different working conditions, the parameter extraction test should be re-implemented. One solution to overcome this drawback is to conduct as many parameter extraction tests as possible to cover the typical load characteristics, but this requires an extensive amount of time and effort.

1.2. Contributions of This Paper

Based on the battery parameter estimation methods discussed above, it can be concluded that seldom does work in the previous literature discuss a battery model considering both the CC charging and dynamic driving scenarios. Hence, the focus of this paper is to propose a battery parameter estimation method, which is applicable to common operating scenarios in HEV/EV applications. The main contributions are: (1) both the constant-current charging and the dynamic driving scenarios are taken into consideration, and two separate sets of model parameters are estimated through different parts of the pulse-rest test; (2) the model parameters for the constant-current charging scenario are estimated from the data in the pulse-charging periods; (3) the model parameters for the dynamic driving scenario are estimated from the data in the rest periods, and the length of the fitted dataset is determined by the spectrum analysis of the load current; (4) the unsaturated phenomenon caused by the long-term RC network is analyzed, and the initial voltage expressions of the RC networks
in the fitting functions are improved to ensure a higher model fidelity; (5) both the simulation and experiment results agree with the analysis and demonstrate the improvement of the proposed battery parameter estimation method over the existing ones.

2. Parameter Extraction Procedure

2.1. Parameter Extraction Test Design

It can be seen from Figure 1 that the second order ECM contains one OCV-SoC relationship and five impedance parameters ($R_{in}$, $R_{short}$, $C_{short}$, $R_{long}$ and $C_{long}$), which need to be estimated. Theoretically, all of the impedance parameters mentioned above should be multivariable functions of SoC, the C-rate of the load current (C is the amplitude of the current with which the battery can be fully discharged in 1 h), temperature and cycle numbers [39,45]. These functions not only make the parameter extraction process complex and time consuming, but also increase the computational burden of the BMS. Hence, within certain error tolerance, some relationships can be simplified or ignored. Usually, aging periods are generally in the range of months to years. While for the system-level simulations of automotive applications, the time periods of interest are typically in the range of seconds to hours or days in special cases [43,45]. Hence, the long-term aging effect is usually ignored in the parameter estimation process and handled separately in most cases [39,46].

In this paper, all of the model parameters are estimated through the discharging/charging pulse-rest test at room temperature (22 °C–25 °C). A lithium-ion polymer battery with nickel-manganese-cobalt-based cathode and graphite-based anode is under test. Its specifications are given in Table 1, and the detailed experimental steps are described as follows.

<table>
<thead>
<tr>
<th>Table 1. Specification of the tested battery.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Charge Capacity</strong></td>
</tr>
<tr>
<td>Discharge capacity</td>
</tr>
<tr>
<td>Nominal voltage</td>
</tr>
<tr>
<td>Charge cutoff voltage</td>
</tr>
<tr>
<td>Discharge cutoff voltage</td>
</tr>
</tbody>
</table>

The discharging pulse-rest test starts with a fully-charged battery. In each cycle of the test, the battery is discharged at a 2% SoC step with C/2 constant current, then followed by a rest period. This cycle is repeated until the battery is fully discharged. Data points (including current, voltage, charging capacity and discharging capacity) are collected with the sampling frequency of 1 Hz. The relevant voltage and current profiles of the discharging pulse-rest test during the 66%–64% SoC interval are plotted in the bottom subfigure of Figure 1. The charging pulse-rest test is conducted similarly, that is it begins with a fully-discharged battery, then charged at a 2% SoC step with C/2 constant current and followed by a rest period. In order to eliminate the polarization voltage, the OCV values are extracted at the end of each rest period. Too short a rest time leads to a large OCV estimation error, whereas too long a rest time makes the whole test time consuming. It has been shown previously that for the lithium-ion polymer batteries, electrochemical reactions are negligible after a 2-h rest period [47,48]. Therefore, the rest time in this paper is predetermined as 2 h.

2.2. Parameter Estimation Algorithm

The electrical behavior of the ECM is expressed as the following state space formalism:

$$\begin{bmatrix} dV_{RC,short}/dt \\ dV_{RC,long}/dt \end{bmatrix} = \begin{bmatrix} -1/R_{short}C_{short} & 0 \\ 0 & -1/R_{long}C_{long} \end{bmatrix} \begin{bmatrix} V_{RC,short} \\ V_{RC,long} \end{bmatrix} + \begin{bmatrix} 1/C_{short} \\ 1/C_{long} \end{bmatrix} I$$

(1)

$$V_t = OCV(\text{SoC}) + IR_{in} + V_{RC,short} + V_{RC,long}$$

(2)
where Equation (1) is the state equation and Equation (2) is the output equation, $V_{RC,short}$ and $V_{RC,long}$ represent the voltages across the short-term and the long-term RC networks, respectively, $OCV(SoC)$ is an eighth-order polynomial equation as a function of $SoC$, $V_t$ is the battery terminal voltage and the positive current $I$ represents charging, $R_{in}$ represents the internal resistance; $R_{short}$ and $R_{long}$ denote the diffusion resistances; and $C_{short}$ and $C_{long}$ represent the diffusion capacitances. Among them, $R_{in}$ can be directly obtained from each pulse-rest cycle through Equation (3); the corresponding four variables ($V_1, V_2, I_1$ and $I_2$) are marked in the bottom subfigure of Figure 1, and the variation of identified $R_{in}$ with $SoC$ is shown in Figure 2. $SoC$ can be calculated through Equation (4), in which $C_{ap}$ denotes the capacity of the battery in Ah.

$$R_{in} = \frac{V_2 - V_1}{I_2 - I_1}$$  \hspace{1cm} (3)$$

$$SoC = SoC(0) + \frac{1}{3600C_{ap}} \int_{0}^{t} I(\tau)d\tau$$  \hspace{1cm} (4)$$

![Figure 2. $R_{in}$ variation with different state of charge (SoC).](image)

For the CC operating scenario ($I \neq 0$), the analytical solutions of Equation (1) are derived as:

$$\begin{align*}
V_{RC,short}(t) &= V_{RC,short}(0)e^{-\frac{t}{\tau_{short}}} + I_{short}(1 - e^{-\frac{t}{\tau_{short}}}) \\
V_{RC,long}(t) &= V_{RC,long}(0)e^{-\frac{t}{\tau_{long}}} + I_{long}(1 - e^{-\frac{t}{\tau_{long}}})
\end{align*}$$  \hspace{1cm} (5)$$

where $V_{RC,short}(0)$ and $V_{RC,long}(0)$ are the initial voltages of corresponding RC networks and $\tau_{short} = R_{short}C_{short}$, $\tau_{long} = R_{long}C_{long}$, which represent the short-term and the long-term time constants, respectively.

Substituting Equation (5) into Equation (2), the output equation is rewritten as:

$$V_t(t) = OCV(SoC) + I_{in} + V_{RC,short}(0)e^{-\frac{t}{\tau_{short}}} + V_{RC,short}(0)e^{-\frac{t}{\tau_{short}}} + I_{short}(1 - e^{-\frac{t}{\tau_{short}}}) + I_{long}(1 - e^{-\frac{t}{\tau_{long}}})$$  \hspace{1cm} (6)$$

During the rest period, where there is no current excitation ($I = 0$), Equation (6) can be simplified to:

$$V_t(t) = OCV(SoC) + V_{RC,short}(0)e^{-\frac{t}{\tau_{short}}} + V_{RC,long}(0)e^{-\frac{t}{\tau_{long}}}$$  \hspace{1cm} (7)$$

With the knowledge of $R_{in}$ and charging/discharging $OCV$-$SoC$ relationships, RC network parameters ($R_{short}$, $C_{short}$, $R_{long}$ and $C_{long}$) can be obtained through fitting the experimental data with relevant exponential functions, as

$$\begin{align*}
y &= I_{short}(1 - e^{-\frac{t}{\tau_{short}}}) + I_{long}(1 - e^{-\frac{t}{\tau_{long}}}) & I \neq 0 \\
y &= V_{RC,short}(0)e^{-\frac{t}{\tau_{short}}} + V_{RC,long}(0)e^{-\frac{t}{\tau_{long}}} & I = 0
\end{align*}$$  \hspace{1cm} (8)$$
where \( y = V_t - \text{OCV}(\text{SoC}) - IR_{\text{in}} \). Since there only exists 2% SoC variation during each pulse-charging/discharging period, it is reasonable to make an assumption that the RC network parameters keep constant during this period. In addition, considering that the battery has converged to the steady state after a 2-h rest, \( V_{\text{RC,short}}(0) \) and \( V_{\text{RC,long}}(0) \) are set as zero at the beginning of the pulse-charging/discharging period.

Based on the above analysis, the RC network parameters can be estimated through fitting the experimental dataset with Equation (8). The cost function of the curve fitting method \( J \) is to minimize the sum of squared errors between the estimation results and the measured data, subjected to the following constraints:

\[
J = \min_{\tau} \sum_{k=1}^{n} [V_t^m(t_k) - V_t^e(r, \tau, t_k)]^2
\]

\[
s.t. \quad R_{\text{short}}, \tau_{\text{short}}, R_{\text{long}}, \tau_{\text{long}} > 0
\]

where \( t_k \) is the input time sequence, \( n \) is the length of the fitted experimental dataset, \( r = [R_{\text{short}}, R_{\text{long}}, \tau_{\text{short}}, \tau_{\text{long}}, V_t^m, V_t^e] \), \( \tau \) is the length of the fitted experimental dataset, \( r = [R_{\text{short}}, R_{\text{long}}, \tau_{\text{short}}, \tau_{\text{long}}, V_t^m, V_t^e] \), \( V_t^e \) is the model estimated voltage and \( V_t^m \) is the voltage measurements from the pulse-rest test.

3. RC Network Parameters Estimation

Based on the Introduction in Section 1, the RC network parameters show diverse values under different operating scenarios. In HEV/EV applications, batteries usually work in two typical scenarios: the CC charging scenario and the dynamic driving scenario. In the CC charging scenario, continuous external charging currents are applied to the batteries, and the transport of ions is mainly driven by the electric field. While for the dynamical driving scenario, especially for the urban driving condition, the load current has the characteristics of discontinuous amplitude values and a wide-spread frequency spectrum. In this case, besides the electric field, the gradient in concentration is also largely responsible for the transport of ions within batteries [45]. Therefore, the RC network parameters employed in different operating scenarios should be identified through different identification approaches.

3.1. RC Network Parameters for the CC Charging Scenario

The polarization voltage \( (V_p) \) is adopted to illustrate the variation of RC network parameters under the CC excitation. According to the aforementioned battery output equation, \( V_p \) can be obtained as:

\[
V_p = V_{\text{RC,short}} + V_{\text{RC,long}} = V_t - \text{OCV}(\text{SoC}) - IR_{\text{in}}
\]

The \( V_p \)-SoC profile during the C/2 rate CC charging process is shown in Figure 3. Since in the HEV/EV application, batteries seldom work in the extremely low or high SoCs, the voltage profile from 10%–90% SoC is covered. It can be observed from Figure 3 that the polarization voltage increases dramatically in Stage I (10%–18% SoC), then it declines slowly and shows a concave shape curve in Stage II, with the local minimum value at around 30% SoC. During Stage III (40%–70% SoC), the polarization voltage becomes relatively stable. After that (70%–90% SoC), the polarization voltage rises sharply.

![Figure 3. \( V_p \) versus SoC under constant-current (CC) charging.](image-url)
The variation of the polarization voltage during the above SoC range is closely related to the internal electrochemical reaction process during charging. In the initial SoC region, a relatively large amount of energy is needed to form the nucleation on the surfaces of the electrodes; thus, the polarization voltage increases quickly. Once the nuclei are formed, the following lithium ions’ removal process needs less energy. This explains the concave shape voltage curve occurring from 18% SoC to 40% SoC. While in the last charging stage, the lithium-ion concentration increases in the negative materials. Hence, a large amount of energy is needed to insert the lithium ions, which leads to the obvious growth of the polarization voltage in the high SoC region. The detailed explanation for the electrochemical reaction mechanism occurring during the CC charging process can be found in [28,32].

As mentioned in Section 2, the model parameters are estimated through fitting the measured data either from the pulse-charging period or the rest period. In order to select the proper experimental datasets that can better describe the charging characteristic of the battery, the profiles of the polarization voltage during the pulse-charging and the following rest periods, which are also calculated from Equation (10), are compared in Figure 4. Figure 4a shows the polarization voltage under the pulse-charging excitation, and Figure 4b plots the absolute values of the polarization voltage during the following rest. It can be seen from both figures that the shape of the polarization voltage curve strongly depends on the SoC. In Figure 4a, it is obvious that the final value of the polarization voltage obtained from 26%–28% SoC is the lowest, which is similar to point C in Figure 3. In addition, the final values of the voltage curves obtained from 18%–20% SoC and 50%–52% SoC are almost coincident with each other, which approximately matches the corresponding parts (point B and point D) in Figure 3. Meanwhile, the relations among the final voltage values collected from 14%–16% SoC, 60%–62% SoC and 80%–82% SoC are also identical to the relations among point A, point E and point F in Figure 3, respectively. Hence, it can be summarized from Figure 4a that the final values of the polarization voltage obtained from different pulse-charging periods are approximately consistent with the corresponding points in Figure 3. While in Figure 4b, the variation trend of the predicted stable voltage values differs greatly compared to the results in Figure 4a. This is because in the pulse-charging period, the ion migration is driven by external electric potential. While in the rest period, the transport of ions is mainly dominated by diffusion, owing to the concentration gradient. The detailed explanation of the electrochemical reactions occurring under different load current has been discussed in [21,45].

![Figure 4](https://via.placeholder.com/150)

**Figure 4.** (a) The profiles of $V_p$ at different SoC intervals during the pulse-charging period; (b) the profiles of $|V_p|$ at different SoC points during the rest period.

Consequently, it can be concluded that the voltage response during the pulse-charging period can better describe the characteristic of the CC charging process because of the similar current excitation.
3.2. RC Network Parameters for the Dynamic Driving Scenario

3.2.1. Typical Dynamic Driving Scenarios

For the dynamic driving scenario, especially for the urban driving scenario, vehicles accelerate and brake frequently, which cause the long lasting load current to seldom exist. There are two typical kinds of standard urban driving cycles, namely the urban dynamometer driving schedule (UDDS) and the worldwide harmonized light vehicles test procedure (WLTP), which are the American and European certification cycles, respectively. The load current profiles and the load current amplitude distributions of the two driving cycles are plotted in Figure 5. It can be observed from Figure 5a,b that both of the dynamic current profiles vary frequently over the test span. Meanwhile, from Figure 5c,d, it can be concluded that: (1) the discharging current accounts for a much larger portion, compared to the charging current during the regenerative process; (2) among the load currents, the low C-rate discharging current, particularly around zero-value amplitudes, accounts for a larger portion in both tests. Hence, the voltage response during the rest period can be employed to estimate the RC network parameters for the dynamic driving scenario.

![Figure 5](image)

**Figure 5.** (a) The load current profile of the urban dynamometer driving schedule (UDDS) test; (b) the load current profile of the worldwide harmonized light vehicles test procedure (WLTP) test; (c) the load current amplitude distribution of the UDDS test; (d) the load current amplitude distribution of the WLTP test.

3.2.2. Determination of the Length of the Fitted Experimental Dataset

The diffusion process, which is caused by the gradient in concentration, plays a major role in the low C-rate load current and rest cases. Since the electrochemical reactions occurring during the diffusion process are very complex, these reactions can be accurately modeled as infinite series-connected RC networks with a wide range of time constants \((\tau_1, \tau_2, \ldots, \tau_j)\). Usually, the values of time constants depend on the electrode thickness and the structure of the battery to a great extent, and typical time constants are in the range of seconds to minutes [45]. The second order RC network can only approximate the diffusion process by two parts: the fast dynamics part (the short-term RC network with \(\tau_{\text{short}}\)) and the slow dynamics part (the long-term RC network with \(\tau_{\text{long}}\)).
In general, the values of the two time constants are closely related to the length of the fitted experimental data $\Delta t$. When only the initial segment of the voltage response is employed in parameter estimation, such as Part A in the bottom subfigure of Figure 1, the voltages across the shorter-term RC networks have a larger degree of variability, which means that the shorter-term RC networks have a greater impact on the initial segment of the voltage response. This in turn leads to the smaller estimated time constants and subsequently ignores the slower dynamics diffusion process. On the contrary, after the initial phase of the rest period, such as Part B in the bottom subfigure of Figure 1, the voltages across the shorter-term RC networks have converged to zero; thus, the voltage variation caused by the shorter-term RC networks is negligible. Instead, the voltages across the longer term RC networks make a remarkable contribution to the total voltage response. Hence, if the whole voltage response of the long time rest period is adopted, data with slower varying values will account for a large portion, which will lead to the relatively larger estimated time constants. However, too large time constants will make the model output voltage severely lag behind the actual response and result in a poor dynamic performance.

In order to further illustrate the above analysis, a third order RC network circuit is simulated in MATLAB; two equivalent time constants ($\tau_{\text{short}}$ and $\tau_{\text{long}}$) are estimated from the different value of $\Delta t$. In the simulation, the resistances of the three RC networks are all set as 1 mΩ, and the time constants are predetermined as $\tau_1 = 40$ s, $\tau_2 = 200$ s and $\tau_3 = 2000$ s ($\tau_3 >> \tau_2 >> \tau_1$). The applied excitation consists of a 400-s pulse-discharging current and a 2-h rest period, and the amplitude of the current is 20 A. Time constants estimated by different lengths of the voltage response are given in Table 2. It can be clearly seen from Table 2 that both $\tau_{\text{short}}$ and $\tau_{\text{long}}$ decrease simultaneously with the reduced value of $\Delta t$, which is consistent with the previous analysis. Hence, to obtain the appropriate values of the time constants, $\Delta t$ should be predetermined properly, which is illustrated in detail as follows.

### Table 2. Equivalent time constant estimation results with different values of $\Delta t$.

<table>
<thead>
<tr>
<th>$\Delta t$ (s)</th>
<th>7200</th>
<th>3600</th>
<th>1800</th>
<th>1400</th>
<th>1200</th>
<th>1000</th>
<th>900</th>
<th>850</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_{\text{short}}$ (s)</td>
<td>88.67</td>
<td>67.18</td>
<td>48.53</td>
<td>45.10</td>
<td>43.74</td>
<td>42.59</td>
<td>42.08</td>
<td>41.83</td>
<td>41.63</td>
</tr>
<tr>
<td>$\tau_{\text{long}}$ (s)</td>
<td>971.0</td>
<td>484.3</td>
<td>284.4</td>
<td>256.7</td>
<td>245.3</td>
<td>235.3</td>
<td>230.9</td>
<td>228.8</td>
<td>226.8</td>
</tr>
<tr>
<td>$k^{-1}$</td>
<td>$4.049 \times 10^{-12}$</td>
<td>$4.395 \times 10^{-5}$</td>
<td>0.1448</td>
<td>0.8759</td>
<td>2.154</td>
<td>5.299</td>
<td>8.311</td>
<td>10.41</td>
<td>13.03</td>
</tr>
</tbody>
</table>

1 $k$ represents the degree of resistor-capacitor (RC) voltage variability; the detailed expression can referred to in Equation (13).

During $\Delta t$, the derivative of Equation (13) with respect to $\tau_i$ during the rest period is expressed as:

$$
\frac{dV_{RC,i}}{d\tau_i} = \frac{\Delta t |V_{RC,i}(0)|}{\tau_i^2} e^{-\frac{\tau}{\tau_i}}
$$

(11)

where $V_{RC,i}$ is the voltage across the $i$-th RC network, $i \in \{1,2,3,\ldots, j\}$, $V_{RC,i}(0)$ is the corresponding initial voltage, $R_i$ is the resistance of the $i$-th RC network and $\tau_i$ is the time constant of the $i$-th RC network, which is subject to $\tau_1 < \tau_2 < \ldots < \tau_j$.

After the pulse-discharging period, $|V_{RC,i}(0)|$ can be expressed as:

$$
|V_{RC,i}(0)| = |I| R_i (1 - e^{-\frac{D}{\tau_i}})
$$

(12)

where $D$ denotes the length of the pulse-discharging period.

For the two well-separated time constants $\tau_i$ and $\tau_{i+m}$ ($\tau_{i+m} \geq 10\tau_i$ and $0 < m < j - i$), the voltage across the shorter term RC network $V_{RC,i}$ has a larger degree of variability when satisfying the following requirement:
\[
\frac{|dV_{RC,i}|/d\tau_i|}{|dV_{RC,i+m}|/d\tau_{i+m}|} = k
\]  

(13)

where the constant \( k \) denotes the degree of variability, and it is subject to \( k > 1 \).

Substituting Equations (11) and (12) into Equation (13), the value of \( \Delta t \) can be derived as:

\[
\Delta t = \ln \left[ \frac{R_i(1 - e^{-\frac{\tau_0}{\tau_i}})\tau_{i+m}^2}{kR_i+m(1 - e^{-\frac{\tau_0}{\tau_{i+m}}} )\tau_i^2} \right] \frac{\tau_{i+m}}{\tau_{i+m} - \tau_i}
\]  

(14)

In Equation (14), since the values of \( R_i \) and \( R_{i+m} \) are nearly of the same order of magnitude \([39,43,46]\), the value of \( R_i/R_{i+m} \) can be neglected when compared to the value of \( \tau_{i+m}^2/\tau_i^2 \); thus, \( \Delta t \) can be simplified as:

\[
\Delta t = \ln \left[ \frac{(1 - e^{-\frac{\tau_0}{\tau_i}})\tau_{i+m}^2}{k(1 - e^{-\frac{\tau_0}{\tau_{i+m}}} )\tau_i^2} \right] \frac{\tau_{i+m}}{\tau_{i+m} - \tau_i}
\]  

(15)

Equation (15) shows that \( k \) and \( \tau_i \) should be determined before calculating \( \Delta t \). In the aforementioned simulation, the value of \( k \) for \( \tau_1 \) and \( \tau_2 \) can be obtained directly from Equation (13), as shown in Table 2. This indicates that when \( k \) is larger than one, the estimated \( \tau_{\text{short}} \) and \( \tau_{\text{long}} \) are closer to \( \tau_1 \) and \( \tau_2 \). This is because the voltage across the RC network with \( \tau_3 \) has a lower degree of variability, compared to those with \( \tau_1 \) and \( \tau_2 \). It can be observed from Table 2 that \( \tau_{\text{short}} \) and \( \tau_{\text{long}} \) are nearly stable when \( k \) is larger than 10. Hence, \( k \) is selected as 10 throughout the paper.

In order to set a proper \( \tau_i \) in Equation (15), the discrete Fourier analysis of the load current is employed to determine the lower bandwidth limitation of the ECM. The current spectrums of UDDS and WLTP tests are shown in Figure 6. It can be observed in Figure 6a,b that there exists a large DC component (Points A and C) due to the nonzero mean value of the two current profiles. Since the characteristics of the DC component cannot be modeled by the RC circuit, they are neglected when determining the length of the fitted dataset. The major low frequency components for the two profiles are around 0.00146 Hz (point B) and 0.00138 Hz (the mean value from point D to point E), respectively. Hence, the mean value of the long-term time constant is selected as 704 s. In order to exclude the voltage variation caused by the larger time constants (larger than 10\( \tau_i \)), the prior 1-h measured battery voltage dataset employed to estimate the RC parameters.

![Spectral Analysis of Load Current](image)

**Figure 6.** The spectral analysis of the load current: (a) the urban dynamometer driving schedule (UDDS) test; (b) the worldwide harmonized light vehicles test procedure (WLTP) test.

### 3.2.3. Improved Fitting Function

From Equations (6) and (7), it can be observed that only the initial values \( V_{R_{\text{C,short}}}(0) \), \( V_{R_{\text{C,long}}}(0) \) and time constants \( \tau_{\text{short}}, \tau_{\text{long}} \) can be obtained directly from the fitting results; thus, we should do the further computations to obtain the resistances and capacitances of RC networks.
In [37,39–41], two initial voltages across the RC networks are predetermined as $IR_{\text{short}}$ and $IR_{\text{long}}$, respectively, from which the resistances of the RC networks can be derived under the knowledge of the current value. In [49], the capacitances of the RC networks are firstly obtained from the initial voltage values. Both of the above two methods have an assumption that the capacitors of the RC networks have already converged to the steady state at the end of the pulse-discharging period.

Usually, in the parameter extraction test, in order to obtain as much data as possible at different SoC intervals, the length of the pulse-charging/discharging period is usually set as several minutes (resulting in 2% SoC variation in this paper), while the rest time is usually set as one or more hours (such as 2 h in this paper) to get an accurate OCV value. For the short-term RC network, the voltage can easily converge to the equilibrium state during the pulse-discharging process, which is shown in Figure 7. In other words, there is no current flowing through the capacitor branch of the short-term RC network during the last stage of the pulse-discharging period; thus, $V_{\text{RC,short}}(0)$ at the beginning of the rest period can be expressed as:

$$V_{\text{RC,short}}(0) = IR_{\text{short}}$$

However, for the long-term RC network, the voltage varies continuously due to a relatively large time constant, as illustrated in Figure 7. The voltage across the long-term RC network has not reached the equilibrium state at the end of the pulse-discharging period; thus, there always exists a significant proportion of the load current $I(1 - e^{-D/\tau_{\text{long}}})$ flowing through the corresponding capacitor. Consequently, $V_{\text{RC,long}}(0)$ at the beginning of the rest period should be written as:

$$V_{\text{RC,long}}(0) = IR_{\text{long}}(1 - e^{-\frac{D}{\tau_{\text{long}}}})$$

where $I$ is the value of the pulse-discharging current. Since the SoC variation in each test cycle is set as 2% in this paper, it can be assumed that the model parameters keep constant during the pulse-discharging period.

![Figure 7. The voltage curve of RC networks during one cycle of the discharging pulse-rest test.](image)

### 4. Experimental Results and Discussions

#### 4.1. RC Network Parameter Estimation Results

Based on the aforementioned analysis in Section 3.1, for the case of the CC charging scenario, the charging pulse-rest test is implemented firstly. The parameters are estimated from the voltage response of the pulse-charging period, and the estimation results are shown in Figure 8. Figure 8a plots two estimated time constants; it can be seen that the general order of the magnitude of the short-term time constant is 10 s; it fluctuates greatly when the SoC changes, especially in the middle SoC region, while the order of the magnitude of the long-term time constant is 100 s; it is relatively flat during the whole SoC region. Figure 8b plots two estimated resistances; it can be observed that in the middle SoC range, the short-term resistance has a larger value, which means that the voltage across the short-term RC network accounts for more weight during this period. Hence, it can be observed from
Figures 3 and 8b that the variation tendencies of the polarization voltage and the short-term resistance are similar during the middle SoC range. At the end of the charging process, the short-term resistance decreases and stabilizes around a very small value, while the long-term resistance increases almost linearly after 60% SoC, leading to a similar variation tendency of the polarization voltage, compared to the corresponding part in Figure 3. Hence, it can be concluded that the long-term diffusion process plays a major role in this stage.

![Figure 8](image-url) Parameter estimation results for the constant-current (CC) charging scenario: (a) time constant; (b) resistance.

For the case of the dynamic driving scenario, the discharging pulse-rest test is implemented, and the data from the rest periods are adopted in the parameter estimation. According to the analysis in Section 3.2.2, different time constants will be obtained from the fitted experimental datasets in different lengths. Firstly, in order to compare the best fit performances for the measured datasets in different lengths, the measured battery terminal voltage response at 60% SoC during a 2-h rest period is adopted, and the curve fitting results are shown in Figure 9. It can be observed from Figure 9a that the fitting result of the whole measured voltage response shows a better performance during most of the rest period, especially in the equilibrium state. Whereas for the performance of the first 200 s, the fitting result through the prior 0.5-h measured voltage response yields less errors, which is illustrated in Figure 9b. Parameter estimation results in Figure 10 show the time constants estimated from the measured voltage dataset in different lengths, ranging from 30 min–2 h with a 30-min interval. It can be observed that the time constants, both for the long term and the short term, increase simultaneously when the length of the fitted dataset increases. In addition, by comparing Figure 10 with Figure 8a, it can be concluded that the time constants applied in the CC charging scenario and the dynamic driving scenario show different variation tendencies. Hence, it is essential to adopt different sets of model parameters for different operating scenarios.

![Figure 9](image-url) Curve fitting results of \( V_p \) during the rest period of the discharging pulse-rest test at 60% SoC: (a) the overall result; (b) a close look at the transient part at the beginning.
After determining the length of the fitted experimental dataset, we can subsequently obtain the resistances. Figure 11 shows the $R_{\text{long}}$ estimation results by the conventional fitting function and the improved fitting function. It can be concluded from Figure 11 that the $R_{\text{long}}$ estimated by the conventional fitting function is generally less than the one estimated by the improved fitting function, because it neglects the $(1 - e^{-\frac{t}{\tau_{\text{long}}}})$ part. In order to demonstrate the advantage of the improved fitting function, data from the 20th cycle of the discharging pulse-rest test are adopted. In this cycle, SoC changes from 62\% to 60\% during the pulse-discharging period, then keeps the value of 60\% during the following rest period. The current profile of the 20th discharging pulse-rest test is applied on the ECM MATLAB/SIMULINK model as an excitation. Figure 12a,b shows the model output voltage responses with two sets of estimated model parameters. It can be seen that the model with parameters estimated by the proposed fitting function outputs better estimation results. The lower voltage error is mainly contributed by the higher voltage drop across the long-term RC network, as plotted in Figure 12c. In addition, the root mean square errors (RMSEs) between the measured voltage and the model output voltage at different SoCs are given in Table 3. It can also be seen that the model parameters estimated by the proposed fitting function show a better performance for a wide range of SoC.

![Figure 10](image1.png)

**Figure 10.** Time constant estimation results with different lengths of the experimental dataset: (a) $\tau_{\text{short}}$; (b) $\tau_{\text{long}}$.

![Figure 11](image2.png)

**Figure 11.** $R_{\text{long}}$ estimation results.

<table>
<thead>
<tr>
<th>SoC (%)</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (mV)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventional fitting function</td>
<td>1.802</td>
<td>1.714</td>
<td>2.167</td>
<td>1.540</td>
<td>1.268</td>
<td>2.803</td>
<td>2.416</td>
<td>1.558</td>
<td>1.444</td>
</tr>
<tr>
<td>Improved fitting function</td>
<td>0.7658</td>
<td>0.7582</td>
<td>0.9707</td>
<td>0.7643</td>
<td>0.5000</td>
<td>1.202</td>
<td>1.242</td>
<td>0.7104</td>
<td>0.6482</td>
</tr>
</tbody>
</table>

**Table 3.** Comparison of RMSE at different SoC.
4.2. Model Verification

In this paper, the CC charging test and the consecutive UDDS test, which respectively represent two typical operating scenarios in HEV/EV applications, are conducted separately to verify the effectiveness of the model. For the charging condition, the battery is charged from 10%–90% SoC. The typical charging current in practice varies from C/8 to 2C [50], and a C/2 rate current is employed in the charging test. The consecutive UDDS test starts from 90% SoC to 20% SoC, with a 10-min rest period in between to simulate a short parking time. In the real application, a specific set of parameters can be selected by the characteristics of the measured load current. For example, if the values of the current are approximately constant over a certain time interval, parameters estimated from the data in the pulse-charging periods are employed. On the other hand, parameters estimated from the data in the rest periods are employed when the load current shows the characteristics of high dynamics over a certain time interval.

Firstly, for the CC charging scenario, three model outputs and measured battery terminal voltage curves are plotted in Figure 13, and the corresponding RMSEs are given in Table 4. It can be observed that during the whole charging process, the model with parameters estimated from the data in pulse-charging periods outputs a voltage curve matching the measured curve better because of considering the continuous external electric driving forces. However, parameters estimated from the data in the rest periods result in relatively larger errors, especially in the high SoC region. In addition, during most part of the charging period, the model with parameters used in the dynamic driving scenarios outputs a voltage higher than the experimental voltage. Comparing the corresponding curves in Figures 8b and 11, it can be deduced that the higher estimated voltage is mainly caused by the larger value of estimated $R_{\text{long}}$, especially during the middle range of the SoC region.

**Table 4.** RMSE of model voltage estimation under the CC charging test.

<table>
<thead>
<tr>
<th>Modeling Methods</th>
<th>Dynamic Condition</th>
<th>Rest-Period</th>
<th>Pulse-Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (mV)</td>
<td>18.41</td>
<td>19.76</td>
<td>5.448</td>
</tr>
</tbody>
</table>
In order to verify the robustness of the proposed parameter estimation method, the CC charging voltage profiles at different initial SoC are plotted in Figure 14. This shows that the estimated voltage curves match well with the measurement voltage curves, despite the different initial SoC.

**Figure 13.** Verification results of different parameter estimation methods under the CC charging test.

![Verification results of different parameter estimation methods under the CC charging test.](image)

**Figure 14.** CC charging voltage profiles at different initial SoC: (a) initial SoC = 20%, (b) initial SoC = 40%.

![CC charging voltage profiles at different initial SoC](image)
Secondly, in order to demonstrate the improvement of the proposed battery modelling approach during the dynamic driving scenario, the model and experimental voltage outputs in the consecutive UDDS validation are plotted in Figure 15a, the corresponding calculated SoC profile is shown in Figure 15b, and the detailed figure from 10,000 s to 12,000 s is plotted in Figure 15c. The RMSE of the aforementioned estimation methods during the whole consecutive UDDS test are also shown in Table 5. Figure 15b shows that the consecutive UDDS test is started from 90% SoC, and terminated when the value of SoC drops below 20%. It can be observed from Figure 15c that parameters estimated by the improved fitting function generally demonstrate a better performance, especially during the dynamic period (ranging from 10,000 s to 11,400 s), because considering the unsaturated phenomenon of the long-term RC network. It can also be concluded that the model containing parameters estimated by the prior 1-h experimental data from the rest period gives voltage output with the least error, especially during the short-time rest period. In addition, it can be seen from Figure 5a that there exists a relatively long-time and high C-rate discharging current in the UDDS cycle approximately ranging from 150 s to 300 s. Since larger time constants are obtained from the data of the whole rest period, this causes the corresponding voltage output not to recover fast after a relatively long-time discharging current, which leads to an offset of voltage errors in comparison to the voltage error caused by the proposed approach.

![Figure 15. Verification results of different parameter estimation methods under the UDDS tests: (a) The overall look; (b) The calculated SoC profile (c) The close look.](image-url)
5. Conclusions

In this paper, an advanced battery parameter estimation method based on two general operating scenarios in HEV/EV applications is proposed. Firstly, the second order ECM is employed, and the model parameter extraction process is described in detail. Considering the typical operating scenarios in HEV/EV applications, namely the CC charging scenario and the dynamic driving scenario, two sets of model parameters are extracted from the charging/discharging pulse-rest tests. Specifically, voltage responses of the pulse-charging phases are selected to estimate model parameters applied in the CC charging scenario. For the dynamic driving scenario, the model parameters are identified through the measured data from the rest period. Instead of employing the data from the whole rest period, only the prior portion of the collected data is selected, and the length of the fitted data is determined by the frequency spectrum analysis of the load current under two typical urban driving conditions. In addition, an unsaturated phenomenon caused by the long-term RC network is analyzed in detail, and subsequently, an improved fitting equation with more accurate initial voltage expression of the RC network is adopted. Finally, verification tests simulating the CC charging scenario and the dynamic driving scenario are conducted, respectively, and comparisons between the conventional and the proposed battery parameter estimation methods are given. Experimental results show that in both cases, the voltage profiles predicted from the proposed model show a better conformity to the experimental data.

It is important to note that the proposed battery parameter estimation method for the dynamic driving scenario only considers the typical urban driving conditions at room temperature. However, the characteristics of the load current under the other special conditions (such as the highway driving condition and the extremely cold condition) will be obviously different. For the future work, the
influence caused by different C-rates of the current profiles, bandwidths of the current profiles and temperature effects will be considered, and the parameter extraction test will be modified accordingly.
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