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Abstract: This paper develops ensemble machine learning models (XGBoost, Gradient Boosting, and
AdaBoost in addition to Random Forest) for predicting stock returns of Indian banks using technical
indicators. These indicators are based on three broad categories of technical analysis: Price, Volume,
and Turnover. Various error metrics like Mean Absolute Error (MAE), Mean Squared Error (MSE),
Mean Absolute Percentage Error (MAPE), Root-Mean-Squared-Error (RMSE) have been used to check
the performance of the models. Results show that the XGBoost algorithm performs best among the
four ensemble models. The mean of absolute error and the root-mean-square -error vary around
3–5%. The feature importance plots generated by the models depict the importance of the variables
in predicting the output. The proposed machine learning models help traders, investors, as well as
portfolio managers, better predict the stock market trends and, in turn, the returns, particularly in
banking stocks minimizing their sole dependency on macroeconomic factors. The techniques further
assist the market participants in pre-empting any price-volume action across stocks irrespective of
their size, liquidity, or past turnover. Finally, the techniques are incredibly robust and display a strong
capability in predicting trend forecasts, particularly with any large deviations.

Keywords: ensemble techniques; machine learning; stock prediction; Indian banks

1. Introduction

Exploring the main drivers for stock market prediction has been one of the most
sought-after areas in financial economics in recent decades. Traditional asset pricing
models proposed by Fama and French (1993, 2015) attributed that stock returns are linked
to underlying fundamental factors like market cap, Book-to-Market ratio, and systemic risk
in a linear manner. Zhu et al. (2011) have proposed the workhorse for financial modeling.
This model is used extensively by academicians as well as industry practitioners. However,
uncertainty in the markets often challenges the assumption of linearity in the financial
markets (as was assumed in the earlier models).

Realizing the humongous data involved corresponding to the various technical and
fundamental variables, experts have hugely turned to the recent developments in machine
learning methods in establishing an alternative paradigm for studying the relationship
between company-relevant features and the stock price forward process. This type of model
is useful in providing more diverse approaches than traditional models (Neely et al. 2014;
Dai et al. 2020). The literature has shown that by applying powerful modeling approaches,
such as ANN (artificial neural networks) (Khashei and Bijari 2010; Alberg and Lipton 2017;
Belciug and Sandita 2017), decision trees (Sorensen et al. 2000; Andriyashin et al. 2008; Zhu
et al. 2011, 2012), deep neural networks (Chong et al. 2017; Kraus and Feuerriegel 2017),
random forests (Krauss et al. 2017), the classification and prediction efficiency of stocks
have increased significantly.

While most of the earlier asset pricing studies based on the risk premium theories
have strongly emphasized the role of the macro and firm-specific indicators, little effort
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has been put into evaluating the role of technical indicators (Neely et al. 2014; Wu et al.
2021; Cheng et al. 2022). Most of the macro indicators (like the change in the interest
rates, gross domestic product, the balance of trade, and the consumer price index) used
in the classical asset-pricing models are lagging indicators that were determined post the
events. We understand that any change in these lagging indicators is witnessed only when
the economy starts following a particular pattern. Even though these indicators might
be more precise than the leading ones, any visible change is observed only after a large
economic shift. As a result, classical asset pricing models developed on the macroeconomic
variables are of limited usage, particularly to short-term investors and intra-day traders.
The aforesaid understanding lays the foundation for evaluating the role of the technical
indicators in predicting the stock returns and in turn the equity risk premium.

The evaluation of the technical indicators gains further prominence as the related
variables change daily, indicating in particular, the mood of the short-term investors and
intra-day traders. As a result, realizing the huge volume of data corresponding to the
technical indicators generated on a daily frequency basis, we attempt to develop ensemble
machine learning models for a precise prediction of the equity returns.

In the present study, we have explored ensemble machine learning models, namely
(XGBoost, Gradient Boosting, and AdaBoost in addition to Random Forest) for predicting
stock returns of Indian banks using technical indicators. The present work has explored the
ensemble machine learning models, namely (XGBoost, Gradient Boosting, and AdaBoost in
addition to Random Forest) for predicting stock returns of Indian banks using technical in-
dicators. The literature has established that machine learning models outperform statistical
and econometric models (Hsu et al. 2016; Meesad and Rasel 2013; Patel et al. 2015). One big
advantage of machine learning techniques is that there is no need to justify distributional
assumptions and the ability to recognize the hidden patterns of time-series data. Also, the
reduction of variance in machine learning models and the gain in prediction accuracy have
contributed to the popularity of those models in stock prediction. The work described in
(Hsu et al. 2016) has vividly established the superiority of machine-learning techniques over
non-machine-learning techniques for intraday and daily predictions across major markets.
It has been further well-established in the literature that major drawbacks associated with
the traditional statistical and econometric models have strongly encouraged the growth
of machine learning and deep learning techniques for stock prediction (Zhang et al. 2015;
Zhao et al. 2017; Chong et al. 2017; Kazem Ahad et al. 2013; Kristjanpoller and Michell
2018; Lei 2018). Further exploring the machine learning domain, the literature suggests that
ensemble models can perform better than a single model in financial prediction systems
(Ampomah et al. 2020; Nti et al. 2020). In such a context, the current research explores the
ensemble techniques in prediction stocks in the Indian scenario using a particular sector as
a reference.

As reported by the World Bank, India’s GDP in dollar terms had grown all the way
to USD 2.9 trillion in 2019 before plummeting to USD 2.7 trillion in 2020 owing to the
COVID-19 impact. Despite the degrowth, the Indian Economy continued to retain its
tag of the fastest growing major economy in the world. Currently, the Indian Republic
is the largest democracy and the sixth largest economy in the world in terms of nominal
GDP. At the current prices, India’s nominal GDP is estimated to be at USD 3.12 trillion in
FY22. The Indian economy is driven by an ideal mix of advanced industries and modern
agriculture, showcasing the recent deliberations made by the Government (like reducing
the minimum capital barrier in key sectors and simplifying the licensing process) to attract
the FDI inflows further and facilitate the economic growth.

During this time, under the supervision of the capital market regulator, Securities and
Exchange Bureau of India, the financial markets in India became more transparent and
robust. This has brought the attention of global investors to the Indian capital markets,
which is evident by the size of the National Stock Exchange (NSE). As of March 2022, NSE
is ranked as the 9th largest stock exchange in terms of market cap (USD 3.45 trillion). In
the due course of time, the weightage assigned to Indian equities in the widely followed
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MSCI-emerging market index has also increased with time indicating an interest of global
investors in the rising Indian economy. Such a tremendous growth of the Indian financial
market particularly in the last decade has attracted the attention of the market participants,
as well as academicians in unraveling the prediction of Indian stocks by applying machine
learning techniques (Dutta et al. 2006; Kumar and Thenmozhi 2007; Panda and Narasimhan
2007; Patel et al. 2015).

To give a further distinction to our current study, we limit our evaluation to Indian
Banks. There are three major reasons behind this approach. Firstly, banking as a sector
plays a critical role in the development of emerging economies like India. The banking
sector in India contributes 7–8% toward GDP. They account for most of the funding in
the ongoing and future businesses particularly represented by the small and medium
enterprises. Banks directly contribute to job creation and the overall development of the
economy. Secondly, banks and financial services contribute almost 36 percentage points to
the S&P Nifty 500 benchmark index. Big and large banking stocks from the public as well
as the private sector majorly decide the movement and the overall returns of the benchmark
index. Finally, The Indian banking system is all set to draw benefit out of the improved
credit offtake post-COVID-19 and the resilient risk management practices lasting the trying
times. Public as well as private sector banks continue to grow their widely spread branch
network led by huge technology-led investments targeting a better customer outreach with
an increased service level satisfaction. Both public as well as private sector banks target to
increase their core profitability on the back of increasing operational efficiencies. Further,
the finance industry has systematically looked for ways to predict future asset returns,
based on financial time-series data. The focus is mainly to predict the sign, either for shorter
or longer horizons rather than predicting the effective returns. However, this task has
become challenging as markets are noisy and have volatile environments with fluctuations
and shifts in volatilities. Realizing the challenges, in the current study, we uniquely develop
ensemble machine learning models for predicting the stock returns solely on the evaluation
of the Technical Indicators built using the Price, Volume, and Turnover features for the
Indian Banks. The study is in line with (Chen et al. 2022), who used machine learning
techniques for predicting the stock prices of Chinese banks.

From a methodology perspective, the uniqueness comes from the fact that the ensem-
ble techniques have not been exploited in stock prediction in Indian financial markets. To
the best of our knowledge, this is the first study that is applying ensemble methods, to be
more specific the boosting algorithms on Indian stocks. The following sections mention the
existing literature and the methodology design, followed by the results and conclusion.

2. Literature Review

Predicting the market over a relatively short period (on the scale of days) has tra-
ditionally involved the analysis of price and volume data using methods ranging from
linear prediction models (which tests the efficient market hypothesis to more complex
machine learning) and hybrid machine learning methods (Kim and Han (2000); Choudhry
and Garg (2008); Guiso et al. (2008, 2011); Majhi et al. (2009); Kara et al. (2011); Zhu et al.
(2011, 2012); Shen et al. (2012); Edmans et al. (2012); Ajmi et al. (2014); De Oliveira et al.
(2013); Patel et al. (2015); Chou and Nguyen (2018); Kim et al. (2020)). The theory of
efficient market hypothesis (Fama 1970) has suggested that markets efficiently price in all
available information leaving the stock movements vulnerable only to events that cannot
be predicted. This phenomenon is also observed by Hellström and Holmström (1998).
White (1988) conducted a test of the efficient market hypothesis using an Artificial Neural
Network (ANN). This is the first stock market study that used ANNs. Artificial Neural
Networks are a dense network of neurons that are interconnected with each other. These
interconnected neurons get activated based on the inputs. A similar study on six stocks
listed on the NYSE using historical price data has been reported (Tsibouris and Zeidenberg
1995). Several other studies such as Kolarik and Rudorfer (1994) have noted that ANNs
have performed better than statistical techniques such as ARIMA and regression. Guresen
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et al. (2011) have studied a modified Multi-Layer Perceptron applied to the Turkish stock
market and concluded that the classical ANN is more suitable for stock market prediction.
Qiu and Song (2016), Qiu et al. (2016), Zhong and Enke (2017), Coyne et al. (2018), Hu et al.
(2018) trained their respective models by applying the backpropagation technique for the
MLP models.

ANN is one of the most applied techniques for predicting stock markets in recent
times as well Bustos and Pomares-Quimbaya (2020). In recent works, Qiu and Song (2016),
Qiu et al. (2016), Hu et al. (2018), there has been the dominant application of Artificial
Neuron Networks for stock market prediction. Kara et al. (2011) have again used Support
Vector Machine (SVM) and ANN to predict daily movement direction in the ISE (Istanbul
stock exchange) and reported that ANNs are more powerful than SVMs. Chang (2011)
has used ANNs and decision trees for digital game content stock price prediction in the
Chinese stock market and obtained accuracy in the range of 13–15%. Fagner A. De Oliveira
et al. (2013) applied ANNs to predict the highly liquid Brazilian oil stock and obtained
reasonable accuracy. More lately, the works of Song et al. (2018) and Huang and Liu (2019)
have used various hybrid and classical machine learning (ML) approaches to predict stock
prices in the Chinese and Taiwanese stock markets.

Several authors have applied ML methods to the Indian stock market. Kumar and
Thenmozhi (2007) used SVMs to forecast the CNX Nifty index return and reported greater
accuracy of SVMs than with other methods. Panda and Narasimhan (2007) found that
ANNs outperform various linear autoregressive models in predicting daily BSE Sensex
prices. Dutta et al. (2006) computed the accuracy of ANNs in predicting weekly closing
prices of the Mumbai stock exchange over a two-year period using RMSE and MAE mea-
sures which they found to be in the range of 4–6%. Very recent work on Indian stock data
considering stocks of Infosys (IT sector), ICICI (banking sector), and Sun Pharmaceuticals
(healthcare sector) compared time series (Holt–Winters Exponential Smoothing), one econo-
metric model (ARIMA) and two machine Learning models (Random Forest and MARS).
The study found the machine learning models to be superior (Chatterjee et al. 2021).

Recent work by Ciner (2019) employed an ensemble of decision tree models (Random
Forest Method and Boosted Tree approach) to significantly moderate or completely erad-
icate any uninformative forecasters amongst extremely correlated variables to improve
the prediction as compared to the traditional Ordinary Least Square (OLS) method. Park
et al. (2022) proposed a prediction framework (LSTM-Forest) to address the overfitting
issue confronted in the case of the Deep Learning models with an increase in the count of
the relevant input variables. The multitask model proposed improved the predictability,
returns, and profitability for S&P500, SSE Composite Index, and KOSPI200 as compared
to the baseline Random Forest model. Andriyashin et al. (2008) applied the decision trees
technique to a ternary classification of stocks, who are the constituents of DAX. They have
trained the model on both the technical as well as fundamental variables. Similar tree-
based models are employed in the works of Sorensen et al. (2000), Zhu et al. (2011, 2012).
They have examined the stock classification efficiency. They are based on different feature
spaces. The decision tree framework is superior to that of the linear weighting approach
for explaining higher-order relationships between stock returns and underlying variables.
Similarly, the decision tree framework is better than that of the linear weighting approach
in providing risk-diversified portfolios. Krauss et al. (2017) has applied state-of-the-art
machine learning techniques. They included DNN, GBDT, and Random forest as well as
a combination of the three techniques (which are also known as ensemble techniques) to
constituent stocks of the S&P 500. Similar works (by applying ensemble techniques) have
been done recently (Nti et al. 2020; Ayala et al. 2021). Finally, Patel et al. (2015) used various
ML techniques to predict the deterministic trend for the NIFTY index and various large
caps and find that random forests outperform ANNs, SVMs, and naive Bayes models. Also,
Naik and Mohan (2020) applied the deep learning method for forecasting stocks in the
Indian financial market.
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In recent years, Wang et al. (2012), Rasekhschaffe and Jones (2019), Leung et al. (2021),
Hanauer et al. (2022) applied boosting techniques for stock price prediction. However,
these studies are based on fundamental and macroeconomic variables. They have covered
the Chinese and European Stock markets. In addition to country-specific models, sector-
specific stock prediction models have emerged (Sadorsky 2021; Day et al. 2022; Challa
et al. 2020). The sector-specific models help the investors and traders to pursue their stock
selection strategy by applying the machine learning techniques proposed in various studies.
This will help them earn higher alpha and beat the benchmark index by investing in the
sector-specific index. One more benefit of having sector-specific investment models (based
on machine learning) is that each sector has different fundamental characteristics and
technical characteristics (price, price volatility, volume). Recently Chen et al. (2022) applied
machine learning techniques for predicting the stock prices of Chinese banks. Prior to
Chen et al. (2022), machine learning techniques and network models have gained signif-
icant importance in bankruptcy prediction (Shetty et al. 2022), exchange rate prediction
(Zhang and Hamori 2020), bank corporate governance (Carlini et al. 2020), and assessing
bank competition (Rahman and Misra 2021). However, our study is the first study to be
conducted on the Indian stock market with several ensemble techniques, specifically the
boosting algorithms.

3. Data Description

The paper contains data on the stock prices of publicly traded banks in India. The data
ranges from 1 January 2014 to 31 December 2021. This period has been associated with
many financial challenges as well as changes in the regulatory framework for the banks.

Between 2014–2021, the Indian banking system was badly hit by the rising NPA issues.
Almost all the banks (especially the public sector banks) witnessed an unprecedented level
of Gross NPAs. The gross NPAs of public sector banks almost doubled to the tune of
USD 700 Million in 2021 from USD 325 Million. The central bank, that is, the Reserve
Bank of India passed a regulation for recognition of the NPAs (non-performing assets) and
cleaning of the balance sheets. Also, during this period, the Indian government not only
administered demonetization to curb corruption and the related black money forming a
part of the economy, but it also implemented major bills and laws like the Insolvency and
Bankruptcy Code and the Goods and Service Tax affecting the NPAs as well as profitability
of the banks. The study period also takes into account the financial disruption caused
by the COVID-19 pandemic and its impact on the Indian economy and particularly the
banking sector at large.

In this dataset, we have 10 input variables and one variable in the output space. These
10 variables are based on three broad variable classification in technical analysis: Price,
Volume, Turnover (Neely et al. 2014; Dai et al. 2020). These variables are essentially from
technical analysis feature space. The novelty of the input variables is that they broadly
cover three important dimensions of technical analysis, which are trading volumes, stock
turnover, and stock prices. The input variables are discussed below in Table 1.

In the output feature space, we have calculated the excess return of individual banking
stock over NIFTY 500 return (represented by Equation (3)). Equation (1) measures the price
return of particular stock for a 20-day holding period. Equation (2) measures the price
return of the benchmark index (NIFTY 500) for a holding period of 20 days. Equation (3)
measures the excess return of individual banking stock over the benchmark index (NIFTY
500) for a holding period of 20 days.
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Table 1. Technical Factors—Description and Mathematical Computation.

Factors Description Mathematical Computation

10by20
10by40

- Parameter indicates growth in
Trading Volume during the past ‘t’
trading days; where t = 20 and 40.

- Help identify market participants’
trading interests based on volume
trendlines.

movavg (volume,m1)
movavg (volume,m2)

where, m1 ε (10), m2 ε (20, 40)

MAT20
MAT40

- Parameter indicates the Moving
Average Turnover over the past ‘t’
trading days; where t = 20 and 40.

movavg (turn over, m)
where, m ε (20, 40)

MSV10
MSV20
MSV40

- Parameter indicates the deviation in
the trade volume during the past ‘t’
trading days; where t = 10, 20,
and 40.

movstd (volume, m)
where, m ε (10, 20, 40)

P0P9
P0P19
P0P39

- Parameter refers to Momentum lag
and is used to identify the trend in
price movement.

pt−m
pt

;
where, m ε (9, 19, 39)

movavg: moving average; movstd: moving standard deviation; m1, m2: Holding period (in days).

Output Feature:

Rs
t.m =

Ps
t+m
Ps

t
− 1 (1)

RI
t.m =

PI
t+m

PI
t
− 1 (2)

ERs
t.m = Rs

t.m − RI
t.m (3)

4. Methodology

The following section describes the design framework, the different machine learning
models adopted for the current study, and the evaluation metrics considered. Figure 1
depicts the design framework for the entire work. The data were collected and cleaned
before dividing into training and testing sets. All the models were trained using the
training set and validation of the trained models was performed using the testing data
using different metrics shown in Figure 1.

4.1. Random Forest

Random Forest is a very famous supervised machine learning technique widely used
in regression and classification problems. The technique is efficient to handle continuous
variables for regression as well as categorical variables for classification. Random Forest
employs ensemble methodology, and its operation is based on multiple decision trees. The
algorithm uses the idea of Bagging or Bootstrap Aggregation. Bagging selects a random
sample out of the dataset and each model is generated from the samples (Bootstrap samples)
taken from the dataset with replacement. This method of row sampling with replacement is
known as bootstrap. Each model is trained independently, and the final output is obtained
by majority voting by a combination of individual output from every model. This line of
involvement of the combination of outputs from different models and generation of the
final output by majority voting is known as aggregation. In the case of regression, instead
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of taking majority voting, the average or mean of all the results from each model is taken
into consideration (Breiman 2001). A Random Forest predictor is calculated as

yC(x) =
1
C

C

∑
i=1

Pi(x) (4)

where x is the input, C is the number of trees and Pi(x) is a single regression tree.
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The calculation of Feature importance is done in accordance with the decrement in
node impurity measured by the probability of reaching that node. The probability is the
ratio of the samples reaching that node by the total number of samples. A higher value
of probability implies more importance of the feature. For each decision tree (assuming a
binary tree with two child nodes), node importance is calculated using Gini Importance.
The equation is as follows:

ki = wiGi − wle f t(i)Gle f t(i) − wright(i)Gright(i) (5)

where ki is the importance of node i, wi is the weighted number of samples reaching node
i, Gi is the impurity of node i, left(i) and right(i) denote the child note from the left split
and right split of node i. The final feature importance of the Random Forest model is the
average over all the individual trees. The summation of the value of feature importance on
each tree is computed and further divided by the total number of trees.

The Random Forest algorithm can handle large datasets. However, when the data are
very sparse, the model may face challenges as, for some nodes, the bootstrapped sample
and the random subset of features may produce an invariant feature space. Overfitting is
also a risk with Random Forest and should be given attention.

4.2. AdaBoost

Boosting is a theoretical concept conceived long before practical algorithms were
developed based on the principle. The AdaBoost (adaptive boosting) algorithm is the first
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algorithmic implementation based on the concept of boosting. Boosting is an ensemble
learning technique that involves combining predictions from many weak learners. The idea
is to create a model from the training data followed by another one that tries to work on
the error generated by the initial model. Following it, the addition of the model is carried
on till the data are predicted up to a satisfactory level. The AdaBoost algorithm combines
the predictions from short one-level decision trees called decision stumps. Decision stumps
are used as the algorithm keeps on adding weak models in order to correct their prediction.
The model’s weakness can be determined by the error rate of the weak estimator (Freund
et al. 1999). Let us consider a sequence of n samples- (x1, y1), (x2, y2), (x3, y3) . . . (xn, yn).
θ denotes the threshold for marking correct and incorrect predictions. The distribution is
denoted by Dp(i) for all i and L(i) is the loss function. The loss function is calculated as

L(i) = | f (xi)− yi| (6)

where f (xi) is the predicted output and yi is the original output. The average loss is
calculated as follows:

Lp =
n

∑
i=1

L(i)Dp(i) (7)

For AdaBoost regressor, the error rate of f (xi) is as follows:

ε = ∑ Dp(i) (8)

The model updates distribution Dp as

Dp+1(i) =
Dp(i)

Z
×
(

β i f
∣∣∣ f (xi)−yi

yi

∣∣∣ ≤ θ
1 otherwise

)
(9)

where β = ε2 and Z is a normalization factor.
AdaBoost works better in case of classification problems and the model is particularly

vulnerable to uniform noise. It faces difficulty in adapting to different link functions to
create a linear model with a given outcome.

4.3. Gradient Boosting

In Gradient Boosting, the statistical framework considers boosting to be an optimiza-
tion problem in which the objective is to minimize the model’s loss function by adding
weak learners and employing a gradient descent type approach. The model considers
stage-wise addition where a single weak learner is included at a time and existing learners
of the models are left unchanged. The loss function must be differentiable and in regression
problems, the squared error function is generally used. Decision trees are employed as
weak leaners. More specifically, regression trees are employed where the outputs can be
summed up and the following model outputs are further added to correct the residuals.
The fundamental dissimilarity between AdaBoost and Gradient Boosting is the way the
models detect the shortcomings-AdaBoost uses weights while Gradient Boosting employs a
gradient descent approach to minimize the loss. One fine aspect of Gradient Boosting is its
power of optimizing user-defined cost functions that are often problem-specific (Friedman
2002). The overall loss L f in the model is given by

L f = L
(
y, Fp(x)

)
+ αpL(H(x,− dL

dFp(x)
)) (10)

In the above equation, p is the total number of samples, Fp(x) is the actual target minus
the updated predictions from all the models that have been built so far. The input and
outputs are denoted by x and y. H represents the model. The gradient descent technique is
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used to calculate the gradient term αp such the loss function is minimized. The following
equation will help to comprehend Equation (10).

Fp+1(x) = Fp(x) + αp H
(
x, ep

)
(11)

L =
(
y− Fp(x)

)2 (12)

dL
dFp(x)

= −2(y−Fp(x)) (13)

Gradient boosting works well in capturing complex patterns in the data as it gen-
eralizes the framework and allows for easier computation. It is not preferred in cases
where there is no straightforward way to study how variables interact and contribute
to the final prediction. Further, it is harder to tune than other models because of so
many hyperparameters.

4.4. XGBoost

The XGBoost algorithm is an advancement of the Gradient Boosting model. The
algorithm tries to minimize the problem of over-fitting and optimizes the computational
complexity. The objective function is simplified to combine the predictive and regularization
terms without compromising the computation speed. The entire input data are provided
to the initial learner followed by the residuals, which are fed into the second learner with
an intention to tackle the error of the weaker ones. The sum of predictions from all the
learners generates the final one (Chen and Guestrin 2016). Considering the input variable
xi, at step t, the function for prediction is as follows:

pi(t) =
t

∑
q=1

pq(xi) = pi(t− 1) + pt(xi) (14)

where the learner is presented as pt(xi), the predictions at step and t − 1 are represented
pi(t) and pi(t− 1).

The XGBoost model uses the following equation to measure the quality of the model.

Obj(t) =
n

∑
q=1

l
(

ypredicted, yactual

)
+

n

∑
q=1

℘(pi) (15)

where l
(

ypredicted, yactual

)
represents the training loss that measures how well the model

fits on training data and ℘(pi) is the regularization factor measuring the complexity of the
trees, and n is the total samples. Further, ℘(p) can be expressed as

℘(p) = αT +
1
2

β‖w‖2 (16)

where the control parameter for regularization is presented by β, w is the score-vectors at
the leaf nodes, α is the minimum loss for dividing a node.

XGBoost performs very well on medium and small datasets with subgroups and
structured datasets with not too many features. XGBoost gives the best results in the case
of structured or tabular datasets and is preferred in cases where computational speed is a
great concern. It may not perform according to expectations in unstructured data related to
computer vision and natural language processing.

4.5. Evaluating Metrics

The performance of the different prediction models is evaluated based on the following
metrics: mean absolute error (MAE), mean squared error (MSE), mean absolute percentage
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error (MAPE), root-mean-squared-error (RMSE). For a total of n number of samples, if yi
and pi represents the actual and predicted values,

AE =
1
n

n

∑
i=1
|yi − pi| (17)

MSE =
1
n

n

∑
i=1

(yi − pi)
2 (18)

MAPE =
1
n

n

∑
i=1

∣∣∣∣yi − pi
yi

∣∣∣∣ (19)

RMSE =

√
1
n

n

∑
i=1

(yi − pi)
2 (20)

5. Results

Four different models, namely, Random Forest, AdaBoost, Gradient Boosting, and
XGBoost were employed in the current work. The implementations were carried on Google
Colab which is a Jupyter notebook environment that runs entirely in the cloud. GPU
runtime environments with Python v3.8.5 were used. For training and testing, we divided
the whole dataset in the ratio of 80:20. To tune the hyperparameters, GridSearchCV, a
function of sklearn’s model_selection package was used for all models. For every model,
five-fold cross-validation has been used.

Figure 2 represents the feature importance plots for the four different models. The
figure depicts that the five most important features in Random Forest, Gradient Boosting,
and XGBoost are the same although their order of importance differs. They are namely-
MSV40, MAT40, POP39, MAT20, MSV20. The variables are already explained in Table 1.
Only a difference is noted in AdaBoost where three factors, namely, MSV40, MAT40, AND
MSV 20 are common among the top five features with respect to other models while POP19
AND 10by40 are the exceptions that are not present elsewhere among the top five. For
Random Forest, the top seven features provide 75% of the information in the data with
respect to the dependent variables. For all other boosting methods used, the top six features
provided around 75% of the information. This information has been computed from the
cumulative sum of the percentage importance generated by the tool.

Various error metrics like mean absolute error (MAE), mean squared error (MSE),
mean absolute percentage error (MAPE), root-mean-squared-error (RMSE) have been used
to check the performance of the models. Table 2 represents the details of the errors for
different models. Considering the different metrics, the XGBoost model performs best
among the four models considered in the present work followed by Random Forest. The
MAE and RMSE values for XGBoost are 0.0327 and 0.0550 while that of Random Forest are
0.0353 and 0.0588. Even the MSE is also lowest for XGBoost. The max_depth that represents
the depth of each tree in the forest is 90 for Random Forest and 60 for XGBoost algorithm.
The n_estimators representing the number of trees in an ensemble model is 130 for Random
Forest while it is 150 for XGBoost. The superior performance of the XGBoost model is due
to regularized formalization to control over-fitting. The model attempts to minimize L1 and
L2 objective functions that in turn introduces a function of convex loss and a penalty term
for model complexity. The model keeps on involving new trees to predict the residuals
of previous trees that are then merged with the previous ones. For the gradient boosting
purpose in the current work, ‘squared_error’ is used as the loss. Following the Random
Forest, the Gradient Boosting algorithm has also performed well.
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Table 2. Evaluation Metrics for Different Models.

Random Forest XGBOOST AdaBoost Gradient Boosting

MSE 0.0034 0.0030 0.0081 0.0041
MAE 0.0353 0.0327 0.0647 0.0423

MAPE 1.5644 1.7451 3.3125 2.2779
RMSE 0.0588 0.0550 0.0904 0.0645

To comprehend the prediction accuracy in a better manner, the predicted and actual
values are plotted and demonstrated in Figure 3. These plots are one of the finest ways of
data visualization to check the prediction performance of the models. The three models,
namely, XGBoost, Random Forest, and Gradient Boosting perform in an appreciable manner
as depicted in Figure 3 as most of the data in the scatter diagram are almost close to or on
the diagonal line.
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With respect to other boosting, XGBoost can boost the weaker learner with better
parallel computing and optimized algorithms. XGBoost has improved upon the base
Gradient Boosting machine framework through systems optimization and algorithmic
enhancements. The algorithm goes through a cycle. In the initial stage, it tests the existing
models on a validation set; then, it further adds a model to improve the prediction accuracy
followed by testing this new model along the existing models on a validation set again,
and this cycle repeats till an optimal ensemble method is reached. The performance of
the Random Forest model may be due to its ability to model non-linear dynamics in data.
Further, the ensemble-based prediction technique incorporated into the Random Forest
model contributes to its prediction accuracy. The individual trees in the forest protect each
other from their error resulting in reduced cumulated error.

In brief, the proposed machine learning models help traders, investors, and portfolio
managers better predict the stock market trends and in turn, the returns, particularly in
the case of banking stocks, minimize their sole dependency on macroeconomic factors.
The techniques further assist the market participants in pre-empting any price-volume
action across stocks irrespective of their size, liquidity, or past turnover. Finally, the
techniques are incredibly robust and display a strong capability in predicting trend forecasts,
particularly with any large deviations. We further realize that given the multivariate
predictive information presented by the models, a detailed in-depth robustness analysis
of the machine learning techniques can be carried out across sectors to establish any
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possible relationships over business cycles to improve the predictive performance as a
future research gap.

6. Conclusions

The paper aims to validate the prowess of the different ensemble machine learning
models in establishing the relevance of the technical indicators using the banking stocks in
the Indian context. Our results indicate the significant predictive power of the machine
learning technologies corresponding to the new technical indicators namely the price
movement used to identify the trendlines, the standard deviation of the average trading
volume over the past trading days, and the moving average turnover during the study
period. We find the indicators to be highly significant across time horizons indicating
that the relevance of the ensemble machine learning models stays put benefiting the short-
term traders as well as the long-term investors. Applying the aforementioned technical
indicators, we understand that the mean-variance investors might essentially deploy the
ensemble machine learning methodologies for predicting the stock returns as well as for
portfolio allocation. This evidence explains typically the predictive power of the machine
learning technologies using the various technical indicators.

The present work explores the predictive power of the technical indicators, which we
establish using an ensemble of machine learning techniques. We understand that existing
asset pricing models that heavily rely on macroeconomic and sector-specific variables
only partially explain the stock returns limiting their applicability and usage from the
perspective of very short-term investors and intra-day traders. To overcome this pressing
limitation, we use technical indicators as a relevant proxy for capturing the continuous
trends in equity prices that are induced by the macro and related variables. In order to
improve the predictive ability of these technical indicators, we deploy an ensemble of
machine learning techniques for better decision-making. Our study aims to help the market
participants by providing a data-based forecast that can demonstrate strong predictive
potential. We believe that the predictability power of these ensemble techniques can be
explored across sectors and asset classes that can be widely used equally by short-term
investors as well as intra-day traders.
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