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Abstract: In this paper, we derive feedback power control strategieblbck-faded multiple
access schemes with correlated sources and joint charceadidg (JCD). In particular, upon
the derivation of the feasible signal-to-noise ratio (SM&)ion for the considered multiple
access schemes, i.e., the multidimensional SNR regionendreor-free communications are,
in principle, possible, two feedback power control stregegare proposed: (i) a classical
feedback power control strategy, which aims at equalizihjrk SNRs at the access point
(AP), and (ii) an innovative optimized feedback power cohstrategy, which tries to make
the network operational point fall in the feasible SNR regat the lowest overall transmit
energy consumption. These strategies will be referred tbadanced SNR” and “unbalanced
SNR,” respectively. While they require, in principle, anliomted power control range at
the sources, we also propose practical versions with addngower control range. We
preliminary consider a scenario with orthogonal links aghell feedback. Then, we analyze
the robustness of the proposed power control strategiesssilie non-idealities, in terms of
residual multiple access interference and noisy feedbhakrtels. Finally, we successfully
apply the proposed feedback power control strategies tonding case of the class of
considered multiple access schemes, namely a centralatstgrofficer (CEO) scenario,
where the sensors observe noisy versions of a common bim@aryriation sequence and the
AP’s goal is to estimate this sequence by properly fusingstifeoutput information output
by the JCD algorithm.
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1. Introduction

Wireless multiple access schemes, where correlated sigobserved at different nodes, need to
be transferred to one or more collectors, model several aomuation scenarios. For example, these
schemes apply to wireless sensor networks, where a set esramllect and transmit correlated data
to a common sink]]. In the case of a single collector node (the access poin), &R design of
efficient transmission mechanisms is often referred to ashréack channel probler@{4]. Assuming
orthogonal additive white Gaussian noise (AWGN) channelsvben the nodes and the collector, the
separation between source and channel coding is known tgtimad [4, 5]. This means that the
theoretical limit can be achieved by, first, compressinghesmurce up to its Slepian-Wolf (SW) limit
and, then, utilizing independent capacity-achieving cleghoodes (one per sourcé] [ In an attempt to
exploit such correlation, many works have recently focusedhe design of distributed source coding
schemes that approach the SW fundamental limit on the aadbiecompression rat@f10].

An alternative solution to distributed source coding isdshen joint source channel coding (JSCC)
schemes, where the correlated sources are not source drimdgamly channel encoded. If one compares
a JSCC system with a system based on source/channel copgargsen with the same information rate,
the channel codes used in a JSCC scheme must be less powerfuhgy have higher rates). In fact,
this apparent weakness is compensated by exploiting threesoarrelation at the decoder, which jointly
recovers the information signals of all sources. For théso®, this approach is also referred to as joint
channel decoding (JCD). In this case, it can be shown thdinhesystem performance can approach
the theoretical limits. This approach has attracted thenttin of several researchers in the recent past,
also because of its implementation simplicitylf15]. Note that, in the JCD approach, the sources
are encoded independently of each other (i.e., for a givarcemeither the realizations from the other
sources nor the correlation model are available at eachdencand transmitted through the channel. In
this case, the correlation between the sources has to Haldeat the (common) receiver.

In the introduced scenario, we study the performance ofl@gseemultiple access schemes, with
binary correlated sources communicating to an AP and witickofaded communication links. It is
well known that the presence of block-faded channels masnatiaally degrade the performance of
wireless multiple access systems, unless some countaurnegame taken at the transmitters to protect
highly faded links. For instance, the performance of midtgrcess schemes can be improved by the use
of “feedback.” In general terms, the AP can provide the sesimith supplementary information (e.g.,
on the links’ states) to allow them to counter-act the effaftfading. From an information-theoretic
viewpoint, while feedback does not increase the capacitg ofemoryless channel with one sender
and one receiverlfg], the capacity region of multiple access channels incedseough the use of
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feedback 17, 18]. In [19, 20], the authors devise JSCC strategies for multiple-acceasrels with
feedback and correlated sources.

In this paper, we refer to block faded multiple access sclkemigh correlated sources and
JCD. In patrticular, we consider serially concatenated ctutional coding (SCCCing) or low-density
parity-check (LDPC) coding at the sources. We first invedégin the absence of non idealities (besides
fading), feedback power control strategies which can quiaeatheoretically error-free communications,
I.e., that the system operational point lies in the feasilgeal-to-noise ratio (SNR) region of the multiple
access channel. In this context, we first propose a clagerdiback power control strategy, which tends
to balance (i.e., equalize) the link SNRs and is optimal @&dlittonal transmitting scenarios where the
sources are independent. Then, we derive an innovativenizetl power control strategy, which makes
the system operate in the feasible SNR region at the lovwaa®titnit energy consumption. It will be shown
that the latter strategy leads to “unbalanced” target SNRseacorrelated sensors and, to the best of our
knowledge, this is a novel result. The impact of possible-i@alities, in terms of residual multiple
access interference and noisy feedback channels, on tftgpance of multiple access schemes using
the proposed feedback power control strategies is alsatigeted. Even in this case, it will be shown
that the unbalanced SNR strategy is still to be preferreaalii, we apply the proposed feedback power
control strategies to a so-called central estimating offiC&O) problem, which can be interpreted as a
limiting case of the general class of considered multiplseas scenario2l]. In the considered CEO
setting, the information sequences at the input of the sersides correspond to noisy observations of
the sequence output by a single binary source, and the ARIsigito estimate the latter sequence. In
this scenario, we derive a proper fusion rule to be applietheaAP, after feedback power control. In
particular, this does not entail any modification of the jmegd feedback power control strategies, which
can be directly utilized.

This paper is structured as follows. In Sectihpwe describe the considered multiple access scheme.
In Section3., we first derive the power control strategies with unlimitemhsmit power, using both
balanced SNR and unbalanced SNR strategies. Sedtiaa devoted to the description of the JCD
iterative decoding scheme at the AP and to the simulatiaedaerformance analysis of the proposed
multiple access schemes with feedback power control. Iti@es., we investigate the robustness of the
proposed feedback power control strategies with respeetrtws in the power control commands and
the possible presence of residual multiple access in&arder. In Sectiol., the proposed framework for
multiple access schemes is extended to encompass, at tlileeABtesence of information fusion after
feedback power control, i.e., to a CEO scenario. Finallfgeéction7. we provide concluding remarks.

2. System Model in the Absence of Non-ldealities
2.1. Communication Scheme and Feedback Power Control

Considern spatially distributed nodes which detect (i.e., receivéhair inputs) binary information
sequences®) = [x(()k), o ,x(Lkll], wherek = 1,...,n and L is the signals’ length (the same for all
sources). The information signals are assumed to be tethpaitzite with P(z\") = 0) = Pz =

1) = 0.5 and the following simple additive correlation model is coesed:

2 = b @ 2 i=0,....,L—1 k=1,....n
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where{b;} are independent and identically distributed (i.i.d.) lbyneandom variables an@sz)} are
I.i.d. binary random variables with probabilityto be 0 (and — p to be 1). Obviously, ip = 0.5 there is
no correlation between the binary information sigial$’}?_,, whereas if) = 1 the information signals
are identical. Note that in this paper, similarly to pre\d@iudies 11-15], we refer to a transmission
scenario where quantization and digitization are perfarseparately. In this case, the original source
correlation may be converted into correlation among theséifuences of the binary digitized signals,
as shown, for example, ir2p]. Eventually, the correlation model between bit sequemnsemivocally
determined by the probability that two corresponding (omeetscale) bits are equal. Therefore, we
simply adopt this correlation model.

According to the chosen correlation model, the a-priomjgrobability mass function (PMF) of the
information signals at the inputs of thesources at theth epoch{ € {0, ..., L—1}), can be computed.
After a few manipulations, one can show thag]|

p(x;) = plx;lb; = 0)p(b; = 0) + p(;|b; = 1)p(b; = 1)

1 —-n n n—mn .
= 5[/)%(1_[))11 b—|—(1—p) bp b:| ZIO,...,L—l (1)

wherez; = (xgl),..., E”) andn;, = ny(z;) is the number of zeros im;. Under the considered

correlation model, it is straightforward to express thaf@ntropyH (n) of then-dimensional vectoe;
emitted by the: sources at théth epoch as follows:

n

H(n) = — n ( )[P"b<1—p>””b+(1—p)"bp””b]

togy {5 [0 = o4 (1 g | ?

In Figure 1, the overall model for the multiple access scheme with faeklbs shown. The goal
of the communication system is that of recovering, at the tA@,information signal§z*)17_, with
the lowest possible probability of error. Referring to tlygiwalent low-pass signal representation, we
denote ag®) the complex samples transmitted by th¢h source and ad’ the length ofs®®). In the
remainder of this work, we will assume that the same trarisigitater = L/N is used at all sources:
however, the proposed approach is general and can be apfdetb scenarios where the transmitting

rate varies from source to source. Bf) = (k) aﬁ’j) ,] we denote the complex gain vector over
the k-th link, which encompasses both path Ioss and fading, angly= [ 770 ,...,n](f) 1] @ complex

AWGN vector. We assume a block fading model for the commuiuodinks between the sources and
the AP: more precisely, the fading coefficient of each linkdsstant for the entire duration of a single
packet transmission, i.ey,l(.k) = a® fori =0,...,N — 1. The fading coefficients are assumed to be
independent from link to link and, on a single link, betweensecutive packet transmissions (e.g., see
note 1). Their amplitude$|a<k |}»_, are assumed to be Rayleigh distributed vilflhn*)|?] = 1. We
denote ag¥) = [uék) z/N 1] the binary (not modulated) codewomﬁ) € {0,1}) generated at the
k-th node. For simpI|C|ty, we assume that binary phase shbifirlg (BPSK) is the modulation format,

le., s(k) yi(k)\/QEék), Whereygk) =2v ( )~ 1=+1andE" is the energy per coded bit transmitted
by thek-th node. Indicating byDt(’“) the transmit power at the-th node, the transmitted bit energy in
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the k-th link can be written asEék) = Pt(k)Tbit, whereT},;; is the bit duration. Since we are considering
a block fading model, we assume that the link gains can beg#yfestimated at the AP (e.g., using a
short preamble with pilot symbols).

Figure 1. Multiple access scheme with feedback.

Source
Correlation LRTETRRRTPROEE 3

We preliminary consider a system with orthogonal links. sTté meaningful for wireless
sensor networking scenarios with reservation-based meducess control (MAC) protocols, such as
time/frequency division multiple access (TDMA/FDMA). Thee of these protocols allows to represent
the multiple access channel as a set of parallel orthogdraainels 4]. Therefore, in these cases the
assumption of orthogonality is realistic. However, sincesome cases orthogonality may be partially
lost (e.g., in the case of non-orthogonal code division ipl@ltaccess (CDMA) or in presence of FDMA
with overlapping bandwidths), in Secti@we will investigate the case where distributed users trésm
simultaneously to the AP and, consequently, there appealtgpra access interference at the AP.

Under the above assumptions, after matched filtering antbcghase estimation the real observable
at the AP, relative to a transmitted sample, can be expressed

rlgk):|oz(k)|\/E§k)yi(k)+77§k) i=0,...,N—1 kE=1,...,n (3)

Wherenfk) is an AWGN variable with zero mean and varianég/2.

Upon reception of the signals transmitted from all sourtes goal of the AP is to reconstruct each
information signal by exploiting the source correlatiomorder to do this, JCD schemes for two-source
scenarios with systematic channel coding at each sourcétenative decoding at the AP have been
proposed12, 14, 15]. In all cases, the key operational principle of the iteratlecoder is that of using
a soft-output component decoder per source and, then, sotpagenerated soft-output values on the
systematic bits (properly weighed taking into account tnerse correlation) to the other decoders. In
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Subsectiortt.1, more details will be given and a general iterative decodeahn-source scenario will
be proposed.

In Figurel, the feedback channels are indicated as dashed linesslwdink, we preliminary assume
that these channels are error-free (i.e., each sourcecfigrfeceives the power control command sent
to it by the AP) and then analyze the impact of noisy feedbaek gach source may receive a power
control command different from that sent by the AP). Moreadston power control strategies with ideal
and noisy feedback will be given in SectiB8nand Sectiorb., respectively.

2.2. Feasible S\NR Region of a Multiple Access Scheme

It is well known that distributed source coding allows touee the amount of data to be transmitted
to the AP without needing extra inter-sensor communicatidém particular, the performance achievable
by distributed source coding is identical to that which colé achieved if the sources were encoded
jointly. The SW theorem allows to determine the achievahte region for the case of separate lossless
encoding of correlated sources. Denotingrhy the achievable compression rate feth transmitter,
one obtains the following bounds:

p

Z Tskm > H (x(kl), 2*) ,xgkp)|x§j1), 29 ,xgj"’p)) 4)

m=1
wherep € {1,...,n}, k; #jr(te{1,...,p}, fe{l,.. .A,n—p}), and{kl, ek b UL, e =
{1,...,n}. In other Words,H(xEkl),xEk”,...,xgkp)|x§”),x§”),...,xgj"*“) is the conditional joint
entropy of the group of sources indexed by, . . ., k,, conditioned on the remaining— p sources.
By exploiting the well known relation between joint and cdiwhal entropies24], one gets:

H (x(kl) a2 x(kp)\x(jl) a9 x(j"_”)) =H (a;(l) x(n)> - H (x(jl) A x(j”_p))

(5)
The considered correlation model between the sources isthat the joint entropy depends only on
the number of considered sources, as showr2)n Therefore, the family of inequalities id) can be
equivalently rewritten as follows:

D Fkn = H(n) = H(n—p) (6)

By assuming that source coding (compression) is followedhannel coding, the actual channel code
rates{rc}7_, may be expressed as
Tek = Tsk X T (7)

wherer is the (already introduced) transmission rate equél/ty. The channel code rates must satisfy
the following Shannon bounds:
Tc,kg)\k k:zl,...,n (8)

where)\,, is the capacity of thé-th link, i.e.,

1
A = ) logy (14 1) 9)
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and~, is the SNR, at the AP, relative to theth link, i.e.,

‘Oz(k) ‘QEC(k)

_ 10
Tk Ny (10)

As discussed in Sectioh, compressing each source up to the SW limit and then utjimdependent

capacity-achieving channel codes allows to reach the atémerformance limits. Therefore, combining
(6), (9), and (LO), the link capacitie§ \; }7_, have to satisfy the following inequalities:

szl)\kaT[H(n)—H(n—p)] pefl...ny and {ki....k} C{l,....n}  (11)

From (11), using Q) it follows directly that the feasible-dimensional SNR region of the considered
multiple access scenario is characterized by the link SNR®4d ;. }_, such that, for any chosen value
of p € {1,...,n}, the following inequalities are satisfied:

p
> logy (1+,) = 2r x [H(n) = H(n—p)]  V{k,....k}C{l,...,n} (12)
m=1
In [25], it is shown that, if one solved p) in a scenario witlh = 2 sources ang = 0.95, the feasible

SNR region shown in Figur2can be obtained. The target operational point of a feedbewie pcontrol
strategy can be represented as a point in this region. ImoBet two feedback power control strategies
for block faded scenarios will be proposed. The first ones titemake the system operational point lies
on the bisector: in other words; = ~, and, for this reason, this feedback power control stratatiye
referred to as balanced SNR. The second selects the targst &N\that the transmit energy consumption
IS minimized: in this case, it turns out that typically # ~- and, for this reason, this feedback power
control strategy will be referred to as unbalanced SNR. lareegal scenario with sources, the balanced
SNR feedback power control strategy will assume that ajleieBENRs are equal and properly select the
common value, whereas the unbalanced SNR strategy willteddiferent target SNRs over the links.

Figure 2. Feasible region in a scenario with two sources are0.95.

3 7
—> //
. balanced -
2 —~ feasible SNRs .»~
1 —> region i
///
0
unbalanced

SNRs
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3. Feedback Power Control
3.1. Feedback Power Control Strategieswith Unlimited Transmit Power

As discussed in Subsecti@il, according to the considered block-faded sensor-AP chanoéel,
the instantaneous per-link SNR at the AP is subject to pekgiafading fluctuations due to the
time-varying nature of the channel. A feedback power corgtategy for a multiple access scheme
consists of a rule, depending on the (ideally perfectlynested) links’ statuses, according to which a
power control command is sent, by the AP, to each sensor. valguily, the power control strategy
is based on the determination of proper target SNRs at thelé&i®)ted as{y,(:gt)}’,g:l, for all sensors.
On the basis of these target SNRs, the AP will send (withawrgy the corresponding power control
commands to the sources. Therefore,/titl source will ideally set its transmit power in order toclea
the target SNR at the AP. Under the assumption of unlimitaalstmit power at the sources, the transmit

energy at thé-th node (assuming fixed bit duration) will be set as follows:

() Ny (2%55‘“’ - 1)

N,
k) — 20T _
BT T T T amp -
where A\ = log,(1 + ~{"")/2 is the target capacity fok-th link. In this setting, a power control

strategy consists in allocating the target SI\{FR,Sgt)}Q:1 and, thus, the corresponding transmit energies
{Eék)}zzl, so that the constraintd?) are satisfied for all users. Since the constraid® ¢can be
satisfied in infinite ways, we now propose two possible apgres: classical (in the sense of target SNR
equalization over all links) and optimized (in the sensewarall transmit energy minimization).

The classical approach for power control in multiple acssstems tries to “balance” the SNRs at
the AP over all possible links. More precisely, the AP fixesommon target SNR, denoted ag's!),
for all sources. Obviously, the common target SNR will havdé higher than the minimum required
common SNR to guarantee that the operational point liesinvitie feasible SNR region introduced in
Subsectior2.2. The minimum common target SNR, denotedy&s") !, can be obtained by solving
the following optimization problem with constraints giviey (11):

minimize (e

1Og2(1_2|_7(tgt)) >r[H(n)— H(n—p)] p=1,....n (14

where we have used the fact that, under the considered cornamgmt SNR, it holds that

subjectto p

log, (1 +7#)
" 2
From (14) one obtains, after a few mathematical passages, the foldpexpression for the minimum
common target SNR:

Ak ‘v’kme{l,...,n}

7(tgt)—bal — X _ 1 (15)

where
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If multiple access schemes with uncorrelated sensors arsid®red, i.e.p = 0.5, it holds that
H(n) = n and, thereforeH(n) — H(n — p) = p. In this case, the minimum target SNR ih5f
reduces to

i(tgt)fbal — 22r -1 (16)

In other words, the target SNR for each sensor is the minimhiR ®hich fulfills the Shannon capacity
bound for a given rate. Therefore, one can conclude that balancing the SNRs atkhie Aptimal. On
the other hand, it is straightforward to observe thapfor 0.5 it follows that H (n) — H(n —p) < p, i.e.,
~(tet)—bal raduces with respect to the value fot= 0.5, thus allowing the system to reach a feasible point
at lower energy consumption. However, in the presence oéladed sources, the above solution might
no longer be optimal. This motivates one to investigate lmrgpower control strategy, as described in
the following paragraph.

We now derive an optimized a transmit power allocation sthatwhich allows to achieve a feasible
operational point at the lowest overall energy cost. In tlaise, the power control strategy can be cast
into the following optimization problem with respect to theknown vector of link capacitied =

()\17 .. ~7/\n):

(1)

minimize, f(A) = Y PG
k=1

p (17)
subjectto > Ay, >7r[H (n) — H (n—p)] p=1,....n {ki,....k} C{l,....n}
m=1

Once the solution (‘s ~unba! of the problem 17) is computed and recalling thaf"s” """ = log, (1 +

~\igt)—mmbaly “the transmit energy at theth sensor is allocated as follows:
(tgt) —unbal

N, (22>\’ — ]_) (tgt)—unbal

g e 0\7 _ Ny (18)

c—unbal |Oé(k) |2 ‘C((k) ‘2

The problem 17) is a convex optimization problem which may be solved usitangard convex
optimization solversZ€]. It can be shown that in the case with= 0.5 the optimal power control strategy
derived in (L7) returns the same target SNR shown16)(for all users. Moreover, it is straightforward
to observe that in the case of similar links, i.e., when tlgrfg coefficients are the same in all links,
the optimized power control strategy it returns the same solution of the power control stratégy. (
Hence, in this case as well the same target SNR is set forrelbse. In general, however, the optimized
power control strategy leads to different target SNRs fergburces.

We now make a comment on the power control strategies descsb far. The AP carries out its
optimization strategy determining, after solving &#) or (17), the target SNRat the receiver (i.e., at
the AP), which correspond tg'et) 2! or {y,(fgt)_““bal}gzl, respectively. In the following sections, where
the performance will be analyzed, we will consider the ager@NRat the transmitters, which is defined
as the arithmetic average of the actual SNRs (after powerapat the transmitter$E§k) /No}i_q, e,

Rl n k

Be o i EY

N() n N()
Analyzing the performance as a function of the average SNReatransmitters will be representative,
for a given performance level, of the energy savings brobgtgach power control strategy.

(19)
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Before evaluating extensively, through simulations, tedgrmance of the proposed feedback power
control strategies in the following section, in FigBeve show an illustrative comparison, in terms
of target SNRs at the AP and at the transmitters, betweend@dl] unbalanced SNR and (b) (ideal)
balanced SNR feedback power control strategies in a scewdth n = 4 sources an@g = 0.95. This
is done in order to highlight the difference between the twatsgies. In this illustrative example, the
fading coefficients (depicted in blue) are distributed dk¥es: the fading coefficients of the first and
second links are lower than 1o("|?> = 0.3 and|a?|? = 0.6, respectively), i.e., the fading affecting
these links is strong, whereas the fading coefficients ofthimel and fourth links are higher than 1
(Ja® |2 = 1.3 and|a|? = 2, respectively), i.e., the fading affecting these links iereficial.” At
this point, we apply the two proposed power control str&ggind we show the obtained target SNRs
(at the AP) and the corresponding transmit SNRs at the sersorall cases, the SNRs are shown in a
linear scale.

Figure 3. lllustrative comparison, in terms of target SNRs at the A ainthe transmitters,
between (a) ideal unbalanced SNR and (b) ideal balanced S8&&béack power control
strategies in a scenario with= 4 sources ang = 0.95.

(@) (b)
I

I:] 7(tgt)—bal
- B} a1/No

Fcfbal/NU =071

T T
e
tgt)-unbal
o
1.6 (k)
- Eeunbat/No

14

18 1.8

16

14}

1.2f 1.2

Ec—unbal/NO =05

0.8} 0.8

0.6 0.6F
0.4 0.4}
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2 3

1 2 3 4
Node ID Node ID

¢ In subfigure (a), we show the results obtained by applyingoitemized (unbalanced) power
control strategy. The target SNRs at the AP (shown as greeg) lzaie the following:
el — .94, A BV — .99, 4T — 37 andy{#Y " = 1. At this point, the
target SNRs at the transmitters (depicted in red) become
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1 _ —unbal 2 — —unbal
Ec(—)unbal _ Vgtgt) — 0.8 Ec(—)unbal _ gﬁgt) — 0.48
No laM)]2 ' Np a2 '

(3) _(tgt)—unbal (4) _(tgt)—unbal
chunbal — Q(Sg ) = 0.28 c—unbal — /yglg ) =05
NO |a(3)|2 : NO |O[(4)|2 '

The average target SNRY. ..,./No at the transmitter is thus equal to 0.51 (dashed
horizontal line).

e In subfigure (b), we show the results obtained by applyinglthlenced SNR power control
strategy. The minimum common target SNR at the AP, given1®y, (s 0.45. Therefore, the
target SNRs at the transmitters (depicted in red) are thewoig:

1 —(tgt)—ba ’ e
B _ 3000 o B 7
N T
3 —(tgt)—ba ! e
B (700 s B T,
No oo No — fa®P 7

The average SN, _,.; /N, at the transmitter becomes 0.71 (dashed horizontal line).

The proposed illustrative comparison shows the benefitsiwdan be obtained by properly unbalancing
the target SNRs in the various links according to the actbahnoel conditions. In fact, in both power
control strategies, setting the target SNRs at the tratemids indicated makes the network operational
point fall in the feasible SNR region, thus allowing thearally error-free communications. The
unbalanced SNR power control strategy, however, guarsiatgizen performance level at a lower energy
cost than that required by the balanced SNR power contiatksy.

3.2. Practical Feedback Power Control Strategies

The proposed feedback power control strategies requiteattsmurce might need to increase, in
principle, its transmit energy without limit—for instanathis might be the case over a link characterized
by an extremely small fading coefficient. Moreover, the msgd power control schemes assume the
presence of an ideal communication (transmission and tiecgscheme which achieves the system
capacity bounds. Therefore, the power allocation stragegroposed so far will lead to reference
performance results. In the remainder of this subsecticagtigal versions of the balanced SNR and
unbalanced SNR feedback power control strategies are gedpsuch that (i) the sources can adapt
their transmit energies within amited range+AFE,,., at quantized steps of width E., and (ii) a
proper energy gap, with respect to the ideal operationaltpois considered.

For both practical versions of the proposed power contrioéstes, we assume that each node sends
a pilot signal to the AP at a fixed initial SNR defined as follows

Ec]—\[s;art A g (ten)—bal (20)
where7(te)—bal js the minimum target SNR given by the solution of the optiian problem {4)
according to the balanced SNR power control strategyand is a coefficient which takes into account
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the non-idealities of the receiver (e.g., the suboptinmehtive decoding scheme). In other words, the
starting target common SNR at the sensors would guaranétéhid network operational point lies in
the feasible SNR region in the absence of fading over the aemimation links. Note thag(ts -2 does
not depend on the channel gains (as already observed) amzk,lraay be assumed to be known at the
transmitters—we are also implicitly assuming that the sddew the variance of the AWGN at the AP.
Upon receiving the pilot signals from all nodes, the AP isiassd to perform a perfect estimation of the
fading coefficients and, therefore, of the received SNRs aldéinks:

vy = oYl B2 =y

At this point, the AP compares, over each link, the receivl®R Svith the corresponding target SNR,
which depends on the chosen power control strategy. In tbe cathe balanced SNR power control
strategy, the target SNR for theth source will bes 7(ts)-"2! (j.e., the same for all sources); in the
case of unbalanced SNR power control strategy, the target WiN be o y,gtg“—““bal. On the basis of
the outcome of this comparison, the AP sends toktlile source a power control command, in terms of
required per-symbol energy variatid\® ; (e.9., see note 2), according to the rule in Tabl@here the

generic target SNR is denotedﬁ,gégt) and depends on the chosen power control strategy, i.e.,

sAtet)=bal  halanced SNR

’V;(:gt) _
sl nbalanced SNR

Table 1. Practical feedback power control commands and energy at@ns. The
maximum energy correction is denoted A#,,., (dimension: [dB]) and the minimum
energy correction step 8 E., (dimension: [dB]).

o AE.; | Binary Feedback
[dB] [dB] Command
(’Ylitgt) + AEjmax - AE'stepa +OO] _AEmaX \_1 — 1 1,
AEmax/AEstep
(’}/l(:gt) + AEwstepa ’Y]E;tgt) + 2AEjstep] _QAEstep -1-1
(’YI(Ctgt)a%itgt) + AFEgtep) —AFEgtep -1
(’Vlg;tgt) _A Estep, ,yl(:gt)] A Etep +1
(0™ = 28Faep, 1™ 1] | 420 Eirey +1+1
(—00, W& — ABpax + ABuep] | +AFmax | +1+1---+1
~————
AE‘max/AE‘step

In particular, we assume that the maximum per-bit energyattan which can be carried out
by a source iSAFE,,.x (dimension: [dB]) and that the power control command is dgaad with
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a step of AEg., (dimension: [dB]). The power control command transmittettkbto the sources
corresponds to a sequence of bits where each bit is “+1” folugh correction (+AEy.,) and “-1”

for a “down” correction - AEg.,). For instance, if the power control command is equal to +5dB
AEg, = 1 dB, then the transmitted binary sequence is “+1+1+1+1+Ie $tructure of the binary
power control commands is shown in the last column of Table the following sections, the presented
numerical results will be obtained consideridds,,.. = 20 dB andA Eg., = 1 dB. Obviously, should
AEg., — 0andAE,,. — oo, the proposed practical power control strategies wouldicedo the
corresponding power control strategies with unlimited poaontrol range. We assume that the end of
the binary sequence operating the command is indicated ypepend-of-command “flag.” We remark
that, since we consider block faded channels, the powera@agmmand can be sent only once before
each packet transmission.

It is worth noting that the proposed power control schemepames favorably with classical power
control schemes (see, for exampl27]), where the transmit power is continuously adjusted atdfixe
rate. By denoting aSpc the fixed transmit power control interval, classical powentcol schemes
allow to compensate for a time varying fading provided that- fq < 1, fq being the fading Doppler
frequency. Hence, the power control scheme proposed irpdpsr may be extended to time-varying
channels provided thdtrpc fq < 1 and the power control command is transmitted continuousting
the packet. Obviously, in this case the overloading effé&@@dback communications might be relevant
and could affect the overall system performance. The exieiud the proposed power control scheme to
time-varying channels, and the corresponding impact aflfaek overloading, is an interesting research
direction and will be the subject of future work.

As for the reliability of the feedback power control commaimthe presence of quasi-static channels
it is reasonable to assume error-free feedback channelsre fi@cisely, this can be obtained by
protecting the power control commands through the use oferchannel codes, e.g., repetition codes.
On the basis of these considerations, in Sectione will consider error-free (ideal) feedback channels.
However, the impact of noisy feedback channels will be itigased in Subsectiob.2.

4. Performance Analysis in the Absence of Non-Idealities
4.1. Iterative Joint Channel Decoding at the AP

As described in Sectio®., the information sequences are separately encoded usirsgithe channel
code (either an LDPC code or a SCCC) and transmitted overdimemeinication links. In all cases,
we assume that the common coding rate at the sources=sL/N = 1/2. The proposed iterative
decoding scheme at the AP is shown in Figdirevhere a channel decoder per source is considered and
the trajectory of the iterative decoding process amongtb@mponent decoders is highlighted. Tkl
component decoder, denotedlaBC; (: = 1,...,n), receives both the channel logarithmic likelihood
ratios (LLRs) and the a priori probabilities obtained by gedy processing the soft-output reliability
values generated by the other component decoders. Thisgsiag/combining operation is carried out
in the central block, denoted as “COMB,” where perfect kremige of the source correlation (i.g),is
assumed. At each component subdecoder, each coded setgidaceded by using classical decoding
algorithms; for instance, in the presence of an LDPC codeltssical sum-product (SP) algorith@g]
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is used, whereas in the presence of a SCCC turbo decodireg] bashe use of the BCJR algorith2g],
is considered30).

Figure 4. Iterative JCD scheme at the AP in the presence sdurces.

I[TERATIVE
DECODING
TRAJECTORY

Under the assumption of perfect channel state informatidheareceiver, the channel LLR, relative
to thei-th observablei(e {1,..., N}) from thek-the node k € {1,...,n}), can be expressed as

(k) (k) | (k)
O = 1,00 2V ED ol 01
(k)) - 0_2 ( )

7

£, =1 2
’ p(r®P |y

=—-1,«

whereo? = N, /2. The maximum number dfiternal decoding iterations in each component decoder is
denoted as!™ ™, and depends on the chosen channel coding (and decodirehede.g., see note
3). The a priori information about the correlation betwea $ources is exploited through external
iterative decoding process between the component subeie;@shd this process stops when a maximum
number of external iterations (denoted&¥’) is reached.

The total LLR relative to thé-th observable at the input of theth subdecoder can be expressed as
follows:
£+t =0, L1
L i=L,....N—1
In other words, the LLR of theé-th observable associated with an information bit 0,..., L — 1)
includes, besides the channel reliability value given 24),(the “suggestion” (represented by the soft
reliability value ng;)p) obtained from a posteriori reliability values output byetbther decoders. In
particular, the a priori component of the LLR at the inputlod k-th decoder can be written as

k
0 _y POY=1)
,ap P(yl(k) _ _1)



Sensors 2009 9 8790

Where{P( ®) — = +1), P(y(k) —1)} are derived from the soft-output values generated by theroth
decoders, as follows. In a straightforward manner, one eante P(y, (k) ) as
1
Py = ] [P(yz(k)> 4.+ Py (22)
n—I,times

Using Bayes’ theoren?f], the probabilityP(yi(k)) can be expressed as

Py = Y Py = Y Py Pu) (=1,....,N & (#k (23)

(Z) —41 (Z) —41

Approximating the a priori probability?’(yy)) in (23) with the a posteriori reliability value, denoted as
P(yfz ), output by the/-th decoder( # k), from (23) one obtains:

Py~ S PP PEY) =1, N & (#k

yy)::tl
where “
L
i e ity =41
P(y@(f)) — 1+e i,0out ( )
— i ify =1
RO
Where/:l out 1S the soft-output a posteriori reliability on tih bit generated by théth decoder. At this

point, we evaluate the conditional probabili®(y )|y} in (23) d thea priori distribution (rather than
a posteriori reliability values). By applying Bayes’ theaor, it follows that

k), (¢ P(yz‘(k)ayz@) k) (¢
Py ly") = === = 2P (", y")

where we have used the fact tfﬁ(yi@) =-1) = P(yfz) = +1) = 1/2, since the BPSK symbols are
supposed to ba priori equiprobable. Finally, the probability i22) can be approximated as follows:

1
k k k 1
Pu) = — | X PP+t Y0P )
ygl):il yik Vot
EOY PGP e Y PO
g4 g™ =+1
2 - N 0 (k
~ P9y . PO 4® 24
n_1; ()Z (v,”) (", 5.") (24)
Z;«_ék ==1 [from decoder!] [a priori source correl.]

where P(yf ,yfk)) can be obtained by marginalization of theth dimensional a-priori joint PMF
(P, y®, . 4™} of the information sequences at the input of the sources, &g note 4). The

7 )

intuition behind 24) consists in modifying the input a priori probability of angle bit by taking into
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account, through a weighed average, the reliability valioesthe same bit) generated by the other
decoders. In particular, the weight of the reliability v@lgenerated by théth decoder is given by the
joint a priori probability between the-th and/-th decoders.

It is immediate to observe that the proposed iterative Jai2se has a complexity (measured in
terms of basic operations, such as additions and multiphies) which, for a single external iteration, is
a linear function of the number of sources. In fact, there is a component decoder per soswdbat
there aren component decoders. The complexity required by each decdeeoted ag,.., depends
on the specific decoding algorithm under use, namely the &Rritlim in the presence of LDPC coding
or the BCJR algorithm in the presence of the SCCC. In bothsgdlse decoding complexity is linearly
dependent on the numbér of coded bits, i.e., one can writg¢.. = NCgec_pit, WhereCyee_pit 1S the
decoding complexity “per coded bit.” Finally, at the inpieach decoder one needs to consider a proper
combination of the LLRs on the information bits output by titeern — 1 decoders. This combination
has a complexity which depends linearly on the numbef information bits per sequence. Indicating
asCrr the complexity required to combine 2 LLRs, one can assuntettieacomplexity required to
combinen — 1 LLRs, relative to corresponding — 1 bits at the same epoch, is on the orden6f r.
Therefore, recalling that the number of external iteratimm**, the overall complexity, denoted s
can be written as

C ~ nietth(NCdecfbit +nLCrir)

where we use the symbel to loosely indicate “on the order of” Since = N r, wherer is the
transmitting rate, the complexity can finally be expressefblows:

C~ nietXtN(nCdec—bit + n? 7 CLLR)

As one can see, the complexity depends linearly on the nuail@ternal decoding iterations at the AP
and on the sequence length, but it has a quadratic dependeitice number. of sources.

We remark that the above complexity level is realistic in pnesence of digitization and decoding.
In the case of real sources, one should perform more congliceand computationally heavier)
marginalization process to convert bit probabilities isyanbol probabilities, and vice versa (see, for
example, 22]). In this scenario, one could consider alternative sctewlegere real-valued phenomena
are guantized and transmitted without resorting to chanoding/decoding and where detection and
signal reconstruction are performed jointly on a singleédagraph, as proposed i8]].

4.2. Numerical Results

In LDPC-coded scenarios, each of the source sequencesddezhasing (i) a regular (3,6) LDPC
code or (ii) an irregular LDPC code with double diagonal (Ddguare submatrix in the parity check
matrix [14]. The DD LDPC code provides a sort of implicit “differentiahcoding” effect which is in
agreement with the design guidelines, presente82} for channel codes to be used in multiple access
schemes. Both LDPC codes have a rate equal to 1/Z.and 000. Each component LDPC decoder at
the AP performs a maximum numbef* ™" = 50 of internal iterations, whereas the fixed numbgt
of external iterations between the decoders is set to 20.LDHC codes are constructed irrandom
fashion, according to the following algorithm, which exjdoan idea similar to the progressive edge



Sensors 2009 9 8792

growth (PEG) algorithm presented iB3. Some potential connections, denotedsackets, are drawn
for all the variable and check nodes. Then, for each variabtke a socket is randomly chosen, among
all the free sockets at the check nodes, and the connectamtded only if ecycle of a given (or lower)
length is not created. In our case, the checked cycle lesgggual to 6 for the regular LDPC code,
whereas it is 4 for the DD LDPC code.

In turbo-like coded scenarios, we consider a SCCC given éygtimcatenation, through a bit random
interleaver, of an outer convolutional code with an innenadutional code 34]. The decoder is based
on a message passing (turbo decoding) algorithm, suchimaktrinsic information is iteratively passed
between the inner and the outer soft-input soft-output C§l&ecoders for a predefined numbgy of
iterations. The presence of a priori information comingrirother decoders can be easily taken into
account by feeding the a priori probabilities of informatioits to the input of the outer SISO decoder
in the form of LLRs. We consider the SCCC proposedd§| [ which has been shown to perform very
well in a scenario with JCD. More specifically, the SCCC isstdnted by an outer 8-state rat¢2
non-systematic and recursive convolutional code chaiaetkby the following generator matrix:

1+D?+ D% 1+D+D?*?+ D3
Gouter(D):|: :|

14+D+ D3’ 1+D+ D3

and by an inner 8-state rate-1/2 systematic and recurside wiah the following generator matrix:

(25)

1+D+ D?+ D3
Ginner(D) - |:L * il il :|

1+ D%+ D3
The outer code is then punctured to obtain a rate equatowhile the inner code is punctured to obtain

a rate equal t@/3, so that the total rate of the SCCC is 1/2. The puncturingimaiy for the rate3 /4
outer code is

P = 1 10
1 10
which punctures (or erases) one third of the parity bits. ginecturing matrix? for the rate2/3 inner
code is
11
P = 26
o 26)

which erases one half of the parity bits. In both outer anéiimonvolutional codes, the systematic bits
are not punctured. In this case, each component decodermer fixed numben™ ™ = 10 of
internal iterations, whereas the fixed numhgf of external iterations between the decoders is set to 5
(e.g., see note 5).

In all cases (LDPC-coded and SCCCed), we directly compagaasos without feedback power
control (W/o PC) and with feedback power control (W PC). Muwer, in the W PC case the performance
is evaluated considering the two proposed power contrategires (balanced SNR and unbalanced SNR)
and different values of the numberof sources (namely 2, 3, and 4). The maximum energy corirectio
AF,.x is set to 20 dB ang is set to 0.95. We have performed other simulations for dhffevalues
of p and found similar results to those presented in this papevdtues ofp higher than 0.8. The
valueAF,.. = 20 dB makes the improvement brought by the use of feedback pooverol strategies
noticeable. Obviously, wheA E,,,., decreases, this improvement reduces. The results prdgsarttee
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following are obtained through computer simulations anltected by considering increasing values of
the energy gap: for each value of we run a set of simulations for both balanced SNR and unbathnc
SNR power control schemes. At the end of each simulation uakiate the average actual SNR at the
sensors (after feedback power control), denoted@ asV,, considering all. data flows and all fading
realizations. Together witli’./N,, we also evaluate the average bit error rate (BER) and thegeut
probability (denoted a$y). As for the average SNR, the average BER is evaluated byagivey over

all n data flows and all fading generations. Concerning the oytagieability, an outage event occurs
when at least one bit in at least one of theackets from the sources to the AP is in error. The outage
probability is thus evaluated by averaging the numbers tdgrievents over all fading generations.

In Figureb, the average BER is shown, as a function of the average SN aburces, considering
(a) regular LDPC-coded schemes, (b) DD LDPC-coded schearas$,(c) SCCCed schemes. The
performance in the presence of the balanced SNR power ¢stritegy is compared with that associated
to the absence of power control. First, one can observe dlsatxpected, the use of feedback power
control allows to significantly improve the performancetwiespect to scenarios without its use. As
expected, when the number of sources increases, the BERegdsince there exists a large number
of communication links and, consequently, the high BER atdbtput of the strongly faded links can
be partially lowered thanks to the reliable a-priori inf@ton coming from the soft-output decoders
associated with the other sources which experience lesd fatks. When power control is considered,
three different operating regions can be identified. For \@les of the SNR, the performance of
feedback power control schemes is worse than that withomnepoontrol, since the transmit power is
not sufficient to reduce the BER. Then, there exists an irgdrate SNR region, with waterfall-like
BER, where the system is able to (almost) completely congiertie faded communication links and,
therefore, the performance is mainly limited by the errarection capabilities of the channel code. For
large SNR, the slope of the BER curves decreases. In fadtjsroperating region the performance is
mainly limited by the fading fluctuations which do not allow achieve the desired SNR, on account
of the limited power control dynamics. Hence, the slope efdbrves with power control is essentially
the same of that with no power control and one can concludehlkaunbalanced SNR power control
strategy is not effective.

In Figure6, the average BER is shown, as a function of the average SNiIR abtirces, considering (a)
regular LDPC-coded schemes, (b) DD LDPC-coded schemegcaCCed schemes. Both balanced
SNR and unbalanced SNR power control strategies are caadid®otivated by the derivation in the
previous sections, the unbalanced power control strate@xpected to guarantee, at a given SNR, a
performance better than that with balanced SNR power costrategy. However, this effect can be
slightly perceived when a regular LDPC code is used, whetteagain becomes more evident when a
DD LDPC code and, even more, a SCCC are used. In particueB@CC, in the presence of unbalanced
SNR power control, allows to achieve a gain of more than 1 diBe&BER waterfall region with respect
to the other two coding schemes. This significant impact efdésigned channel code is in agreement
with the information theoretic results presentedd§|[ Indeed, the SCCC is shown to achieve a feasible
SNR region larger than those of the LDPC codes and, therefaamn exploit better the potential benefits
brought by the use of the unbalanced SNR power control giyatédhich is designed for an ideal scenatrio.
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Figure 5. Average BER, as a function of the average SNR at the souroasjdering: (a)

regular LDPC-coded schemes, (b) DD LDPC-coded schemes(@rieiCCCed schemes.
The performance in the presence of the balanced SNR powéntstrategy is compared
with that associated to the absence of power control.
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In Figure 7, the outage probability is shown, as a function of the aver8dlR at the sources,
considering (a) regular LDPC-coded schemes, (b) DD LDP@dschemes, and (c) SCCCed schemes.
The performance in the presence of the balanced SNR powtptmcompared with that associated to
the absence of power control. Considerations similar teglearried out for the average BER still hold.
In this case, however, a significant difference can be hggitdid with respect to the performance in terms
of average BER. In fact, the outage probability increasesnathe number of sourcesincreases (e.g.,
from 2 to 4). This is due to the fact that when the number of semiand, consequently, of transmitted
packets increases, itis more likely that at least a bit isnoreOn the other hand, if the outage probability
is the performance metric of interest, the beneficial preser a-priori information from the other (less
faded) links is less noticeable than in the BER-based aisalysd the worst link dominates.
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Figure 6. Average BER, as a function of the average SNR at the souroasjdering: (a)
regular LDPC-coded schemes, (b) DD LDPC-coded schemes(@rieiCCCed schemes.
Both balanced SNR and unbalanced SNR power control stestege considered.
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In Figure 8, the outage probability is shown, as a function of the aweradlR at the sources,
considering (a) regular LDPC-coded schemes, (b) DD LDP@edschemes, and (c) SCCCed schemes.
Both balanced SNR and unbalanced SNR power control stest@ge considered. In this case as well,
SCCC-based schemes exploit better the gain brought by thefusibalanced SNR power control with
respect to the schemes with balanced SNR power control. tHaywehen an LDPC-based scheme is
considered, this gain drastically reduces and it may hapipanthe unbalanced SNR power control
strategy leads to a slightly worse performance.

5. On the Robustness of the Proposed Feedback Power Contrar&egies

In this section, we investigate the robustness of the pmgbdsedback power control strategies
against possible non-idealities. In particular, we armalye performance in the presence of (i) mutual
interference between the transmitting nodes (i.e., whenntliltiple access links are not perfectly
orthogonal) and (ii) noisy feedback channels. Without lofsgenerality, a simple illustrative scenario
with n = 2 correlated sources is considered, using either DD LDPCngpai SCCCing. However, the
obtained conclusions hold also for scenarios with more tharsources.
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Figure 7. Outage probability, as a function of the average SNR at theces, considering:
(a) regular LDPC-coded schemes, (b) DD LDPC-coded scheamdgc) SCCCed schemes.
The performance in the presence of the balanced SNR powéntstrategy is compared
with that associated with the absence of power control.
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5.1. Non-Orthogonal Links: Multiple Access Interference

In order to investigate the impact of non-orthogonalityiestn the communication links, we consider
the presence of mutual interference between the transhsii@als. Since an accurate characterization
of the multiple access interference is beyond the scopei®ptper, the residual interference is simply
modeled as AWGN. Under this assumption, referring to equg8), the real observable at the AP after
matched filtering and carrier-phase estimation can be sgptkas

EMy

= |a®)] &) 4 p®) 4 o8 i=0,...,.N—1 k=1,....n (27)
Wherezi(k) is a Gaussian random variable with zero mean and varigy@e where
I, 2 ex Y [aW]PED (28)

i#k
ande € [0,1] is a proper interference rejection factor. Note that the <Sen model for the mutual
interference applies accurately to non-orthogonal CDMAtiple access schemes, wheris the inverse
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of the spreading gain3p] (e.g., see note 6). In general, we uséo quantify the level of mutual
interference: the highet the higher the multiple access interference, i.e., thedethogonal the links.
In the following, the definition of average SNR at the sounwédkremain that given by 19), i.e., it will

not take into account the interference. Therefore, for Varge values of the average SNR, the only
surviving noise contribution will be due to the residuakirierence.

Figure 8. Outage probability, as a function of the average SNR at theces, considering:
(a) regular LDPC-coded schemes, (b) DD LDPC-coded scheamdgc) SCCCed schemes.
Both balanced SNR and unbalanced SNR power control stestege considered.
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In Figure9, the average BER is shown, as a function of the average SNt aburces, in a scenario
with non-orthogonal links, considering: (a) DD LDPC-codsahemes and (b) SCCCed schemes. Two
possible values for are used: (i) 0.1 (moderate interference) and (ii) 0.3 (gfrmterference). As a
reference, the curves relative to the case with orthogamnies (e = 0) are also shown. As expected,
the higher is, the worse is the performance, since data transmissioraffected by a larger amount
of residual interference. Moreover, the unbalanced SNRepawntrol strategy allows to obtain a
performance better than that associated with the baland&dg®wer control strategy for all considered
values ofe. This effect is clearly visible in the BER waterfall regioorfthe LDPC code, whereas it is
evident at all SNRs with the SCCC, in agreement with the olagen that this code is more effective
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in JCD schemes2p]. However, a relevant difference, with respect to the ideale, can be observed
in the presence of strong multiple access interferenceglyamith ¢ = 0.3. In fact, in this case the
performance with balanced SNR power control worsens faessing values of the average SNR. This
is due to the fact that for large SNR the noise is basicallyahlg to the multiple access interference. In
this scenario, trying to equalize the SNRs in the two linkgmireverse the levels of mutual interference
(from the first source to the second and vice-versa), witetiotinating it. On the other hand, in the
presence of unbalanced SNR power control this performaageadation, for increasing SNR, is very
limited. This means that the unbalanced SNR power contrategyy is more robust against multiple
access interference. Finally, fer= 0.3 the performance with the LDPC code is better than that with
the SCCC. This suggests that channel code optimizatiohgipitesence of multiple access interference,
remains an open problem.

Figure 9. Average BER, as a function of the average SNR at the sourcassgéenario with
non-orthogonal links, considering: (a) DD LDPC-coded sobge and (b) SCCCed schemes.
Two possible values farare considered: (i) 0.1 and (ii) 0.3.
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In Figure 10, the outage probability is shown, as a function of the awer@yR at the sources, in
a scenario with non-orthogonal links, considering: (a) DDAC-coded schemes and (b) SCCCed
schemes. As before, two possible valuesd@re used: (i) 0.1 (moderate interference) and (ii) 0.3
(strong interference). The same considerations carriedansidering the average BER still hold and,
therefore, the proposed optimized unbalanced SNR poweraiatrategy is effective for all considered
values ofe. Moreover, the choice of the channel code is important toaniae a desirable performance
level in high interference scenarios.

5.2.  Noisy Feedback Channels

Referring to the feedback power control commands (given imarlp sequences) described in
Section3., we assume that each bit of the “up/down” binary sequencéedfiipped” with probability
P,_g. In other words, the noisy feedback links are modeled asrpisgmmetric channels (BSCs).
Therefore, the source nodes receive power control commahds$h may differ from those sent by
the AP. For instance, suppose that a +5 dB power control cardmeoded as the binary sequence
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“+1+1+1+1+1, is transmitted by the AP to a source and twa bite flipped by the feedback channel,
so that the command received by the source is “+1-1+1+1+lthis case, the received power control
command is interpreted (simply by following the up/down ecoamds) as +1 dB.

Figure 10. Outage probability, as a function of the average SNR at theces, in a scenario
with non-orthogonal links, considering: (a) DD LDPC-codechemes and (b) SCCCed
schemes. Two possible values taare considered: (i) 0.1 and (ii) 0.3.
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In Figurell, the average BER is shown, as a function of the average SN abtrces, in a scenario
with noisy feedback channels, considering: (a) DD LDPCetbdchemes and (b) SCCCed schemes.
Two possible values foP,_g, are considered: (i) 0.02 and (ii) 0.1. First, one can obs#raefor all
values of P,_g, the unbalanced SNR power control strategy allows to obtetteb performance than
the balanced SNR power control strategy. In particularhm waterfall BER region the unbalanced
SNR power control strategy guarantees a noticeable peaforengain with respect to the balanced SNR
power control strategy. This gain reduces for large valdéseoSNR and, in the LDPC-coded scenario,
the curves tend to overlap. This is due to the fact that theCB&de does not effectively exploit the
source correlation in the JCD algorithm. Moreover, as etquec¢he higher is the probability of error in
the feedback channels, the worse is the performance. Icylart this effect is more pronounced for
SCCCed schemes than for LDPC-coded schemes, since the S&@Cdxploits the source correlation.

In Figure 12, the outage probability is shown, as a function of the awer@hR at the sources,
in a scenario with noisy feedback channels, consideringséime schemes of Figudel. The same
considerations carried out on the basis of the average BHERrpgnce still hold and, therefore, the
proposed optimized unbalanced SNR power control strategffective for all values oPy,. Moreover,
the LDPC code and the SCCC tend to behave similarly.

6. Extension to Scenarios with Fusion: CEO Problem

So far we have been considering general scenarios wheretinees are correlated. A particular
case of these scenarios can be observed when tlwges correspond to sensors which observe noisy
versions of the same phenomenon. The problem of detectinginigle phenomenon is usually referred
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to as CEO problem. In particular, we assume that the sameptemon is observed througtdependent
BSCs with the same cross-over probability givendoyin this case, the correlation model between the
information sequences at the input of theensors coincide with the correlation model considered for
the derivation of the JCD schemes with feedback power cbptesented in Sectio..

Figure 11. Average BER, as a function of the average SNR at the soumtesscenario
with noisy feedback channels, considering: (a) DD LDPCetbdchemes and (b) SCCCed
schemes. Two possible values fér g, are considered: (i) 0.02 and (ii) 0.1.
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Figure 12. Outage probability, as a function of the average SNR at theces, in a scenario
with noisy feedback channels, considering: (a) DD LDPCetbdchemes and (b) SCCCed
schemes. Two possible values fér g, are considered: (i) 0.02 and (ii) 0.1.
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Under the assumption of a single common source, we condigescheme shown in FigurkEs.
In this case, our goal is to use the soft-output values gesbrday the decoders, i.e., the LLRs at
the outputs of the single component decoders, in order imatd the sequence at the output of the
common source. Note that the proposed overall scheme ia givéhe cascade of the multiple access
scheme with feedback power control discussed in the prevéagations (which remains unchanged)
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and afusion block. In particular, both the two proposed (balanced SN& ambalanced SNR) power
control strategies can be directly applied. Therefore, manng their performance in a CEO setting is
meaningful and interesting.

Figure 13. CEO scenario: multiple access scheme followed by fusion.
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In the remainder of this section, we first derive the fuside ta be used in the corresponding block,
and then we investigate the performance of the feedback mpowgverol strategies in the presence of
information fusion.

6.1. Fusion Rule

Denote as

L;=1[c", . .. i=0,...,L—1

7

the vector of LLRs, relative ta;, at the output of the: decoders. In order to estimaig we consider
the following maximum a posteriori (MAP) fusion rule:

b; & argmax P(b;|L;) (29)

The MAP strategyZ9) can be rewritten, by using the total probability theorem, a

b, = ar&”l;%filxz P(b;|L;, ;) P(x|L;) (30)
{=i}
wherezx; = [xﬁl), o ,x§”>] are the noisy binary observations, relative to #tk information symbob;,

at the inputs of the sensors and the sunBid) (s carried out over all possibZ configurations forr;.
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Using the definition of conditional probability and the ahmaile, the first probability at the right-hand
side of B0) can be written as

SinceL; depend only or;, owing to the considered JCD scheme, it follows that
P(Li|z;, b;) = P(L;|z;)
Moreover, sincé’(b; = 0) = P(b; = 1) = 1/2, from (31) one obtains
P(x;]b;) P(b;) P(z;|b;)
Pl@) Yy e, Plailb)

At this point, we assume that the second probability at thletrhand side of30) can be expressed as

P(ai|L;) = [ P« |7) (32)
j=1
Equation 82) corresponds to assuming that the a posteriori probalofitiiei-th symbol at the input of
the j-th source, i.emgj), depends only on the LLR, at the same epoch, generated byttresponding
decoder, i.e.£”. In other words, we assume that the a posteriori probatuifity’’’ does not depend
on the other LLRs. This is reasonable, since the proposedsdiBme exploits the existing correlation
between the sources. Therefore, the LLj?? already “embeds” the contribution from the other decoders.
We remark that, in the presence of a different (e.g., naaditee) JCD scheme, this assumption might
have to be reconsidered.
Finally, the fusion rule30) becomes

. P(x.:|b; i A A
b, = arbgmaxz (wi]b,) o H P($(1)|£(J)) (33)
i - )

from the correlation model from LLRS

where we have highlighted that each addendum of the outercannbe expressed as a product of two
terms: the first one depends only on the correlation bet\/\mmservationng)}, whereas the second
one depends only on the LLRs, i.e., on the iterative JCD sehdihe probability of decision error on a
single bit can then be written as

1 ~ ~
P =2 [P(b; =0l = 1) + P(b = 1]b, = 0)] (34)

The evaluation of thaverage probability of decision error can be carried out throughidations, by
averaging out over all transmitted packets.

It is of interest to evaluate the probability of decisionogrwhen the channel SNR becomes very
high. In this case, in fact, the iterative JCD scheme allmvgstover perfectly the effectively transmitted
sequence, denoted 2%8". Therefore, it follows that:

n

[[P@E?1c)

j=1

~ lim
E¢/No—o0

)1 iz =
0 ifx; #£aer
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and the fusion rule33) becomes

R P2 | p.
b = al“bgmax (@2 ]bi)

=01 D gy P& |07)
= arl%r:%z?le(:I:i |b;) (35)

Denotingn,, = ny,(z{*") as the number of zeros ™, the probability P(xz°™|b;) in (35) can be

i

written, according to the correlation model presenteit ), as follows:

(1 —p)ympr=™ ifb; =0

Pz |b;) = ) 36
(7 [bs) {(1_p)nnbpnb o — 1 (36)

By using @36), the decision strategydb) becomes

P(xb; =0) 2 Pa|bi=1)

bi=1
bi =0
(L=p)p™™ 2 (L=p)mepm
by =1
( P )n2nb bi; 0 .
1 — <
P by =1
from which one finally obtains:
bi=1
> n
o< bJ

Note that ifn, = [n/2] (this can happen only if is even), the decision has to be randomly taken. In
this case, we arbitrarily assume that= 1. Observing that

Pl =t =0) = (})ota- o)

P =t =1 = (})a-pr s

the following limits hold:
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Finally, the limiting value (for large channel SNR) of thepability of decision error34) becomes

[5]-1 n

Paw® i Po=g | 32 ()a—pr s > (7)o 37)
The limiting probability of decision error ir3{) corresponds to the probability of decision error in the
presence of majority fusion, as typically observed in thedmeof distributed detectior8p], and does
not depend on the channel SNR. Therefore, the probab8ify dorresponds to a floor. Moreover, the
final expression, at the right-hand side 87), shows that the limiting probability of decision ermwes
not depend on the particular channel code under use. Howevdrwas be shown in the following
subsection, the chosen channel code will affect the beha¥ithe probability of decision error above
the limiting floor. In particular, the channel code will infloce the “speed” at which the floor is reached,
I.e., the channel SNR at which the probability of decisiamepractically converges to the floor.

6.2. Numerical Results

In Figure 14, the limiting probability of decision error is shown, as a¢tion of the correlation
coefficient. Different values for the number of sensore considered. One can note that the higher is
the correlation coefficient, the lower is the floor, since ¢berelation is better exploited and it is easier
to recover the original information bit. Moreover, notettti@e majority decision rule does not improve
whenn increases from an odd value (e.g., 3) to the next even valueTHerefore, no performance
improvement is observed.

Figure 14. Limiting (for large SNR) probability of decision error as anttion of the
correlation coefficient, for the CEO scenario. Differentuess for the number of sensors
n are considered.
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In Figure15, the probability of decision erroB{) is shown, as a function of the average SNR at the
sources, for the CEO problem in a scenario with 3 sensors and considering (a) regular LDPC-coded
schemes, (b) DD LDPC-coded schemes, and (c) SCCCed sch@megerformance in the presence
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of balanced SNR and unbalanced SNR power control strategeesnpared with that in the absence of
power control. As anticipated from the previous subsectifircurves reach, for large values Bf /Ny,

the BER floor given by 37). Moreover, there is a difference, with respect to the tequlesented for
non-CEO scenarios (i.e., the previously considered maltipcess scheme), in the behavior of balanced
SNR and unbalanced SNR power control strategies. In fachomCEO scenarios the unbalanced
SNR power control strategy guarantees a better performamd¢erms of average BER or the outage
probability, than the balanced SNR power control stratagy when an SCCC is usedm but not is an
LDPC code is under use. In a CEO scenario, instead, the urdsalé&ENR power control strategy allows
to achieve the limiting floor faster (i.e., for lower SNRsaththe balanced SNR power control strategy
in all scenarios (both SCCCed or LDPC coded).

Figure 15. Error probability, as a function of the average SNR at therses) for the
CEO problem in a scenario with = 3 sensors and considering: (a) regular LDPC-coded
schemes, (b) DD LDPC-coded schemes, and (c) SCCCed sch&heeperformance in the
presence of balanced SNR and unbalanced SNR power comat@ges is compared with
that associated to the absence of power control.
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7. Concluding Remarks

In this paper, we have derived feedback power control gfieteand evaluated their impacts on the
performance of block-faded multiple access schemes wih ICall cases, the use of feedback power
control is expedient to set the network operational pointhie feasible SNR region. First, we have
derived a classical power control strategy which tries tzedige the link SNRs at the AP. Then, we have
derived an innovative optimized feedback power contratstyy, which allows the system operational
pointto lie in the feasible SNR region at the lowest overalhsmit energy cost. In this case, the SNRs are
typically unbalanced. Our results show that both feedbagkep control strategies significantly improve
the performance, with respect to schemes without powera@onin particular, the unbalanced SNR
feedback power control strategy guarantees a performaettar bhan that with the balanced SNR power
control strategy, and this is more pronounced when a prapenreel code is used (namely, a properly
designed SCCC). We have then analyzed the robustness afdjpesed power control strategies in the
presence of non-idealities, in terms of residual multigieass interference and noisy feedback channels.
Our results show that even in non-ideal scenarios the bedb&ek power control strategy is to unbalance
the target SNRs. Finally, we have applied the proposed te=dpower control strategies to a limiting
case of the considered multiple access scheme, obtainirgadCenario where the sensors make
noisy observations of a common binary source. In this casdave derived a proper fusion rule, at the
AP, to be applied after power control. We have then shown tbaincreasing SNR at the sensors, a
limiting probability of decision error (i.e., a floor) is asyptotically reached, regardless of the channel
code and feedback power control strategy under use. Thbdekgower control strategy, however, has
an impact on the “speed,” i.e., the minimum SNR, at which flleigr is reached.
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Notes

1. For the sake of notational simplicity, the derivation isread out considering a single packet

transmission act, i.e., we do not use any index to indicaesprecific packet.

. Note that, for a fixed symbol duration (i.e., transmittinge)aa power variation is in a one-to-one
correspondence with an energy variation.

. Note that the internal iterations in each component sultkroaefer to (i) the iterations between
the variable nodes and the check nodes in the presence of IcD&#Gg and the SP algorithm or
(i) the turbo iterations between convolutional decodershie presence of turbo coding and the
BCJR algorithm (at each convolutional decoder).

. Since the a priori probabilities need to be evaluated fosgstematic bits, in this casé’“) = :cgk)

and, therefore{ P(y", 4@, ... 4" = {P(2z!" = 1,22 —1, ... 22" —1)}. The joint PMF
of {yi(’“)}’,gz1 can then be obtained directly frort)( Note that equation2d) is an approximation
since, heuristically, the first probability in the summatgt the right-hand side is obtained from

the reliability values generated by the other decoder, edsethe second probability is a priori.

. Note that the number of internal iterations is fixed with S@Q€Cwhereas it can vary in the LDPC
coded case. Note also that the numbgr of external iterations between the component decoders
differs between the cases with LDPC codes and SCCC. Thisadalthe different convergence
characteristics of the iterative decoders associatedtivitbe channels codes.



Sensors 2009 9 8809

6. Note that the exact statistics of the residual multiple ascmterference should be better
investigated. This goes beyond the scope of this paper. wawthe Gaussian approximation
allows to have useful insights on the impact of the multigleess interference on the proposed
feedback power control strategies.
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