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Abstract:



Communication performance in the color-independent visual-multiple input multiple output (visual-MIMO) technique is deteriorated by light emitting array (LEA) detection and tracking errors in the received image because the image sensor included in the camera must be used as the receiver in the visual-MIMO system. In this paper, in order to improve detection reliability, we first set up the color-space-based region of interest (ROI) in which an LEA is likely to be placed, and then use the Harris corner detection method. Next, we use Kalman filtering for robust tracking by predicting the most probable location of the LEA when the relative position between the camera and the LEA varies. In the last step of our proposed method, the perspective projection is used to correct the distorted image, which can improve the symbol decision accuracy. Finally, through numerical simulation, we show the possibility of robust detection and tracking of the LEA, which results in a symbol error rate (SER) performance improvement.
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1. Introduction


Light emitting diodes (LEDs) are used in a wide variety of lighting equipment because they are eco-friendly, low-power devices. Recently, many studies of visual-multiple input multiple output (visual-MIMO) techniques have been conducted [1,2,3,4,5,6,7,8,9,10]. Here, visual-MIMO indicates visible light communication (VLC) between the light emitting array (LEA) and the camera. In this concept, optical transmissions by an array of light emitting devices are received by an array of photo detector elements (pixels) of a camera. The pixels in the camera can be treated as an array of highly directional receiver elements. This structure allows a reduction of interference and noise from other light sources in the channel. This system offers the freedom to select and combine a subset of receiver elements that receive a strong signal from the transmitter, and thus, achieves high signal-to-noise ratios (SNRs) [1]. In [3], the authors proposed an LED array detection method using M-sequence and an LED array tracking method using inverted signals. Here, an OOK modulated signal transmitted through LED array is received by a high-speed camera. In [5], LED array detection was performed using the pattern of Sync-LEDs. Based on Sync-LEDs, they could find out the start point of an on-off keying (OOK) modulated data sequence, and calibrate the distorted image snapshots. In [6], the communication between a vehicle and an LED traffic light was conducted using an LED traffic light as a transmitter, and an on-vehicle high-speed camera as a receiver. Here, the luminance value of LEDs in the transmitter should be captured in consecutive frame. In [7], a high frame rate CMOS image sensor camera was introduced as a potential V2I-VLC system. Also, inverted LED patterns were used for tracking. In [8], a special CMOS image sensor, i.e., an optical communication image sensor (OCI) was employed and a “flag image” obtained from OCI was used for real-time LED detection. In [9], they presented HiLight, a new form of real-time screen-camera communication without showing any coded images (e.g., barcodes) for off-the-shelf smart devices. Although it mentioned the importance of transmitter tracking, but a detailed analysis was not done, leaving the future challenges. In [10], we showed the applicability of generalized color modulation (GCM)-based visual-MIMO for V2X. By using the proposed visual-MIMO scheme, while performing seamless communication, we can maintain the original color and brightness in addition to increasing the capacity by using color encoding. As described above, in most of the previous works, a high-speed camera (or a special CMOS image sensor) was used as a receiver and an intensity-based modulation (e.g., OOK) has been used. On the other hand, we have used a general purpose commercial camera as a receiver. Also, in our paper, the detection and tracking method of an LEA optimized for GCM-based visual-MIMO is described systematically based on image processing. Our LEA detection method is best suitable for GCM and the GCM was originally proposed by ourselves [11]. This visual-MIMO based communication technique has numerous applications in situations in which line-of-sight (LOS) communication is desirable. For example, this approach enables novel advertising applications such as smartphone users pointing cell phone cameras at electronic billboards to receive further information including documents, movie clips, or website URLs. Another example is a museum application in which a kiosk display transfers exhibit information to cell phone cameras to produce maps, images, and customized audio museum tours. Applications are not limited to hand-held cameras and electronic displays: they also include vehicle-to-everything (V2X) communication, robot-to-robot communication, and hand-held displays for fixed surveillance cameras [8,10].



Additionally, LED lighting devices have been developed to a high level: currently, LEDs can emit light in various colors (close to full-color). The lighting color might be changed depending on the person’s emotion or environmental factors. However, it will be useful to achieve visible light communication that can maintain the original color and brightness while performing seamless communication. To solve this problem, a color-space-based modulation (CSBM) scheme, called generalized color modulation (GCM), was proposed and analyzed for color-independent VLC systems [11]. The modifier “color-independent” indicates the independence of the variations in the light color and light intensity. Some notable features of GCM include color independency, dimming control, and reasonable bit error rate (BER) performance during color variation. By incorporating GCM into visual-MIMO, we can obtain better symbol error rate (SER) performance, higher data rate over a larger transmission range, and most importantly, color independency when compared with conventional LED communication. Figure 1 shows a block diagram of the color-independent visual-MIMO method based on the color space [10].


Figure 1. Color-space-based color-independent visual-MIMO transceiving procedure using image processing.
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At the transmitter, it performs the color-space-based modulation on the encoded data. Each constellation point in the light color space represents a corresponding color and a target color is the average of all appropriate constellation points. Here, target color indicates the wanted color of the LEA lighting. The target color corresponding to any VLC signal can be chosen from the gamut area and an information data stream can then be sent by choosing the appropriate constellation diagram corresponding to this target color. The proposed visual-MIMO system thus enables color-independent communication. Then, the serial to parallel conversion is performed on the modulated symbols by the LEA size. These symbols are then mapped onto LEA as prescribed order. At the receiver, a set of symbols (colors) are detected by the image sensor and the symbol (color) decision corresponding to each LED is performed by using image processing. Finally, the output of demapping in the color space is converted into a serial data stream that is sent to an information sink.



Because the camera is used as a receiver, a variety of distortions might occur when projected onto the image sensor, thereby adversely affecting the performance of color-independent visual-MIMO. In this paper, we propose an LEA detection and tracking method, shown in the image processing step in Figure 1, so as to improve SER performance. The remainder of this paper is organized as follows: Section 2 provides a detailed explanation of the proposed LEA detection and tracking techniques; Section 3 represents the results and discussion; finally, Section 4 concludes the paper.




2. LEA Detection and Tracking


Although most of visual-MIMO related works [2,5,9] emphasized the importance of LEA detection and tracking, they did not address detail method and the corresponding effect on the communication performance. In [2,3,4], they did not consider the effect of misrecognition on the SER performance and also did not analyze the temporal movement of an LEA associated with tracking. On the other hand, in our paper, the detection and tracking method of an LEA optimized for color-independent visual-MIMO is described systematically based on image processing. Our proposed LEA detection (including tracking) method is also most suitable for the GCM to enhance the SER performance. In many practical applications of visual-MIMO (e.g., vehicle-to-vehicle (V2V) application), both the transmitter and the receiver can move. Therefore, we propose the LEA detection and tracking method shown in Figure 2.


Figure 2. Block diagram of the proposed LEA detection and tracking method.
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The entire process consists of four steps. The first step is to specify the region of interest (ROI) for an LEA from the received image. Then, using the Harris corner detection algorithm [12], we extract the features of the LEA such as the corners of a rectangle. In the third step, a Kalman filter [13] is used to track the desired LEA. Finally, we correct the distorted shape of the LEA using perspective projection [14]. Figure 3 shows the original configuration and the distorted shape example of an LEA in the received image. As an experimental example, we used the LEA configuration of a square shape with a size of 4 × 4. The shape of the LEA on a received image can be distorted in the form of translation, rotation, and warping. We correct the distorted shape by utilizing the perspective projection technique, to increase the probability of right decision for each LED color (or symbol) in the array.


Figure 3. LEA configuration and shape distortion example of LEA on a received image.
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2.1. ROI Selection for LEA Detection


An image received by the camera is likely to include a complex background. In addition, the prominent features of LEA are that it has a rectangular shape and might also appear as a blob shape during LED light emission. However, these are very common features that other objects may also include. Therefore, it is not easy to detect the LEA over the entire image. To solve this problem, reference LEDs or reference LEA patterns can be used [3,5]. However, the use of references can lower the data rate and the appearance of the LEA might not be good.



To overcome this weakness, by using the principle of the color space, we specify the ROI for a desired LEA in a received image with a complex background. Because the color-independent visual-MIMO system uses a GCM that is based on a color space, the color information associated with the GCM can be an effective means of LEA detection. Figure 4 presents an example of a circle-type constellation diagram in the CIE1931 color space [15,16]. The input data symbol is represented by a constellation point (x, y) and each constellation point in the constellation diagram represents a color in the color space. In Figure 4, the target color, i.e., the color perceivable to human eyes after modulation, is the average of all appropriate constellation points. Here, constellation points in the color space can be arranged using a similar arrangement to that used in RF circular quadrature amplitude modulation (QAM). Supposing an equiprobable symbol transmission, which is reasonable, due to the compensation and interleaving algorithms, the target color can be obtained as the averaged RGB value along a number of symbols as shown in Equation (1) [10]:


[image: there is no content]



(1)




where [image: there is no content] denotes the position of a target color and [image: there is no content] denotes the position of the [image: there is no content] symbol. Note that the value of [image: there is no content] is closer to the true target color when N is increasing in the probability sense. Here, N is the number of total LEDs of the LED array.


Figure 4. Example of circle-type constellation diagram in the CIE1931 color space.
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Figure 5 shows a received image example in the form of a lattice structure and the corresponding color distribution of the sliding search window area in the CIE1931 color space. In the experiment, we used a Windows 7 library image from Microsoft Corporation as a background. To select the ROI, we divided the image into a grid unit and used a sliding search window. The window consisting of four grids is indicated by the red box in Figure 5. This window is moved by the grid unit and the color distribution of the sliding search window area is analyzed in the CIE1931 color space to determine whether the desired LEA exists at that location. In a circle-type constellation diagram, it is important to note that the polygon formed by connecting the coordinate point of each symbol has a constant side ratio and symmetry property. Using these properties, in this paper, we propose an LEA detection method that analyzes the color distribution of a sliding search window area in a CIE color space. To classify the samples distributed in the two-dimensional color space, the k-means clustering algorithm is used [17]. Then, we select the desired ROI by checking the side ratio and the symmetry property of the polygon generated after the center of each cluster has been connected.


Figure 5. Received image example in the form of lattice structure and corresponding color distribution of pixels within the sliding search window area in the CIE1931 color space.
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Figure 6 shows examples for different locations of sliding search windows and the corresponding color distribution of a window area in the CIE1931 color space. We can see that the color is more uniformly distributed, when the window overlaps more with the desired LEA. To analyze the color distribution, we use the k-means clustering algorithm [17]. In these examples, the value of k is 4, and a quadrangle can be formed by connecting the center of each cluster. The ROI for the desired LEA can be selected if the aspect ratio value of a quadrangle is below the threshold.


Figure 6. Examples of different locations of sliding search window and the corresponding color distribution of pixels within a window area in the CIE1931 color space.
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2.2. LEA Detection Using the Harris Corner Method


The LEA configuration, as shown in Figure 3, has a rectangular shape and an intensity difference between the inside and the outside of the LEA. (This characteristic may be used to identify the LEA.) Because a quadrangle has four vertices, in this paper, we extract the vertices for LEA detection using the Harris corner method [12]. Harris corner method has been improved upon Moravec's corner detector by considering the differential of the corner score with respect to direction directly [12]. Here, the corner score is often referred to as the autocorrelation. For calculating the corner score, the sum of the squared differences is defined as in Equation (2):
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(2)




where [image: there is no content] denotes the window at position [image: there is no content], [image: there is no content] is the intensity at [image: there is no content], and [image: there is no content] is the intensity at the moved window [image: there is no content]. Equation (1) can be expressed in matrix form as in Equation (3):
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(3)




where [image: there is no content] and [image: there is no content] are the partial derivatives of I. Then, we can obtain the score for each window using Equation (4):
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(4)




where [image: there is no content] and [image: there is no content] are the eigenvalues of the matrix [image: there is no content] in Equation (3), and k is a tunable sensitivity parameter. If [image: there is no content] and [image: there is no content] have large positive values, then the position [image: there is no content] can be identified as a corner.




2.3. LEA Tracking with Kalman Filtering


The Kalman filter is used to estimate the location of the LEA in the received image when the relative position between the camera and the LEA varies. In addition, the smoothing effect of the Kalman filter improves the tracking result by reducing the uncertainty of the measurement noise [18]. Filtering also helps to handle the situation in which the corners of the LEA that are momentarily missed can be detected. For example, the LEA might be misrecognized as another similar square object or be obscured by obstacles.



We use a discrete-time Kalman filter to predict the motion of the LEA in the received image plane. To apply the Kalman filter to LEA tracking, we select the corner points of the LEA as the variables of the Kalman filter; therefore, the state vector [image: there is no content] and the measurement vector [image: there is no content] at time step k are defined as in Equation (5). Figure 7 presents a detailed overview of the discrete-time Kalman filter operation [13]. In Figure 8, we can see the four corners of the LEA, which are used as the variables of the Kalman filter.
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(5)






Figure 7. Discrete-time Kalman filter loop.
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Figure 8. Four corners of LEA used as the variables of the Kalman filter.
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2.4. Perspective Projection for Correcting Image Distortion


If LEA detection and tracking are successfully implemented, we must then make a symbol (color) decision for each LED. Because the camera is used as a receiver, the received image can be distorted, which adversely affects the SER performance. The distorted shape of the LEA is not suitable for determining the symbol for each LED inside the square LEA using image processing. To correct the distorted shape of the LEA, perspective projection is used in the final step of our proposed method, as shown in Figure 2. Geometrical distortions such as scaling, rotation, skewing, and perspective distortion are very common transformation effects. Each distortion is represented by a linear transformation, which is well-investigated in linear algebra [19]. These transformations can be performed using simple multiplication, as shown in Equation (6):
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(6)




where [image: there is no content] is a rotation matrix. The above matrix defines the kind of transformations that will be performed: scaling, rotation, and so on. [image: there is no content] is the translation vector; it simply moves the points in the x-y plane. [image: there is no content] is the projection vector. Here, x and y are the source points on the received image. And x’ and y’ are the destination points of the transformed coordinates.



Finally, given the four corner points of the LEA in the image, the perspective projection can be applied to correct the distorted LEA, as shown in Figure 9.


Figure 9. Perspective projection to correct the distorted array.
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3. Results and Discussion


In an actual experiment, a commercial camera (Logitech's webcam) was used as a receiver and the resolution of a received image is 640 × 480 (VGA resolution). We used the Open CV library to implement our proposed algorithm. Table 1 shows the parameters of a transmitter used in the simulation. The size of the LEA is 4 × 4 and the number of symbols (or constellation points) is four. We transmit a total of 16,000 symbols to ensure the reliability of the received performance result and compute the SER. We used the CIE1931 color-space-based constellation shown in Figure 4.



Table 1. Simulation parameters.







	
Parameter

	
Value






	
Color space

	
CIE1931




	
RGB model

	
CIE RGB




	
Reference white

	
E




	
LED array size

	
4 × 4 (16)




	
Number of constellation points

	
4




	
Intensity (Y value)

	
0.165




	
Total number of symbols transmitted

	
16,000




	
Three positions of RGB LEDs in the CIE1931 space

	
R: (0.0735, 0.265)




	
G: (0.274, 0.717)




	
B: (0.167, 0.009)










In our simulation, we assumed that the LEA on the display device moved horizontally with a constant velocity and that color distortion did not occur during transmission. We designedly added only a Gaussian error value to the points of the corners. Therefore, we consider only errors that occur in the process of projection as a target region for the symbol decision. Figure 10 shows the tracking results for a horizontally moving LEA. The centroid of the LEA was tracked over 100 frames to verify the performance of the Kalman filter. In the figure, “GT” indicates the ground truth, which represents the true location of the moving LEA. From Figure 10a, it can be seen that the LEA is moving from left to right. From Figure 10b, it also can be seen that the LEA moves horizontally, because the vertical movement is very small. The results show that the position of the moving LEA can be tracked better when the Kalman filter is applied.


Figure 10. Tracking results for a horizontally moving LEA. (a) x plot vs. frame number; (b) y plot vs. frame number
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Figure 11 shows the correction results for the detected LEA after perspective projection. In the figure, the small yellow box inside the LED represents the area used for the symbol (or color) decision. Although LEA detection and correction were successfully performed, the symbol (or color) decision might be difficult because of image distortion, which causes the yellow box to be placed outside the LED region. However, if perspective projection is performed, the decision area is determined correctly and the SER performance can be improved.


Figure 11. Perspective projected results for the detected LEA. (a) Distorted received image; (b) Perspective projected results.
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Figure 12 presents the improvement in SER performance when we use a Kalman filter with perspective correction.


Figure 12. SER performance comparison with and without Kalman filtering.
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4. Conclusions


In this paper, we proposed an LEA detection and tracking method for a color-independent visual-MIMO system utilizing image processing technique that is applicable to various applications. To increase the reliability of LEA detection, we selected the ROI using color-space-based analysis of the received image with a complex background. Next, the LEA with a square shape was detected using the Harris corner method. Furthermore, we used a Kalman filter to better track the moving LEA, which can be disturbed by obstacles. Finally, to facilitate the color (or symbol) decision for each LED, the perspective projection process was performed on the distorted image. Experimental results show that our proposed method provides reliable LEA detection and tracking. Furthermore, SER performance is improved when using perspective projection with a Kalman filter.
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The following abbreviations are used in this manuscript:



	BER
	bit error rate



	GCM
	generalized color modulation



	CSBM
	color-space-based modulation



	LEA
	light emitting array



	LED
	light emitting diode



	LOS
	line-of-sight



	MIMO
	multiple-input multiple-output



	ROI
	region of interest



	SER
	symbol error rate



	SNR
	signal-to-noise ratio



	V2V
	vehicle-to-vehicle



	V2X
	vehicle-to-everything



	VLC
	visible light communication









References


	1. 
Ashokz, A.; Gruteserz, M.; Mandayamz, N.; Dana, K. Characterizing Multiplexing and Diversity in Visual MIMO. In Proceedings of the IEEE 45th Annual Conference on Information Sciences and Systems, Baltimore, MD, USA, 23–25 March 2011.

	2. 
Yuan, W.; Dana, K.; Ashok, A.; Varga, M.; Gruteser, M.; Mandayam, N. Dynamic and Invisible Messaging for Visual MIMO. In Proceedings of the IEEE Workshop on the Applications of Computer Vision, Breckenridge, CO, USA, 9–11 January 2012.

	3. 
Nagura, T.; Yamazato, T.; Katayama, M.; Yendo, T. Tracking an LED Array Transmitter for Visible Light Communications in the Driving Situation. In Proceedings of the IEEE 7th International Symposium on Wireless Communication Systems, New York, NY, USA, 19–22 September 2010.

	4. 
Nagura, T.; Yamazato, T.; Katayama, M.; Yendo, T. Improved Decoding Methods of Visible Light Communication System for ITS using LED Array and High-Speed Camera. In Proceedings of the 2010 IEEE 71st Vehicular Technology Conference, Taipei, Taiwan, 16–19 May 2010.

	5. 
Yoo, J.-H.; Jung, S.-Y. Cognitive Vision Communication Based on LED Array and Image Sensor. In Proceedings of the IEEE 56th International Midwest Symposium on Circuits and Systems, Columbus, OH, USA, 4–7 August 2013.

	6. 
Premachandra, H.C.N.; Yendo, T.; Tehrani, M.P.; Yamazato, T.; Okada, H.; Fujii, T.; Tanimot, M. High-speed-camera Image Processing Based LED Traffic Light Detection for Road-to-Vehicle Visible Light Communication. In Proceeding of the 2010 IEEE Intelligent Vehicles Symposium, San Diego, CA, USA, 21–24 June 2010.

	7. 
Yamazato, T.; Takai, I.; Okada, H.; Fujii, T. Image-sensor-based visible light communication for automotive applications. IEEE Mag. 2014, 52, 88–97. [Google Scholar] [CrossRef]

	8. 
Takai, I.; Harada, T.; Andoh, M.; Yasutomi, K.; Kagawa, K.; Kawahito, S. Optical Vehicle-to-Vehicle Communication System Using LED Transmitter and Camera Receiver. IEEE Photonics J. 2014, 6. [Google Scholar] [CrossRef]

	9. 
Li, T.; An, C.; Xiao, X.; Campbell, A.T.; Zhou, X. Real-Time Screen-Camera Communication Behind Any Scene. In Proceedings of the 13th Annual International Conference on Mobile Systems, Florence, Italy, 18–22 May 2015.

	10. 
Kim, J.-E.; Kim, J.-W.; Park, Y.; Kim, K.-D. Color-Space-Based Visual-MIMO for V2X Communication. Sensors 2016, 16, 898–901. [Google Scholar] [CrossRef] [PubMed]

	11. 
Das, P.; Kim, B.Y.; Park, Y.; Kim, K.D. Color-independent VLC based on a color space without sending target color information. Opt. Commun. 2013, 286, 69–73. [Google Scholar] [CrossRef]

	12. 
Harris, C.; Stephens, M. A combined corner and edge detector. In Proceedings of the 4th Alvey Vision Conference, Manchester, UK, 31 August–2 September 1988.

	13. 
Brown, R.G.; Hwang, P.Y.C. Introduction to Random Signals and Applied Kalman Filtering with Filtering with Matlab Exercises, 4th ed.; Wiley: New Jersey, NJ, USA, 2012. [Google Scholar]

	14. 
Hartley, I.; Zisserman, A. Multiple View Geometry in Computer Vision, 2nd ed.; Cambridge University Press: Cambridge, UK, 2004. [Google Scholar]

	15. 
Das, P.; Park, Y.; Kim, K.-D. Performance Analysis of Color-Independent Visible Light Communication Using a Color-Space-Based Constellation Diagram and Modulation Scheme. Wirel. Pers. Commun. 2014, 74, 665–682. [Google Scholar] [CrossRef]

	16. 
Berns, R.S. Principles of Color Technology, 3rd ed.; Wiley: New Jersey, NJ, USA, 2000; pp. 44–62. [Google Scholar]

	17. 
Shi, N.; Liu, X.; Guan, Y. Research on k-means Clustering Algorithm: An Improved k-means Clustering Algorithm. In Proceedings of the 2010 3rd International Symposium on Intelligent Information Technology and Security Informatics, Jinggangshan, China, 2–4 April 2010.

	18. 
Soo, S.T.; Thomas, B. A Reliability Point and Kalman Filter-Based Vehicle Tracking Technique. In Proceedings of the International Conference on Intelligent Systems, Penang, Malaysia, 19–20 May 2012.

	19. 
Affine and Projective Transformations. Available online: http://www.graphicsmill.com/docs/gm5/Transformations.htm (accessed on 23 February 2016).

































© 2016 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC-BY) license (http://creativecommons.org/licenses/by/4.0/).







media/file4.png





nav.xhtml


  sensors-16-01027


  
    		
      sensors-16-01027
    


  




  





media/file11.png
(a (b)





media/file1.png
Received
image

ROI

Selection

Perspective
Projection






media/file2.png





media/file13.png





media/file7.png
Enter prior estimate and
its error covariance

Compute Kalman gain

Project forward in time

nt staf
covariance for prior oshmale

ated

Compute error covariance for
upd estimate

Yor Y1 -

Update estimate with
Yie

measurement






media/file9.png
Distorted array

Corrected array






media/file10.png
—GT x - w/o Kalman filter ~---with Kalman filter

40 50 60
frame number

@
—GT_y - w/o Kalman filter ~---with Kalman filter

0 10 20 30 40 50 60 70 80 90 100
frame number

(b)





media/file5.png





media/file12.png
SER

- -& - w/o Kalman filter

"N-._\‘ —e— with Kalman filter
A
A
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
A
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
A
4 13 12 11 10 9 8 7 6 S5 4 3 2 1

Geometric noise (Gaussian standard deviation) [0]





media/file3.png
* TC (Target Color)

@ Symbol
[E White point

560

0.8





media/file0.png
Optical
channel

CIE1931 color space

Output . Demapping . Camera
data " (image sensor)

(optional)






media/file8.png
(402)






media/file6.png





