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S1. Capacitive Sensing with Electronic Detection

S1.1. Architecture of Electronic Detection System

Figure S1 shows a simplified block diagram of a signal processing electronics implemented in 0.25 µm Bipolar, CMOS, Double diffused Metal Oxide Semiconductor (BCD) process. The whole system architecture is a modified lock-in amplifier and consists of: low noise analog electronics, which is currently implemented on the Application Specific Integrated Circuit (ASIC) and the Digital Signal Processing (DSP), which is implemented on the Field Programmable Gate Array (FPGA). In future solutions, this could be integrated on one silicon chip. One channel can, in principle, process the signals from many sensors (only four sensors per measurement channel are used at the moment). Each sensor is surface-functionalised using different chemical modification layers and in this way, they show different sensitivity to the target and other molecules in the atmosphere around the sensors. Using this method and complex signal processing algorithms, chemical selectivity can be improved. Currently, four differently modified sensors are connected to one measurement channel. This number could be increased by connecting more differential sensors to one charge amplifier, while each sensor must be in this case excited with a different excitation signal frequency (see Subsection S1.2.).
The sensor capacitances are driven with differential square-wave signals with adjustable frequency $f_{Sx}$ and amplitude $V_{Sx}$, resulting in a quasi-square-wave voltage at the output of a charge amplifier with the amplitude of the first harmonic: $V_{Chox} \approx V_{Sx} (\Delta C_x / C_f)$ at corresponding frequency $f_{Sx}$. The amplitude of the signal for one sensor is proportional to the difference of the sensor capacitances $\Delta C_x = C_{px} - C_{nx}$ and to the amplitude of the excitation sensor signal $V_{Sx}$. It is inversely proportional to the feedback capacitor of the charge amplifier $C_f$. A similar translation happens for each capacitive differential sensor pair at the different excitation frequency $f_{Sx}(x = 1, 2, ...)$.

**Figure S1.** Signal processing block diagram of the low noise electronic measurement system that can process signals from four differently modified sensors.

The signal at the output of the charge amplifier $V_{Chox}$ includes information on the capacitance differences of all sensors; each sensor response appears at a different frequency. The complete signal is amplified using a fully-differential and programmable low-noise band-pass amplifier [1]. The resultant signal level is well above the thermal noise level of the following blocks. The composed and amplified signal is mixed with a square-wave signal with frequency $f_m$ in a precision passive mixer [2]. The phase of the mixing signal is digitally adjusted in such a way that the phase difference between the first harmonic of mixing signal and first harmonic of the signal from the band-pass filter is as close to zero as possible. Generally, to measure the impedance, one would need quadrature signal processing; fortunately, in this case we expect only a change in the capacitance of the sensor, whereas the resistive current in the sensor is negligible. After the passive mixer, the resultant spectrum is a composition of sums and differences of all fundamental spectral components and their odd order harmonics. The important spectral components are located at the difference of the first harmonics $f_{ax} = S_{Sx} - f_m$ ($x = 1, 2, 3$ or $4$; see subsection S1.2. for details). The amplitude of the corresponding spectral components is proportional to the excitation signal amplitude (assumed to be constant during the measurements) and corresponding capacitance difference of the sensor, which is caused by the adsorbed target molecules onto the modified capacitor. The low frequency spectral components are amplified, while other components are attenuated using a fourth order, continuous-time low-pass filter with programmable gain and pole frequency that attenuates unwanted high frequency remains at the output of the mixer. The signal levels of the spectral components carrying the information are well above the quantization
and thermal noise level of the $\Sigma-\Delta$ Analog to Digital Converter (ADC), while remaining higher harmonics fall outside the band of interest in the band of noise shaped quantization noise; these unwanted components are attenuated with a digital decimation filter implemented in the DSP. A complete analog signal is converted to a digital signal using 18 bits oversampled $\Sigma-\Delta$ AD converter. Further signal processing is digital and consists of digital mixers and Low-Pass (LP) digital filters. Digital mixers translate the signals from $f_{ax}(x=1,2,...,4)$ down to DC in a four separate digital channels; the phase of each digital mixer signal is again adjusted in such a way that each resulting DC signal has the maximal possible amplitude. The remaining spectral components in each digital channel are located at higher frequencies and are further attenuated in digital low-pass filters, which further reduce the bandwidth. The DSP output rate is approximately 14 samples per second with the word-length of 32 bits. The results are transferred to the personal computer (PC) via USB interface, where further signal processing (averaging), storage and presentation are taking place.

$S1.2. Generation of Excitation Sensor Signals$

Excitation sensor signals are generated in the FPGA and transferred to the ASIC, where further shaping and amplification takes place. The amplitudes and the DC levels of each excitation signal can be adjusted. They are connected to the corresponding sensor’s capacitors and provide the possibility of transferring the information from slowly varying sensor capacitances to the trans-impedance charge amplifier at a high frequency, well above the flicker noise corner frequency. The whole measurement system looks like a modified lock-in amplifier [3,4], using double-mixing architecture to sense and amplify at high frequency above the 1/f noise corner of the Complementary Metal Oxide Semiconductor (CMOS) charge amplifier. Once the composite signal amplitude is big enough, the frequency is reduced by down-mixing and thus the power consumption of the remaining modules in the measurement channel is reduced. Each spectral component is not immediately reduced to the DC because, in that case, the 1/f noise and the offset voltage of the ADC would influence the results. The other possibility would be to use chopping in each module that constitutes a measurement path (charge amplifiers, Band-Pass (BP) filter, mixer, LP filter, $\Sigma-\Delta$ modulator) and use a DC excitation signal. However, in that case, the noise penalty would be higher and thus the overall sensitivity would be worse compared to the suggested architecture. The amplitudes, DC levels, and frequencies of excitation signals are programmable, and we can adapt each excitation generator to a particular sensor. At the moment up to four differential sensors are connected to one measurement channel according to Figure S1. Each sensor is driven by a square-wave excitation signal with slightly different frequency $f_{ax}$. Two single-ended charge amplifiers, instead of a single fully differential charge amplifier are used to keep the potential of one sensor’s node at fixed (programmable) virtual ground potential $V_g$. Each measurement channel contains two charge amplifiers; each amplifier processes the signals from two differential sensors, therefore, one measurement channel can process the signals of four differential sensors.

The circuit must be as simple as possible, and the influence of jitter must be minimized not to influence the $S/N$ of a sampled data system. All signals are derived from one master clock with a frequency $f_{clk} = 25$ MHz using programmable dividers. The frequencies are adjusted in such a way that the signals are coherent [5]. One possible selection of important signal frequencies for four sensors per channel might be: $f_{ovs} = 6.25$ MHz (oversampling frequency of a $\Sigma-\Delta$ modulator), $f_{dec1} = f_{ovs}/16 = 390.6$ kHz
(output sampling frequency of the first decimator), \( f_m \approx 195.3 \text{ kHz} \) (analog mixing frequency), \( f_{Sx} \approx \{204.03, 206.45, 208.99, 211.66\} \text{ kHz} \) (sensor excitation signal frequencies), \( f_{\text{dec}2} = 1.5 \text{ kHz} \) (output sampling frequency of the second decimation filter), \( f_{ox} \approx \{8.8, 10.9, 13.9, 16.3\} \text{ kHz} \) (digital mixers frequencies), and \( f_{\text{dec}3} = 11.9 \text{ Hz} \) (sampling frequency of the third decimation filter). High frequencies \( f_{Sx} \) of excitation signals make it possible to sense slowly changing capacitance difference at a frequency well above the \( 1/f \) noise corner of the analog electronics, while preserving all fluctuations of the sensors’ capacitances, even those at DC. The “DC” signal processing happens only in the DSP, and thus all DC drifts and \( 1/f \) noise problems of the analogue electronic modules are removed. As a result, the noise properties are improved. The coherence of all important signals in the measurement system is maintained in an efficient way by keeping the ratio of \( f_{\text{dec}1}/f_{ox} \) as an even integer.

S1.3. Calibration

Matching properties of the sensors and additional modification monolayer on one capacitor may cause the initial capacitance differences of up to 10%, which would drive the measurement channel into saturation at high gain, which is needed for the required sensitivity. This would limit possible amplification in the channel, and also limit the amplitude of each excitation signal and thus reduce the sensitivity. Programmable capacitors are therefore implemented on the chip; they are connected in parallel to each sensor’s capacitor and have a value from 1 fF up to approximately 64 fF in steps of 1 fF. In future, the resolution and the range will be increased. During calibration in a neutral atmosphere, the capacitance difference of each differential sensor is measured, the results are stored, and the total capacitance difference for each sensor is brought close to zero. The initial signal amplitude in the measurement path is reduced; the gain in the measurement channel and excitation signal amplitudes can be increased. This procedure is especially important if more sensors are connected to one measurement channel because in this case, many spectral components are present in the measurement channel at the same time, and the intrinsic signal in the channel can be very big. The spectrum at the output of the analogue measurement path for four different sensors is presented in Figure S3; the capacitance of each sensor is calibrated to the capacitance difference shown on that figure.

S1.4. Sensitivity and Noise Considerations

Figure S2 shows a simplified electrical scheme of one charge amplifier. It consists of a high gain, single-ended, folded cascade low-noise operational amplifier with feedback impedance formed by parallel connection of \( C_f \) and \( R_f \). The time constant is selected in such a way that the \( S/N \) at the output is optimal. Since the optimum \( S/N \) is dictated by the sensor and the feedback capacitance and the pole frequency formed by \( C_f / R_f \) must be as low as possible, the resistance is very high, i.e., in a range of several tens of \( \text{G} \Omega \). The \( R_f \) is implemented as an active resistor according to [6]; One charge amplifier processes charges from two differential sensors that are driven by excitation signals \( (V_{S1p}, V_{S1n}) \) and \( (V_{S2p}, V_{S2n}) \) with different frequencies. The model for sensitivity calculations includes:

- A simplified model of the sensors, each presented as a pair of capacitors \( (C_{p1}, C_{n1}) \) and \( (C_{p2}, C_{n2}) \); differently functionalsised capacitors are highlighted by different colours
- Most important parasitic capacitances \( C_{\text{parASIC}} \), \( C_{\text{par}} \) and \( C_{\text{parS1p}} \) to \( C_{\text{parS2n}} \)
Most important noise sources marked in blue on Figure S2 are: $V_{ndop}$, $V_{ndBP}$, $V_{ndRF}$ and $V_{ndS1p}$ through $V_{ndS2n}$.

**Figure S2.** Simplified electrical diagram of one charge amplifier with two differential sensors, parasitic capacitances, and the most important noise sources.

The Circuit diagram shown on Figure S2 is used for detector-sensitivity estimation. The decisive parameter regarding the detection sensitivity of a measurement system is the signal to noise ratio at the output of the charge amplifier (S1) in 1 Hz bandwidth around the corresponding spectral line. Assuming that other modules in the measurement channel contribute a negligible amount of noise, one can estimate the $S/N$ at the output of a charge amplifier using Equation (S1) where $V_{Cho}$ is the amplitude of the corresponding spectral line from the sensor, which can be calculated using Equation (S2), while $V_{ndCho}$ is a noise density at the output of a charge amplifier including an input referred noise density from the following BP amplifier stage; it can be estimated using Equation (S3):

$$\left( \frac{S}{N} \right) \approx \frac{V_{Cho}}{\sqrt{2} \cdot V_{ndCho}} \quad (S1)$$

$$V_{Cho}(\omega) \approx V_{sx} \frac{\Delta C_{x}}{C_f} H_{CHA}(\omega) \quad (S2)$$

The meaning of the symbols in Equation (S2) are the following: $V_{Cho}(\omega)$ is the amplitude of the spectral component of sensor $x$ at the output of the charge amplifier as a function of frequency, $V_{sx}$ is the amplitude of the corresponding excitation signal, $\Delta C_{x} = C_{px} - C_{nx}$ is the capacitance difference between the capacitors of the sensor with index $x$, $C_f$ is the feedback capacitor of the charge amplifier, and $H_{CHA}(s) \approx \frac{s}{s + \omega_p}$ is the High–Pass (HP) signal transfer function, which shapes the excitation.
signal through the sensor to the output of the charge amplifier with a pole frequency determined by 
\( \omega_p = 1/(R_f C_f) \). For appropriately selected element values of the charge amplifier and appropriate 
excitation sensor signal frequency, the absolute value of the transfer function at the excitation 
frequency is \( |H_{CHA}(\omega_s)| \approx 1 \), because the excitation sensor signal frequencies are well above the pole 
frequency \( \omega_p \) of the charge amplifier. For proper operation of a charge amplifier, which processes 
more than one sensor signal, it is essential that the initial sensor’s capacitance difference is reduced for 
each sensor using the calibration protocol as explained in subsection S1.3.

The total noise power density at the output of the charge amplifier can be calculated using Equation (S3) 
and assuming that the noise sources are uncorrelated. If designed properly, the main noise contributor 
is \( V_{ndop} \) multiplied by \( \left(1+\sum C_{VG}/C_f\right) \), where \( C_{VG} \) is the sum of all capacitors connected to the virtual 
ground of the charge amplifier including all parasitic capacitances. The corresponding noise transfer 
functions and their approximate absolute values can be calculated using Equation (S4) for op-amp 
noise, Equation (S5) for the excitation signal generators, and Equation (S6) for the feedback resistor 
contributions. \( V^2_{ndBP} \) in Equation (S3) is the noise contribution of the following BP amplifier and 
represents the input referred noise of all following stages in the measurement channel, including the 
noise increase due to analog and digital mixing; their contributions are negligible, because they are 
located after the gain stage:

\[
V^2_{n_{CHO}} \approx \left[V_{ndop} |H_{N_{CHO}}(\omega)| \right]^2 + V^2_{ndBP} + 4 \left[V_{n_{DSX}} |H_{NS}(\omega)| \right]^2 + \left[V_{n_{RF}} |H_{RF}(\omega)| \right]^2
\]  
\[H_{N_{CHO}}(s) \approx \left(1+\sum C_{VG}/C_f\right) \frac{s+\omega_s}{s+\omega_p}; \quad \omega_z = \frac{1}{R_f (C_f + \sum C_{VG})}; \quad \omega_p = \frac{1}{R_f C_f}; \quad \]  
\[H_{N_{CHO}}(\omega_s) \approx \left(1+\sum C_{VG}/C_f\right) \text{ for } \omega_s > \omega_p > \omega_z; \quad \]  
\[H_{NS}(s) \approx \frac{C_{dx}}{C_f} \frac{s}{s+\omega_p}; \quad |H_{NS}(\omega_s)| \approx \frac{C_{dx}}{C_f} \text{ for } \omega_s > \omega_p; \quad \]  
\[H_{RF}(s) \approx \frac{\omega_p}{s+\omega_p}; \quad |H_{RF}(\omega_s)| \approx \frac{\omega_p}{\omega_s} \text{ for } \omega_s > \omega_p; \quad \]

The major contributor to the output noise power is the opamp noise multiplied by \( \left(1+\sum C_{VG}/C_f\right) \).
A careful design of the op-amp is therefore necessary by minimizing the op-amp noise \( V_{ndop} \) as much 
as possible. In addition, careful design of the ASIC and the sensor pair is necessary in order to reduce 
the factor \( \left(1+\sum C_{VG}/C_f\right) \). The noise power contributions from the excitation signal generator is 
handled easier because the sensor’s capacitors \( C_{Sp} \) and \( C_{Sn} \) are smaller than the feedback capacitor \( C_f \). 
The contribution of one generator is multiplied by 4 because of 4 sensors connected to the charge 
amplifier; in addition it is not difficult to build low noise excitation generators. The last term in 
Equation (S3) is due to the feedback resistor \( R_f \). The contribution is small, if the resistance \( R_f \) is 
sufficiently high. This contradicting conclusion can be deduced from the following considerations: the 
thermal noise power density of the resistor is \( V^2_{n_{RF}} \approx 4kTR_f \), so it is proportional to the resistance and
the temperature. On the other hand, the noise transfer function \( |H_{RF}(\omega_x)|^2 \approx (\omega_p/\omega_x)^2 \) attenuates the noise power around the excitation signal frequency \( \omega_x \) considerably if \( \omega_x > \omega_p \); the slope is \(-40 \text{ dB per decade for the noise power.} \) While the noise power density of the resistor increases linearly with the resistance, the attenuation of the noise transfer function increases with a quadratic law, so the noise at the output decreases linearly with increasing resistance \( R_f \). Its contribution to the noise in the measurement channel is negligible, if \( \omega_x > \omega_p \). For more than one differential sensor connected to a single charge amplifier, the required signal range of the amplifier increases because of more spectral components; the amplitude of each spectral component remains the same, whereas the noise density increases because \( \sum \delta C \) becomes bigger, therefore very careful design optimization is needed to not increase the noise.

Assuming that \( V_{ndRF} \) and \( V_{ndSx} \) contribute approximately the same noise power through their noise transfer functions as the op-amp, and that \( V_{ndBP} \) (it is input referred noise density of all following signal processing stages) contributes the same amount of noise power, then the total noise power density at the output of the charge amplifier can be estimated: \( V_{ndChos} \approx \left[ V_{ndop} \left( 1 + \sum C_{VG} / C_f \right) \right]^2 \). From these considerations, the S/N at the output of the charge amplifier is estimated using Equation (S7):

\[
\left( \frac{S}{N} \right) \approx \frac{S_{sx} \delta C_f}{\sqrt{2} C_f} = \sqrt{\frac{V_{ndop} \left( 1 + \sum C_{VG} / C_f \right)}{C_f}} \cdot \frac{V_{sx} \cdot \delta C_f}{\sqrt{6} \cdot V_{ndop} \left( C_f + \sum C_{VG} \right)}
\]

The minimum detectable capacitance difference of sensor \( x \) can be calculated using Equation (S8), taking into consideration that the signal power must be at least three times as large as the noise power in the specified band. The charge amplifier is designed with the following parameters: \( V_{ndop} (\omega_x) \leq 7.5 \text{ nV}/\sqrt{\text{Hz}} \), \( V_{sx} = 5 \text{ V} \), \( C_f = 2 \text{ pF} \) and \( \sum C_{VG} = 2 \text{ pF} \). The factor \( \sqrt{2} \) in the right part of Equation (S7) and in Equation (S8) takes into considerations all contributions, including the amplitude to rms conversion for the first harmonics, and the fact that a detectable signal must have at least 3 times higher signal power than the noise in the specified band. The reduction of the S/N ratio caused by analog and digital mixers is negligible, because each mixing contributes approximately \( \sqrt{2} \), if designed properly [7,8]. In reality, the only significant contribution to the \( V_{ndBP} \) is the input referred noise of the BP amplifier. With a careful design of all elements, including the sensor, it is possible to improve the detection level of \( \delta C \) even further:

\[
\delta C \approx 3 \sqrt{2} \frac{V_{ndop}}{V_{sx}} \left( C_f + \sum C_{VG} \right) \approx 4.5 \cdot 10^{-20} \left[ \frac{F}{\sqrt{\text{Hz}}} \right]
\]

For a comb capacitive sensor with the separation between two comb fingers of \( d_0 \approx 1 \mu m \), and the initial capacitance of approx. \( C_0 = 0.5 \text{ pF} \), it is possible to estimate the minimum detectable separation change in plates \( \delta m \) between two comb fingers due to the adsorption according to Equation (S9). The following assumptions were taken into consideration for this approximation: (a) the adsorbed molecules only change the separation between the two capacitor plates and not the dielectric constant of modified capacitors significantly (this is an approximation valid if the dielectric constant of
adsorbed target molecules is much bigger than the dielectric constant of the air), (b) the surface of the comb capacitor is completely covered with the modification layer, (c) the adsorbed molecules cover the modification layer uniformly and completely, (d) the minimum detectable capacitance of the electronic measurement system can be calculated using Equation (S8). The estimated detectable separation change according to Equation (S9) is approximately 80 fm, which is well below the thickness of one layer of adsorbed target molecules estimated to 0.5 nm [9] for TNT. This fact can be used to measure the density of target molecules (for now TNT) in the atmosphere around the sensor. The fact that $\delta m$ is much smaller than the size of the target molecule makes the measurements possible even if the comb capacitor surface is not covered completely and the density of target molecules is smaller than the number of target molecules at vapour pressure:

$$\delta m \approx \frac{d_0 \cdot \delta C}{(C_0 + \delta C)} \approx 8 \times 10^{-14} \text{ m}$$ 

(S9)

### S1.5. System Level Verification

To verify the concept, sensitivity, and functionality, the sensors and the whole electronic measurement system were modelled on a high hierarchical level using Matlab/Simulink; the most important non-ideal effects of the IC analog measurement path were taken into consideration (such as the nonlinearities, thermal noise, flicker noise, $kT/C$ noise, spread of elements, offset voltages, etc.) [10] and a bit-true model of the complete DSP part was used [11]. The system level simulation results are very close to the estimates, to the circuit simulation results, and to the measurements of the real circuit. Figure S3 shows the spectrum at the output of the Analog Front-End (AFE) for four sensor elements that are driven with excitation signals with different frequencies: $f_{S_i} \approx \{204.03, 206.45, 208.99, 211.66\} \text{ kHz}$ and amplitude of $V_3 = 5 \text{ V}$. The sensors are modelled as capacitors with different capacitances: $\delta C_1 = 100 \text{ aF}$, $\delta C_2 = 50 \text{ aF}$, $\delta C_3 = 10 \text{ aF}$, $\delta C_4 = 5 \text{ aF}$. The model includes the effects of the most important parasitic capacitances. The high frequency spectrum is translated to a lower frequency in an analog mixer, the resulting spectrum is LP filtered and converted to digital stream. Figure S3 shows the simulated spectrum at the output of the $\Sigma \Delta$ modulator. The spectrum is composed of four main spectral lines at frequencies $f_{o_x} \approx \{8.8, 10.9, 13.9, 16.3\} \text{ kHz}$ with different amplitudes, which correspond to different sensors. The sensitivity is better than 0.04 aF/$\sqrt{\text{Hz}}$, which is very close to the estimate given in Equation (S8). Higher frequency components are attenuated in a digital decimation filter, currently implemented on the FPGA. The signal to noise ratio (SNR1 on Figure S3) is calculated for the first spectral line around 10 kHz with a 200 Hz bandwidth; from this result one can calculate the sensitivities normalized to the 1 Hz band shown on Figure S3.

It is possible to improve the sensitivity of the sensor and the measurement system by: improving the sensors’ characteristics, reducing the noise of charge amplifier $V_{ndop}$, reducing the capacitances and the parasitic capacitances of the ASIC and the sensors, increasing the excitation sensor signal amplitudes, etc.
Figure S3. Simulated spectrum at the output of the analog front-end. The spectral lines correspond to different sensors: S1: $\delta C_1 = 100 \, \text{aF}$, $f_{S1} = 8.8 \, \text{kHz}$, S2: $\delta C_2 = 50 \, \text{aF}$, $f_{S2} = 10.9 \, \text{kHz}$, S3: $\delta C_3 = 10 \, \text{aF}$, $f_{S3} = 13.9 \, \text{kHz}$, S4: $\delta C_4 = 5 \, \text{aF}$, $f_{S4} = 16.3 \, \text{kHz}$.
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