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Abstract: We propose a new method for measuring the degree of eyestradD
stereoscopic displayssing a glassetype of eyerackingdevice. Our study is novel in the
following four ways:first, thecircularar ea where a wuser 6s gaze
based on the calculated gaze position and gaze estimation error. Withair¢hiar area,

the position where edge strength is maximized can be detected, and we determine this
position as the gaze position that has a higher probability of being the conect
Based on this gaze point, the eye foveation model is defined. Segenguantitatively
evaluate the correlation between the degree of eyestrain and the causal factors of visual
fatigue, such as the degree of change of stereoscopic disparity (€®Bpscopic
disparity (SD), frame cancellation effe@CE), and edge componeEC) of the 3D
stereoscopic display using the eye foveation mobald, by comparing the eyestrain in
conventional 3D video and experimental 3D sample video, we analyzohahacteristics

of eyestrain according to various factors and types of 3D video. Fourth, by comparing the
eyestrain with or without the compensation of eye saccades movement in 3D video, we
analyze the characteristics of eyestrain according to the typegeomovements in 3D
video. Experimental results show that the degree of CSD causes more eyestrain than
other factors
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1. Introduction

With the popularity of 3D stereoscopdisplays, 3D stereoscopic content has been distributed
widely through various types of media, such as 3D movies in theaters, 3D TV, and 3D mobile devices.
Currently available 3D stereoscopic displays require the user to wear anaglyph, passive or active
shuter glasses, although some 3D stereoscopic displays that are not based on glasses have be
commercialized recently. In spite of the maturity of 3D eyeglass displays, eyestrain from viewing them
is caused by various factors and remains a problem thatb@ustercome. To solve this problem, we
require a method that can measure the degree of eyestrain accurately and objectively.

Previous research can be categorized into subjefdjvand objective method®i 11]. Research
that analyzes eyestrain using sdijve methods can be influenced by daily conditions, states, and the
perception of participants. In addition, these methods cannot be used for online measurement of
eyestrain when a user is viewing the display, because such research requires pattcguasweer
guestionnaires. Conversely, objective methods can be used to measure eyestrain using physiologice
signals such as accommodation response, accommadativergence over accommaodation ratio, eye
pressure, blinking rate (BR), pupil accommodatipeesl, electrical activity of the heart, galvanic
skin response, skin temperature, brain signal, and refraf2ichil]. Changes in blood pressure
and heart activity for participants that were viewing a stereoscopic movie were measured using
electrocardiogaphy (ECG)[2]. In another research, evenelated potential based on brain activity is
used for measuring 3D visual fatig{&]. Magnetoencephalography (MEG) is a brain scan imaging
technique that is used to measure asthenopia by stereoscopic f$playa previous researdb],
autonomic nervous system responses were measured based on heart rate, galvanic skin response, &
skin temperature with subjects watching 2D or 3D displays.

In previous research, eye refraction or pupil responses, includaognatodation, were measured
on participants viewing 3D stereoscopic displggisg]. Although accommodation response, refraction,
blood pressure, ECG, brainwave, and MEG measurements were accurate, the study requirec
inconvenient devices or multiple electod t o be attached to the pat
uncomfortable and become another factor that contributes to user fatigue.

In subsequent research in this field, researchers have attempted to measure eyestrain based on e
BR or the speed of pupdccommodation using a camera vision sysfginil]. These methods are
based on the principle that, as eyestrain increases, the human eye blinks at a higher rate and the spe
of pupil accommodation is sl ower . sHyazepositmmand t h e
gaze detection error on the display when measuring eyestrain. In other words, these studies use th
average value afach factor that causes eyestrainch as edge difference, scene chahge,variance,
edge, and motion informatiom the current entire image, instead of the specific area where the user is
looking. Leeetalappl i es an eye foveation model t hat c
error in order to measure the eyestrain according to hue variance, edge, iandimfmimation in 2D
displays[11]. Although Leeetaldef i ne the <circle region where
considering the gaze estimation error; they do not determine the gaze position that has a highel
probability of being the correct onaside thecircle region. In addition, they do not measure the
eyestrain according to various factors in the 3D stereoscopic display.
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In a previous researcfl2], Van der Linde introduced the method of foveation and focus
compression scheme, and showee éfficiency of his proposed method based on the compression
rates. In other researdi3], Cdtekin provided an overview of space variant image coding for
stereoscopic display and the findings from his research badesestion for stereoscopimaging.in
addition, hepresented the experimental results from a stereoscopic foveaptementation In [14],
Duchowskiet al reviewed previous techniques for gaamtingent displays considering foveation for
peripheral levebf-detail management, 3D visualization, and stereoscopic imagowever, a specific
gaze detection algorithm has not been used or provided in pretoliss§l2,13] In addition, thee
studiesdo not consider the gaze detection error and the position that has apnbedsility of being
correct inside theircle region when defining the foveation saliency map or model.

Therefore, v propose an innovae method to analyze eyestrain on an anaglyph-gredn
gl asses) stereoscopic display considering an
position and gaze error, and on the gray edge information.

Although the stereoscopic display thses passive or active shutter glasses is more advanced,
we chose the anaglyph stereoscopic display to measure eyestrain for this research because of tr
following advantagedirst, the passive or active shutleased method cannot be used on converitiona
2D displays because the shutter requires additional equipment on the display. However, the laawsegyph
method can be used on conventional 2D displays without the use of additional equipment. Second,
anaglyph glasses are inexpensive and lighter than passive or activelshsgiglasses.

By wearing an eyenovement capturing device that resembles eyeglaase attaching four

neari nfrared (NIR) il luminators to the monitor 0:
position of a user. Gaze estimation that considers the human field of vision (FOV) and average gaze
error is used to measure morewacat el y and reliably a wuserdés

within the entire 3D display area. In additieghecircularar ea wher e the wuser s
defined based on the calculated gaze position and gaze estimation error. itbircakar area, one
position where edge strength is maximized can be detected, and we determine this position as the gaz
position that has a higher probability of being the correct one. Based on this gaze point, the eye
foveation model is definedVe mesure the correlatiometween the degree of eyestrain and the causal
factors of eyestrain such as the degree of change of stereoscopic disparity (CSD), stereoscopic
disparity (SD), frame cancellation effect (FCE), and edge component dg@ 3D display. By
comparing the eyestrain in a conventional 3D video and an experimental 3D sample video, we analyze
the characteristics of eyestrain according to various factors and the types of 3D video. In addition, by
comparing the eyestrain with or without the comgaion of eye saccades movement in a 3D video,
we analyze the characteristics of eyestrain according to the types of eye movements in a Iuvideo.
gaze tracking system does not measure gaze in the 3D space (accommodation, convergence), b
measures gazin the 2D space (X and Y position on a monitor).

This paper is organized as follows: in Section 2, we explain the proposed devices and algorithms.
In Section 3, the factors of visual fatigue caused by the 3D display are shown. In Section 4, we provide
the experimental setugndresults In Section 5the discussios of the experimental results are shown
Conclusions and future work are presented in Seé6tion
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2. ProposedDevice andMethods
2.1. Eye Capturing Device

Our proposed device for capturiegemovement includes a small wehmera with a zoom lens
and the interface of a universal serial bjdd]. The camera can capture images at a resolution of
640 x 480 pixels at a speed of 15 fps. It is mounted under the left eye of an eyeglassudienjce
flexible frame, as shown in Rige 1 [11]. The zoom lens provides a highly magnified eye image.

Figure 1. Eye capturing device and captured eye image

Red-greenglasses

Zoom lens

NIR eye capturing camera

To acquire clear eye images and calcul ate th
wavelength of 850 nm that dsnot dazzle the user, are attached to the four corners of the njaditor
To capture NIR images robust to environmental vsilht, the NIR cutoff filter of the camera is
eliminated, and a NIR transmission filter is included in the cafidja

2.2. Gaze Tracking Method

With a captured eye image, the gaze tracking algorithm works as follows. To extract the center of
the pupil in the eye image, a circular edge detection (CED) algorithm is employed. The algorithm
approximates the pupil position where the difference in dgagls between two adjacent circular
templates is maximizeld 1]. Because the pupil is not a complete circle and its shape in the eye image
can be distorted by the eye capturing camera, the following steps are performed to accurately detect th
pupil positon [11]. Local binarization is performed in the area that is defined based on the initial pupil
center obtained using the CED algorithm. Then, component labeling, size filtering, filling of specular
reflection (SR) area, and calculation of the geome#gitear of the remaining black pixels at the pupil
center are performed. Four NIR illuminators (attached to the monitor corners) produce four SRs in the
eye image (as shown in Fkige 1), which represent the positions of the monitor corjgisl5]

These rélections are detected in a predefined area based on the position of the pupil center, and they
are detected using binarization, component labeling, and size filjgfiridp]

With the detected pupil center and the four SR positions, gaze position onitarn® calculated
using a geometric transform methdd,16] In general, there are differences between the visual and
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pupillary axes called angle Kappa; this difference is compensated througteps@dent calibration
(each user is initially requesteéd gaze at the center of the monitft),15] The average root mean
square (RMS) error of gaze detection is estimated at approximatefy 11195]

2.3. Obtainingthe Weighting Mask for the Eye Foveation Model

Previous research shows that the sensitivity to contrasts in human vision decreases with an increas
in the distance f r JI#il4lA, e8] Insuch reSemarchgthizsensigvity change o n
can be calculated using a foveation model. The @pa&solution of the human visual system is highest
at t he eypoird (fovemtiorgpmiat), and it decreases with an increase in the distance from the
foveation position (eccentricity). In other words, humans perceive the image at a gazed posgtian to b
high-resolution image, whereas the surrounding area, which is far from the gaze position, appears to
have a comparatively lower resolutifiil]. We used this foveation model to accurately calculate the
factors that cause eyestrain when viewing 3D image We measured the viewe
to its causal factors, such as the degree of CSD and the FCE of the 3D display (see Section 3)
These factors can be quantitatively calculated from each image fréomever, we calculate these
factors overthe entire imagehat is changed according to the sensitivity model of the human FOV,
similar to[11]; in other wordsthe foveation model of changing image resolution shown in Figure 2

Figure 2. Foveationrbased contrast sensitivity mask in wavelet dom@nusing the circle

region considering the gaze position with average gaze error ¢f [L1]2 (b) using the

gaze position that is determined based on the maximum edge magnitude inside the circle
region (proposed method).

(@) (b)

The human foveation model can be calculated bas¢tiloh7,18] and the visual sensitivity model
shows that the weighting mask of the single foveation point (gaze point) is found in a discrete wavelet
domain, as shown in Fige 2 [11,18] Based on previauresearciil1,19] we obtain the mask using a
four-level discrete wavelet transform (DWT) that is based on the Daubechies wavelet bases. In each
subregion, the area that corresponds to higher contrast sensitivity (higher image resolution) is shown
as a Ioighter gray level, and the area that corresponds to lower sensitivity (lower image resolution) is
represented by a darker gray lej&l,18] Because the human eye is more sensitive to loeguency
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components, the LL regions (low frequency in tmaizontal and vertical directions) are further
decomposed using a felavel DWT, as shown in Fige2.

Furthermore, in order to obtain a more accurate visual sensitivity foveation model, the average gaze
error (1.12) of our gaze tracking methoddsnsidered in the mask of the wavelet domain, as shown in
Figure 2a[11]. However, this method has the problem that all the positions within the circle region
where wuserod6s gaze posi tiuweRa)arg cossidered tothave thevdamd e
sensitivity, becaus¢he gaze position that has a higher probability of being the correcisamat
known within the circle region. Given that a user actually gazes at one position within the circle
region, we determinthe gaze position, which has a Iy probability of being the correct gnesing
edge information. In previous resear@®], it was found that the edge information of high spatial
frequency dominates the probability of eyeze positionTherefore, we findhe gaze position that has
a higher probability of being the correct oméhere the magnitudef the filter responsédy four
directional Sobel masks is maximized within the circle region.

The Sobel mask is applied to left and right images, respectively. The left and right images are the
images separated from the original 3D stereoscopicgireen) images of Fige 3a, and they are
represented as gray images as shown iaré@p. Therefore, we do not use the color gradient, but the
gray gradient that is obtained in both the left and right images. Because therariats edge
directions in an image, we use four directiorfs 46°, 9¢°, and 138) Sobel masks.

Figure 3. Exampks of stereoscopic, left and right, disparity, arehsformedimages
(where foveation model is applied®) original 3D stereoscopic (regteen) image;k) left
(green) and right (red) images dd);(including the foveation point as r&d crosshair;
(c) disparity imageof (b) using the OpenCV librarf21]; (d) transformeddisparity image
of (c) based on the foveation point of trexl crosshair ofl§) by the previous methdd 1];
(e) transformeddisparity image ofd) based on the foveation point of tredl crosshairof
(b) by the proposed method.
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Figure 3. Cont.

In our research, a user wears the-gegen glasses shown in Big 1. Therefore, a red or green
component is perceived by the user, instead of the entire color obtained through the RGB components
In addition, the circle region defined by gaze detection error is extremely small; consequently, the edge
orientation withinthis region is similar to that in the surrounding area because of the characteristics of
continuity of neighboring pixel values in an image. Thus, we consider only the edge information in this
research based ¢20], dthough the perceptual (visual) salesnof humans is a mommmplex concept
that isaffected by various factors, including color ginity, orientation, and motig@2,23] These various
factors will be considered in future work.
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Consequently, the original equation for the distance frorfotleation point of Equation (1)1,18]can
be revised into Equationsi(2) in our research

Qar X ¢ X Xfgyg T ox™N By (1)
wherexf = (xf, xb) i s a user 6sx=g0az} (ppetspis any pomt inatmedmage.
Il n addition, & is the wavelet decomposbamdsobn |

the wavelet transform. Here, LL and HH are the low and high frequency components both in the
horizontal and vertical dictions, respectively. LH and HL are the low frequency component in one
direction and the high frequency component in the other direction among horizontal and vertical
directions, respectivelB.. ig the set of wavelet coefficient positions in-<dnd 6, [14]:)

Qn X ¢ X xcfy f oxmN By (2)
argmax
XC i x “YO "YOx ©)
"YO "YUx D YO x SHQQ x xf j N vO AQ (4)

whereN is the width of an image, ands the viewing distance measured in image width from the eye
to the image plangl1,18] ThereforeNvi s t he cal cul ated Z distance
image plane. If we assume theais the gaze tracking error oegrees, the radius of the circle region
(where user 6s geaermenedoby thgaze itracking ervori cantlisdd AQin the image
plane[11]. Consequently, the condition Gf @ @ . D AQof Equation (4) represents the
case where one point)(belongs to the circle region whose radiug 80 ACBFurther,0 Y0 @ is the
magnitudeof the filter responsef the Sobefilter at the positionX) andi (0~3) because we use four
directional Sobel masks {05°, 9¢°, 135). "YU "Y0@ is the total magnitudef the filter responsef

the Sobelfilter at the position X); we find the correct gaze position of the usefZAsfE using
Equations (3) and (4) within the circle region. Accordingly, we propose tBgué2) using@A A
instead o4, in Equation (1); Figure 2b shows the foveatlmased contrast sensitivity mask by
our method.

To apply the weighting mask of Figure 2b, the original image that is used to measure eyestrain is
decomposed using the felavel DWT based on the Daubechies wavelets, and it is multiplied by the
weighting mask of Figure 2b. Finally, the image (spatial @ojnapplied by the foveatiebased
contrast sensitivity mask is obtained by the inverse procedure of [RWZ4]

2.4. Measuring Eye BR

In previous researcf25], an increase in the BR can be observed as a function of time on task.
In other researchiKanekoet al show that blinking frequency increases during prolonged work on
visual display terminal§26]. Therefore, we quantitatively me.
based on the eye BR in this researthat is, we regard the increase of BB as an increase in
eyestrain in this research.

Using the captured eye image shown in Figure 1, we calculate the BR based on the number of black
pixels in the pupil aref@i 11]. If the number of black pixels is smaller or larger than the predetermined
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threshol d, the userds eye is determined to be c|
by the number of changes in the eye status (¢tospen) in a time window of 60 s. The status of open

to close is not countedhis window is moved byan overlap of 50 §11]. In previous research, the
average BR is usually measured during one[@). Therefore, we measured BR per min. In order to
remove the effect of the starting position in the time window and analyze the result in detail, we use
thescheme of overlapping by 50 s.

3. Factors Causing Eyestrain from Viewing 3D Stereoscopic Displays

The image quality of conventional 3D stereoscopic displays can be influenced by various factors,
such as camera configurations, image compression, and dishldye factors that cause eyestrain in
3D stereoscopic displays can be categorized into thypest spatial distortions, imperfect filters, and
stereoscopic disparitig7]. The spatial distortions indicate that tthéferences in the geometries of
the left and right images amaused by various factors, suchimsge shift, magnification, rotatg
blurring, and keystone effecthe imperfect filters represent the photometric asymmetrid¢iseofeft
and right imagegsaused by various factors, such as image brightness, color, contrast, and crosstalk
effect. The third category is caused by the inajpipate spatial disparities of the left and right imggeé$

Because it has been reported that various factors exist that can damageénecgilonrand cause
user eyestrain, it is extremely difficult to consider all cau8e®ong such causes, the essive SD is
regarded as one of the major factors on eyestrain. However, we use commercial 3D video for
experiments, and the level of SDB each images usually adjusted by poeptocessingsuch as to
provide eye comfort to the audience for the commercial 3D video. However, in most cases, the CSD in
successive images cannot be adjusted becausgSihés also determined by scene chanbgased on
the plotof the video.Therefore, in this studywe measured the change in eyestrain based on the
following three 3D factors: degree of CSD, degree of SD, and degree of FCE. The FCE is one of the
typical factors that belong to the first category of spatial distortions. As the third category, the
exceswe SD is regarded as one of the major factors on eyes&dditionally, the degree of EC is
calculated as a 2D factor to measure the change in eyestrain according to the eddaeotieigr st
and right images of 3@isplay.Detailed explanations fabtaining ECs are provided in Section 3.3.

3.1. Change of Stereoscopic Disparity

SD represents the positional difference between the left and right images in a 3D stereoscopic
di splay, and it affects the user Ofsnageecarnrésultpne r c ¢
eyestrain. Therefore, we measured the relationship between eye BR and the CSD in the image regior
as defined by the foveation model shown in Figuee 3

In the stereoscopic (regteen) image of Figure 3a, the left (green) and righd)(images are
separated as shown in Figure 3b. FigubesBows the original left and right images, including the
foveation point as aed crosshair, respectivelyhe left image is input into thieft eye through the
glasses of thgreencellophane showm Figure 1. The right image is input into thight eye through
the glasses of theed cellophane shown in Figure 1.

If the gray value in the left image is different from that in the right image even with the same object,
these differences in gray levelhn cause an incorrect disparitglculation. Therefore, bghtness
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normalization is performed on the left and right images by adjusting the mean gray values of the left
and right images to be the same, which can reduce the disparity caused by theetjdiffdesnces of
corresponding pixels in the left and right images. Then, SD is calculated using the stereo matching
algorithm from theopensourcecomputervision (OpenCV) libranj21], as shown in Figure 3c, which

is a modified algorithm of the previowsork [28]. Then, the foveatiobased contrast sensitivity mask,
which is based on the foveation point as a red crosshair shownureBlgand on the edge strength
within the circle area of gaze estimation erstrown in Figure 2b is multiplied by thésgarity image

of Figure 3cin the wavelet domainThen,the resulting image is transformed into that in the spatial
domain.Figure 3l,e shows the disparity images in the spatial domain using the previous foveation
method [11] and the proposed method, respvely. Finally, thesum of differences of the
corresponding pixel valueBetween the previoudisparity imageand the currenbne, where our
foveation model is applieds calculated as the degree of CSD in this reseémathetail, we used the
successie images of commercial video for experiments. The previous and cdispatityimages are

those at the previous timei(tgd) and the current time (t), respectiveRurther, the degree of SD is
calculated by the sum of pixel values in a disparity imabere ourfoveation model is appliedrhe
calculated SD of Figuréd,eis 3,175,583 and 2,703,869, respectively.

3.2. Frame Cancellation Effect

In conventional 3D stereoscopic displays, the difference of occlusion of an object in left and right
images can occur specifically in the left or right boundary areas of the display. Figure 4 illustrates an
example in which more parts of the left objea apt shown in the right image because of limitations
of the display area. This phenomenon can be another factor that causes eyestrain when viewing a 3l
stereoscopic display, because of the differences in the same object between the left and right image:
This is called the FCE, and it is known for causing uncomfortable viewing and eyg®jain

Figure 4. Example of FCE

Left Image Right Image
Monitor Monitor
Surround /\ /\ \ /\ Surround
Left Right Left Right
Object Object Object Object

We computethe FCE as (horizontal resolution of monitod)/the gaze position of the-Axis. If the
FCE is negative number, we chandeta positive by obtaining the absolute value of the FCE.
For example, in the case of gaze positions (20, 10) and (1270, 30), the revised FCEs are 62Q}1280/2
and 630 (12701280/2), respectively.
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3.3. Edge Component

In previous researclill], the relationship between eyestrain and EC was investigated in 2D
displays. As indicated imhat research, an increase in EC induces a reduction in eyestrain. In our
research, we measured the effects of EC on eyestrain in 3D displays, and comparedtthenefint
to those of other factors, such as CSD, SD, and FCE. Theansformed images, whose contrasts are
changed according to our foveation modek obtained using the left and right images as shown in
Figure 3b, and the sum of the edge magnitude calculated with the Canny edge detector is calculated il
each image based on the previous resefdrth Finally, these two sums are added, and the tstal
determined as the degree of EC. The two edge images obtained frotrarieBormedimages
where our foveation model is applieding the left and right images from Figure 3b are shown in
Figure 5ab, respectively.

Figure 5. The two edge images obtaingdm the transformed imagéahose contrasts are
changed according to our foveation mgdeing the left and right images from Erg 3hb:
(a) left image (b) right image.

(b)

In our researchthe BR is measureds asumin the time window of 6Gs; this time window is
moved by an overlap of 5 Thereforeall factors,including CSD, SD, FCE, and Ef2e measureds
asumin thesametime window of 60 srespectivelythis time window is moved by an overlap of 50 s
such that we can obtain the value of each factor synchronized with tHeoBBxample, in the images
of 80 s, we can obtain three pairs (§860)/10 + 1) of the values (BR, CSD), (BR, SD), (BR, FCE),
and (BR, EC), respectively. Because the total videwmth used in ur experiment is 25 min 30 s
(1530 s), the number of pairs of values ((BR, CSD), (BR, SD), (BBE), and (BR, EC)) is
148 (15301 60)/10 + 1), respectively. With these pairs, we measure correlations similar to Table 1.

In additionoursy st em does not adapt the video materi e
eye are acquired by synchronizing with the 3D video images in real time. Then, the gaze position, BR,
and the corresponding values of CSD, SD, FCE, and EC are obtaineghtlaro offline experiment.

4. Experimental Results

The participants in this experiment wore the proposed ghigsesdevice with redjreen glasses
shown in Figure 1 to view the test 3D video. Experiments were conducted at the two Z distances
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between the monitor and the participant at 60 cm and 90 cm, respefl¥&§] The environmental
lighting in the test room was kept constant. In addition, we maintained the room such that it was free of
noise, vibration, and bad odors. Six males andesmxales participated in the test of viewing the 3D
display[10,30] Among them, we analyzed the data from eight participants, excluding the error data
from four participants, which were caused by the incorrect detections of pupil and SR regions, or by
gad ng at regions different from the monitor d
was 26.88 years, with a standard deviation of 1.96. We used a commercial 3D movie video for the
experimen{10,30]

Based on the relationship observed betweereyl@eBR with the function of time on task and the
prolonged works on visual display termin{$,26], we measured the degree
according to the three 3D factors (CSD, SD, and FCE) and one 2D factor (EC) as listed in Table 1 and
shown in Figure 6. The BR was measured in the time window of 60 s; this time window was moved by
an overlap of 5. Then, all factors were measured in the time window of 60 s; this time window was
moved by an overlap of 50 s. Because there were variati@aeinfactor for each user in terms of BR
and other factors, we normalized the values from zero to one based on mimexamum scaling.

Table 1 represents the results from all the participants.

Table 1.Correlation betweeBR andfactors for causingyestiain on 3Ddisplay.

Average Avergge AverageR?
Eye Correlation Gradient
3D or 2D Factors . (Standard
Responses Coefficient (Standard Deviation)
(Standard Deviation) | Deviation)
By our method 0.2841 0.3084 0.1069
(0.1730) (0.2086) (0.1085)
. 0.2746 0.2976 0.1018
CSD | By previous methoglL1] (0.1737) (0.2043) (0.1015)
By usingentireimage 0.2734 0.2963 0.1016
(without foveation model) (0.1752) (0.2065) (0.1020)
By our method 10.0299 10.0506 0.0499
(0.2368) (0.2433) (0.0471)
. 10.0330 10.0547 0.0497
SD | By previous methodlL1] (0.2356) (0.2423) (0.0455)
BR By usingentireimage 10.0326 10.0544 0.0494
(without foveation model) (0.2351) (0.2419) (0.0451)
By our method
FCE By previous methogil1] 0.2214 0.2440 0.0690
By usingentireimage (0.1512) (0.1753) (0.0884)
(without foveation model)
By our method 10.2018 10.1948 0.1253
(0.3065) (0.2828) (0.1283)
. 10.1826 10.1824 0.1030
EC | By previous methol1] (0.2821) (0.2672) (0.1074)
By usingentireimage 10.1548 10.1441 0.0716
(without foveation model) (0.2333) (0.2110) (0.0909)
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Figure 6. Linear regression results: regression lines showing the correlajimrbetween
BR and CSD (c,d) between BR and Sef) between BR and FGEg,h) between BR

and EC.
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Figure 6. Cont.
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As listed in Table 1, the average correlation coefficients between BR and factors (CSD, SD, FCE,
and EC)by our methodwere calculated at 0.2841,0.0299, 2214 and1 0.2018, respectively.

The correlation coefficients close to +1 ant represent the cases that are positively and negatively
related, respectively. Therefore, an increase in the CSD and the FCE causes an increase in eyestra
(positively relate). Here, theincreasein the FCE represents the decrease of the horizontal distance
between the gaze position and the closer monitor boundary, as explained in Section 3.2. Table 1
demonstrates that the decrease in the EC induces an increase of eyesgaiively related)as
explained in previous researlil]. The SD is almost uncorrelated to the eyestrain, as demonstrated
in Table 1.

In previousresearct31], Choet al measured the relationship between eyestrain and the increase
of SD on a sampleideo by deliberately increasing the level of SD of 3D contents. However, the goal
of our research is to measure eyestrain by various factors on conventional 3D video, which is used in
the real world, instead of the experimental sample video. Consequeeatlysed the commercial 3D
video for experiments and the level of SD was usually adjusted byppmstssingsuch as to provide
eye comfort to the audience for the commercial 3D video. Thus, the experimental results showed that
the SD is not related teyestrain in commercial 3D video in our experimetts.addition, the
consequent level of eyestrain in our experiment was low, which reduce$ thei®And, we measured
the shortterm (almost instant) change of eB® according to the change of CSD, SBZE, and EC
during the short time of 1 min, respectively, whereas the-leng change of eyBR was usually
measured during the long time in previous rese§Bdh. Therefore the relationship between the
eyestrain based on ti&R and the factors is inéably weak in our experiment, which reduces tfe R
value, consequently.

The average gradient values for the three 3D factors and the single 2Dbfactor methodare
0.3084,1 0.0506, ®44Q and10.1948, respectively. These gradient values walteulated from the
fitted line (regression line) on the factor data and the BR, as shown in Figure 6. These results confirm
that the CSD have a considerable effect on eyestrain than other factdsble 1 and Figure 6,

R? indicates the confidence thae have in predictions using the regression lines. If the data is better
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(more reliably) fitted by the regression, the consequéntaRie increasef30]. We obtained 0169,
0.0499, 0.0690, and 0.1253 as the averageaRies for the 3D factors and th® Zactor by our
method respectively.

In Table 1,we compared the results for the case of using the entire image, the resulting image by
previous foveation moddll1], and the proposed method. As demonstrated in Table 1, the average
correlation coefficientgradient, and the #f CSD by our method are larger than those by a previous
method[11] andin the case using the entire image without the foveation model. In all the cases by our
method, the previous meth¢tll] and using the entire image without the foveation model, the degree
of correlation between the eyestrain and the CSD is highest. Those of the FCE, EC, and SD are the
second, third, and fourth highest correlations, respectively. Because the FCE valaelasechlising
only the gaze position without applying the foveation model as shown in Section 3.2, the average
correlation coefficient, average gradient, and averggef Bne FCE values by our method a@meto
those by a previous meth{ill] and those sing the entire image.

Figure 6ab is the results from different participants. Other image p&igure &i h) are also those
from different usersrespectivelyFigure 6gb shows the BR according to the CSD. Figuée,d shovws
the BR according to the SD. FiguBef shows the BRaccording to the FCE. In Figufg,h, the BR is
shown according to the EC. From the experimental results, we can confirm that the CSD can affect
eyestrain more than other factors, and that eyestrain cadbeed by reducing the C&bd FCEand
by increasing the EC. Given that the proposed method and device can be used with conventional 3C
glasses, it is possible to adaptively control the CSD, EC, and FCE based on the BR of the viewer of a
3D stereoscopidisplay, and thus reduce eyestrain on a-tiesd basis. Because the FCE is usually
caused by the conflict of SD and the occlusion by the monitor bouri@@lyif the eyestrain is
perceived by our system and t hebounsayrtesysigrac@ae p
lessen the eyestrain by reducing the SD in this case.

For the next analysis, we perform the method*ofa2torial design that is used for measuring the
effect of each factor and the interaction effect on the system perforijidh82] Because the factors
of the largest and smallest effect on the eyestrain are CSD and SD, respectively, as summarized it
Table 1, we perform the method df factorial design with these two factors. First, we measure the
maximum and minimum SD fronhé test images. Based on the medium value of the maximum and
minimum SDs, we divide the images into two types, Large and Small, as listed in Table 2. Using the
same method, the images are also classified into the types Large and Small based on C&Diras list
Table 2. Consequently, we can obtain four cases of image categories as (Large, Large), (Small, Large)
(Large, Small), and (Small, Small), respectively, based on SD and CSD. In each case, we measure th
average BR; the four BRs are listed in Table 2.

Table 2. Average BR in terms of CSD and SD

SD
Large Small
Large 0.4842 0.5871
Small 0.4703 0.4098

CSD
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Then, the BRY{) can be regressed based on the nonlinear regression model in Eqyation (5
N N 1o N ow ©)
To perform the method of‘Zactorial design, they anda are defined as ¢, 1), (1, 1), (1, 1),

and (1,1) in the cases of (Large, Large), (Small, Large), (Large, Small), and (Small, Small), respectively.
From them, Equations (6) and (7) are obtained

w 1N N NN n

> nonon (6)
w N N n n

WT AT N0 N6 NROO

P p PP rr]l 8

PP PP \

ppp p N W (7)
pp pp N w

In Equation (7),y1iys are 0.4842, 0.5871, 0.4703, and 0.4098, respectively, based on Table 2.
Based oryii y, and Equation (7), they, ga, gs, andgag are calculated as 0.4878, 0.0106,0478, and
10.0410, respectively. Th®, ga, 0s, andgag represent the average valueygfy,, the effect of SD, the
effect of CSD, and the interaction effect of SD and CSD, respectively. The sum of squar&Sthtal (
is obtained to calculate the proportion of tfffee for each factof10,32}

YYYeRn ¢n ¢n "Y'YO "Y'YO "Y'YO O 8
Using Equation (8), the sum of squared factoiSS4, sum of squared factor EEEB, and sum of
squared factor ABSSAB are 0.0004, 0.0091, and 0.0067, respectively. The effect ratios of each factor
are calculated by 100 8SASST(%), 100 xSSBSST(%), and 100 xSSABSST(%), respectively.

Consequently, they are 2.76%, 56.19%, and 41.04%, respectively. Based on these valuesagh can
the following conclusions

- The effect of factor B (CSD) is approximately 20.4 (56.19/2.76) times greater than that of
factor A (SD).

- The effect of factor B (CSD) is approximately 1.4 (56.19/41.04) times greater than that of the
interaction effect of factors A and B.

- The interaction effect of factors A and B is approximately 14.9 (41.04/2.76) times greater than
that of factorA (SD).

Fromthese conclusions, we can confirm that the CSD has more of an effect on eyestrain than the
SD in terms of the method of factorial designin addition, we provide descriptive statistics based on
effect sizg[33]. In statistics, aeffect sizeis used as a measure to demonstrate the strength of a given
phenomenon, and the effect size calculated from data is regarded as a descriptivgd 33tiBased
on[33, we show that t he afisfcacaldated asithe diffeterecdue detweem Co |
two means divided by a standard deviation for the d&tiaed on the previous reseaf84], we define
the values of 0. 2,dvdue &s,smad, mddiud,.a®d lafge, respEcuvel¥SH,6 s
for Co h edy @n effect size of 0.8 0.3 might be a small effect. A value of around 0.5 might be a
medium effect, and that of 0.8 to infinity (tdenight be larger than one) might be a large effect.
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As |l isted in Table 3, wdebetweendawo dadters thahcausersgaamns u r e
with the results of our met hdbetweénrthe averdga totretatiof .
coefficient of CSD and that of SD #5145, which is closer to 0.8 (large effect) than to 0.2 (small
effect) or to 0.5 (medium effect). Thereforeg wan confirm that there exists a difference betwhen
average correlation coefficient of CSD and that of SD as a large effect size. Another example is that
C o h edhbétween the average gradient of CSD and that of FOE3815, which closer to 0.2 than
to 0.5 or to 0.8. Thus, we can confirm that there exists a difference bethweeamerage gradient of
CSD and that of FCE as a small effect size.

Table 3. Thenme a s u r e d db@twder twadfactors that cause eyestrain with the results

of Table 1.
Two Factors Co h edh ¢ Effect Size
AverageCorrelation Coefficient 1.5145 Large
Dvs.SD .
CSDvs.S AverageGradient 1.5843 Large
AverageCorrelation Coefficient 0.3860 Medium
Dvs.FCE .
CSDvs.FC AverageGradient 0.3345 Small
AverageCorrelation Coefficient 0.3307 Small
Dvs.E . .
CSDvs.EC AverageGradient 0.4573 Medium
AverageCorrelation Coefficient 1.2650 Large
Dvs.FCE .
SDvs.FC AverageGradient 1.3892 Large
SDVs.EC AverageCorreTIatlon Coefficient 0.8460 Large
AverageGradient 0.9303 Large
AverageCorrelationCoefficient 0.0811 Small
FCEvs.EC AverageGradient 0.2091 Small

Here, the average correlation coefficient and the average gradient usually show a degree of
correlation between the eyestrain measured using the eye BR and the factor. By referring to the result
of Tables 1 and 3, we can confirm that the degree of correlation between the eyestrain and the CSD i
highest. Those of the FCE, EC, and SD are the second, third, and fourth highest correlations,
respectively. In addition, the difference between the degreeorrelation of two factorss shown as
the effect size of Table 3. That is, there exists a difference between the degree of correlation of CSD
and that of SD as a large effect size. In addition, there exists a difference between the degree o
correlaton of CSD and that of EC (or FCE) as a small or medium effect size.

For comparison, we measured the relationship between the BR and various factors through
additional experiments with the experimental sample video. The name of sample \&lgonein
Heidelbergand we obtained permission from the vigdepyright ownef[35].

A total of fourteenpeople participated in the experiment, and each person watched the 3D video
using active shutter glasses for 30 ofrabont70fdshe
using a remote (lamade) gaze tracking system as shown in Figure 7. The Z distance between the user
and the display is approximately 250 cm. For the experiment, we used a commercial 3D TV display of
60 incheswith an image resolution of 20 x 1080 pixels and a refresh rate of 48 Hz (24 Hz for the
left image and 24 Hz for the right image, respectively).
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Figure 7. Example of experimental setup for measuring eyestrain on 3D display using a
remote (labmade) gaze tracking system
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As listed in Table 4we can confirm thathe correlation coefficient value of SBhigherthan those
of other factorswith the experimental 3D sample vidgavhere the level of SD of 3D contents is
deliberately increasgavhile that of CSOs higher than those of other factors with the commercial 3D
video as shown iffable 1.

Table 4. Correlation betweeBR and factors for causingyestrain on 3Ddisplay with
experimental sample viddry our method.

Average Correlation

Eye 3D or 2D Coefficient Average Gradient Average R?
Responses  Factors (Standard Deviatior) (Standard Deviation) (Standard Deviation)
csD 0.2196 0.1903 0.0580
(0.1026) (0.0825) (0.0525)
sD 0.2584 0.2536 0.0798
BR (0.1182) (0.1165) (0.0677)
FCE 0.1782 0.1747 0.0493
(0.1376) (0.1501) (0.0624)
EC 10.1968 10.1890 0.0560
(0.1363) (0.1383) (0.0639)

Il n Tabl e 5, we i nc | dibeteeert tiwoefactore thet cause eyesCam lwighrih@ s
results of our method as listed in Table 4. By referring to the results of Tables 4 and 5, we can confirm
that the degree of correlation between the eyestrain and the SD is highest. ThoseSi), tR€, and
FCE are the second, third, and fourth highest correlations, respectively. In addition, the difference
between the degreef correlation of two factors is shown as the effect size of Tabldnat is, there
exists a difference between the degree ofetation of SD and that afther factors (CSD, EC, and
FCE) as amediumeffect size.The differences between the degrees of correlation of other two factors
(CSD, EC, and FCE) are shown as small effect size.
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Table5. The me as ur ckbdtwe€mtiwoefactors causing eyestrain with the results
of Table 4.
Two Factors Cohens d Effect Size
AverageCorrelation Coefficient 0.3511 Medium
SDvs.CSD AverageGradient 0.3593 Medium
SDVs.EC AverageCorrgIatlon Coefficient 0.4834 Med!um
AverageGradient 0.3615 Medium
AverageCorrelation Coefficient 0.6252 Medium
SDvs.FCE AverageGradient 0.4673 Medium
AverageCorrelation Coefficient 0.1891 Small
CSD vs.EC .
v AverageGradient 0.0348 Small
AverageCorrelation Coefficient 0.3405 Small
CSDvs.FCE .
v AverageGradient 0.1501 Small
AverageCorrelation Coefficient 0.1353 Small
ECvs.FCE .
v AverageGradient 0.1047 Small

For the next experiment,enMnclude the subjective evaluations of our system as shown unef8g
with a twotailed T-test.

Figure 8. Result of subjective evaluation with tttommercial 3D video offable 1.

(*** : significant at a confidence level pk 0.01)
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For the subjective evaluation, the following six questions were answered usingoanfl@cale,
where one arresponds tomot at all and ten corresponds yes very much [10]; these questions were
designed based on previous resefBéi

1. | have difficulties seeing.

| feel numb.

o gk wn

| have a strange feeling around the eyes.
My eyes feel tired.

| feel dizzy looking at the screen.
| have a headache.
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Subjective tests were performé@fore and after watching tHgD video. All the relationships
between BR and the 3D/2D factors from Table 1 were measured from the eye images capleired wh
the users atched the 3D videoFurther, thes&D/2D factors could not be controlled because the
commercial 3D movie was used for our experiméiiierefore,we performed the subjective tests
before and aftewatching the 3D video.

As shown in Figre 8, the subjectiveeyestrainafter watching the 3D video is higher thathat
before watching the[3 video. Because thevalueis 0.0091and it is less than 0.01, we can confirm
that the subjective eyestraatfiter watching the 3D video is significantly higher thdreforewatching
the D video, with a confidence level of 99% (0.Q8Y]. We formed the nulhypothesis that there is
no difference between the subjective eyestbafore and after watchingpe 3D video. According to
the principle of Ttest [37], if the p-value is less than the confidence level, the #ylpothesis is
rejected, which indicates that there exists a difference between the subjective elyegiraiand after
watchingthe 3D videoln addition,we include the subjective evaluations before and aféching the
3D videoof Figure7 as shown in Figre9.

Figure 9. Result of subjective evaluatioof Figure 7 (*** : significant at a confidence
level ofp< 0.01)

M Before watching  m After watching
4

*k*k

35

3

25

2

15 -
1 .
05 -

0 -

As shown in Figre 9, the subjective eyestraafter watching the 3D video is higher thathat
before watching the[3 video. Because thgvalueis 0.0001and it is less than 0.01, we can confirm
that the subjective eyestraaiter watching the 3D video is significantly higher thdrefore watching
the D video, witha confidence level of 99% (0.0[37].

I n our experiment, the successive i mages of
3D video images at a speed of 15 fps. From that, 15 gaze points are obtained per 1 s. We regard th
position calculate based on pupil center and four SRs ¢

Here, we do not consider eye jittering during fixations because of drift, tremor and involuntary
micro-saccadef38], and saccadic movement in our experiment. Because tleegpgaition is measured
on every eye image, and the eye image is synchronized with the 3D video image, we can relate the
gaze point of the eye image to that in the 3D video image.

In order to consider the eye jittering and saccadic movement, eye images that are captured at faste
speed are necessary. For that, a {sigbed camera is requiréor the eye capturing device, which
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increases the size and weight of the eye capturing @ekiown in Figre 1. Wearing this type of
heavy device when watching a display for an
di scomfort, whi ch can cause an inaccurate mea
small and lightweightedweb-camera, through which it is difficult to consider the eye jittering and
saccadic movement because of the low capturing speed of 15 fps.

With the eye images of 15 f§$able 1) we reduce the saccade movement on the eye gazebpoint
using the reviseanethod ofprevious researcf38], by which a more accurate gaze point can be
obtained. According tthis compensatedaze point, we obtairhé relationship between the BRs and
various factors in Table 6. As listed in Table 6, the results based on thepgsizen that is
compensated are similar to those of Table 1 based on the uncompensated gaze position. Because t
FCE value is calculated using only the gaze position without applying the foveation model as shown in
Section 3.2, the average correlatioefficient, average gradient, and averagefRFCE values by our
method aressameto those by a previous methfid] and those using the entire image.

Table 6. Correlation betweeBR andfactors for causingyestrain on 3D0display with the
commercial 3D videaised inTable 1 based on the gaze positilbatis compensated.

Average Correlation . Average R?
Eye . Average Gradient
Responseg 3D or 2DFactors Coefﬂmeqt . |(Standard Deviation) (Stqndard
(Standard Deviation) Deviation)
By our method 0.2796 0.3032 0.1032
(0.1692) (0.1963) (0.0981)
: 0.2780 0.3016 0.1031
CSD| By previous methoglL1] (0.1719) (0.1994) (0.0991)
By using whole image 0.2734 0.2963 0.1016
(without foveation model) (0.1752) (0.2065) (0.1020)
By our method 10.0330 10.0545 0.0497
(0.2357) (0.2422) (0.0454)
. 10.0326 10.0543 0.0495
SD | By previous methogl1] (0.2352) (0.2419) (0.0450)
BR By using whole image 10.0326 10.0544 0.0494
(without foveation model) (0.2351) (0.2419) (0.0451)
By our method
FCE By previous methofil1] 0.2226 0.2470 0.0704
By using whole image (0.1543) (0.1796) (0.0898)
(without foveation model)
By our method 10.2527 10.2285 0.1581
(0.3282) (0.2893) (0.1807)
: 10.2424 10.2251 0.1551
EC | By previous methoglL1] (0.3319) (0.3014) (0.1665)
By using whole image 10.1548 10.1441 0.0716
(without foveation model) (0.2333) (0.2110) (0.0909)
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5. Discussions

Our eye capturing device and method can be applied easily to other stereoscopic viewing
modalities. Figire 1@ shows the case of using our device with polarized glasses for 3D stereoscopic
display. Figire 10b,c shows the captured eye image and the resulting image from successfully
detecting the pupil center with four SR positions, respegtiveladdition, Figire 11a shows the case
of using our device with active shutter glasses for 3D stereoscopic displaye Fifp,c shows the
captured eye image and the resulting image from successfully detecting the pupil center with four SR
positions, respectively. From these images, we can confirm that our eye capturing device and methoc
can be easily applied to other stereoscopic vigwnodalities.

Figure 10. Examples of applying our device and method topbkarized glasses for 3D
stereoscopic display(a) the case of using our device with polarized glasses for 3D
stereoscopic displayb) the captured eye imagé) the resultingmage from successfully
detecting the pupil center with four SR positions

@ _®
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Figure 11. Examples of applying our device and method to the active slyl#eses for
3D stereoscopic displaya) the case of using our device wabtiveshutterglasses for 3D
stereoscopic displayb) the captured eye imagg) the resulting image from successfully
detecting the pupil center with four SR positions

(@ (b)

(©)

Because the implementation algorithm and cod@9f are not freely available, it is difficult to
measure the performance by combining the meth¢d3fand our system. In addition, they proposed
a novel method (stereo compatible volume clipping (SCVC)) to avoid frame cancellation by rendering
only the par of the viewing volume (SCV) that is free of conflict using the clipping methods available
in standard reaime 3D application programming interfaces (AP[89]. That is, Ardouinet al6 s
method can be used for 3D graphic content such as virtual raatitgame content whose rendering
volume can be controlled by their algorithm. However, our system is used for actual video images
captured through a camendoere it is difficult to control rendering the part of the viewing volume.

In our research, the gsosed system does not adapt the video material in real time. The successive
i mages of the userdés eye are acquired by sync
the gaze position, BR, and the corresponding values of CSD, SD, FCE, and @&sfaared through
an oftline experiment.

In future work, our system can be used as atreed system that can control various factors (CSD,
SD, FCE, and EC) accor di ng Ifthe eyéstnag isperceived by oary e s



