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Abstract: Radiometric values on digital imagery are affected by several sources of
uncertainty. A practical, comprehensive and flexible procedure to analyze the radiometric
values and the uncertainty effects due to the camera sensor system is described in this
paper The procedure is performed on the grey level output signal using image raw units
with digital numbers ranging from® 2'%1. The procedure is entirely based on statistical

and experimental techniques. Design of Experiments (DoE) for Linear ModelsgteM)
derived to analyze the radiometric values and estimate the uncertainty. The presented linear
model integrates all the individual sensor noise sources in one global component and
characterizes the radiometric values and the uncertainty effects acdortieginfluential

factors such as the scene reflectance, wavelength range and time. The experiments are
carried out under laboratory conditions to minimize the rest of uncertainty sources that
might affect the radiometric values. It is confirmed theiligiy of the procedure to model

and characterize the radiometric values, as well as to determine the beladvioar
phenomena when dealing with image sensors: the noise of a single image and the stability
(trend and noise) of a sequence of images.

Keywords: noise; radiometry; grey level values; digital image; linear model (LM); design
of experiments (DoEphoton transfer method (PTM)
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1. Introduction

Photogrammetric applications require calibrated sensors, not only in geometry but in radiometry
and cdor. Sensor evaluation in operational and laboratory conditions is essential to characterize the
many factors affecting the radiometric and geometric properties and to find out the limitations of the
systems. Geometric processing applications have reaxlinégh maturity level, but the radiometric
processing applications are still in its infancy [1,2].

The characterization of the radiometric values of a sensor is a preliminary stage of calibration of
photogrammetric sensors [3,4]. The complete radiometdcgss involves both absolute and relative
calibration. Absolute calibration determines the parameters that are needed to transform grey level
values into units of radiand®V/(m?-sr-nm)). Relative calibration normalizes the output of the sensor
so that auniform response is obtained in the entire image area when the focal plane of the sensor is
irradiated with a uniform radiance field.

The characterization concerns the knowledge of the factors and the quantification of the effects on
radiometric values o& sensor [5]. In this paper, we refer he tcharacterization of the radiometric
values (grey level values) to explain the variability of the grey level values in practical imaging
applications. Experimental techniques will be used to analyze the vafiéagtors that affect the
imaging process.

The radiometric response is an observational process that encompasses different responses frol
different sources such as electromagnetic radiation, optical system, electronics and object scene. Th
uncertainty ofradiometric values fundamentally limits the distinguishable content in an image and can
significantly reduce the robustness of an image processing application. It is important to analyze and
characterize the uncertainty effects of the radiometric values.

Table 1 outlines the most important uncertainty components, together with their sources and effects
on the radiometric values. The noise component is fundamentally caused by the behaviour of the
camera sensor system, by the integration time, by the bidmatteflectance factor and by additional
imaging operators. The noise due to the sensor system is always present in any image and is due tf
behaviour of the photeensitive and electronic devices. It is commonly referrete@poral noise
widely studia in the literature and well understood [6,7].

The spatial variability component is caused by the sensor system (spatiatifiymities) [6,8,9],
by the optical system (vignetting effect) [10], sensors manufacturing imperfections (gradual
variations) [1], by norruniform illumination [12] and by geometric shooting conditions. The temporal
variability component is caused by the sensor system (temporainii@nmity and trend effects) and
by scene changes in illumination or reflectance [12].

In this paper we analyze the noise component due to the sensor system, the spatidbrroity
effect of a single image, and the temporal-naiformity and trend effects of a sequence of images
(Table 1). The rest of the uncertainty sources are mieiduring the experimentation. In fact, the
vignetting effect is negligible using an optimum optical system (lens) attached to the SLR camera.
Furthermore, there is light uniformity and nscene changes in illumination witlf/85° lighting
geometry, contlled reflectivity values and shooting conditions inside a light booth. Integration time
uncertainty source was isolated after fixing constant values. Additional imaging operators such as
color and gamma corrections were disabled, although some authabktheod [13].
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Table 1 Outline of the most important uncertainty sources and effects affecting the
radiometric values in digital cameras. The uncertainty sources analyzed in this paper

are highlighted.

Uncertainty Sources AndEffects

Componentsof

Sources

Uncertainty

Camera

Integration time

External conditions

Effects

Random

Systematic

Additional imaging
operators

Systematic

Random

Optical system

Bidirectional reflectance of the
object scene

Random

Systematic

Trend

Sensor manufacturing

imperfections

Trend

Random

Spatial non-uniformity illumination

Systematic

Trend

Geometric shooting conditions

Scene changes in illumination

Trend

Scene changes in reflectance

A practical and comprehensive experimental and statistical procedure, the DoE for LM, is presented
in the next sections to analyze and characterize the grey level values, in particular, the linearity, the
noise and the temporal trend of the sensor. lessetl on a Foveon X3 CMOS sensor featured in a

Sigma SD15 digital single lens reflex (SLR) camera.

The presented new approach to evaluate image sensors adds flexibility to define parameters ant

Appears
When/In

relationships in the mathematical model. Furthermore, itsemehtation is easy and practical, aad

be carried out in many laboratories, which is essential for applied disciplines such as photogrammetry

and computer vision.

2. Background

The radiometric properties and their uncertainty effects on digital imegewidely studied and
well understood in the literature. There are many scientific articles evaluating these topics7[6,14

There exists an International Standard (ISO 15739) [18] for measuring the noise of digital cameras.
Also, there exists a standafor characterization of image sensors and cameras delivered by the
European Machine Vision Association, the EMVA Standard 1288 [11]. The Photon Transfer Method
(PTM) describes the setup to compute both the quantum efficiency and the system gain exgn with
the measure of the number of electrons inside the sensor [19].
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The spatial nowniformities in CMOS and CCD sensor are different, being higher in CMOS. Also,
the spatial nofuniformitiy is not distributed randomly across the image in CMOS sensor8] thg
authors analyze and decompose this effect into its pixel and column components, using spatial
autoregressive functions. In this paper, we deal with the spatialmtormity as a random distributed
spatial effect across the image, likewise in C@iage sensors, since we have developed a general
analysis procedure using the same approach as in ISO and EMVA standards.

Standarddor ElectronicNoiseCharacterization

There exist standards for electronic noise characterization of image sddst8k [

- IS0 15739:2003 PhotographyElectronic stiltpicture imaging Noise measurements.
- European Machine Vision Association (EMVA) Standard 1288, Standard for Characterization
of Image Sensors and Cameras.

Both standards agree on the definition and assignnfetiteonoise components and are focused
mainly on the noise and the spatial ngmformity due to the sensor system (Table 1). The noise
evaluation methods developed by these standards are subject to some assumptions, such as:

- Linear sensitivity (photoesponse) of the sensorg. the radiometric response (grey level
values) increases linearly with the number of photons received.

- All noise components are stationary and white with respect to time and space. The parameters
describing the noise componeme invariant with respect to time and space.

- Only the total quantum efficiency is wavelength dependentthe effects caused by light of
different wavelengths can be linearly superimposed.

If these conditions are not fulfilled, the computed pararsedee meaningless [6These standards
establish that the total noise of an image is basically composed of thergdposenoise of a sensor
element (pixel) and the spatial raniformities of a sensor array (image). The ph@sponse noise is
commonly calledtemporal noise because it also acts based on time (different exposures). This is
basically composed of an effect disePoisson distributed statistical fluctuations of the accumulated
charge (electrons), often referred teshstnoise an effect due to theignalquantificationnoisewhich
is signal dependent and unifomistributed between the quantification intervésentually, all others
noise sources such as dark current, read out and amplifier circuits can be included into one
normaktdistributed signal independent noise source, often referreddark$ioise Due to the linear
sensitivity of a sensor, these mdOmMponents are additive.

Thus, the temporal noise represents the different plesfponse among pixels and also,
equivalently, the different phot@sponse among different exposures, both under the assumption that
the mean response is stable with resfmespace and time, that is, the temporal noise is stationary in space
and time. Consequently, the temporal noise does not consider thaifaymity of the mean response.

PTM is based on the phetesponse noise (temporal noise) with and without liglttetiermine all
the parameters characterizing completely the sensor radiometry. These parameters are: the overa
system gain, the quantum efficiency, the saturation signal, the temporal dark noise, the absolute
sensitivity threshold, the saturation capgdihe signato-noise ratio and the dynamic range.
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The spatial notuniformity is commonly callefixed patternnoisebecause it is consistent for every
exposure, but randomly distributed across the sensor array. The spatiedifoomity causes different
mean response among pixels of an image and is basically due to the dark sigmafaronity (DSNU)
and the photo response roniformity (PRNU). As mentioned above, the spatial-norformities of
a sensor array are the same for every exposure; therefore the difference of tworamexyes this
effect. The PTM uses this property to remove the effect of the spatiainiformity and thus to
determine the parameters characterizing the sensor radjome

If temporal noruniformity is present in the behaviour of a sensor, that is, the mean response is not
stationary with respect to time, then the temporal noise does not represent the differereggutise
among pixels. Therefore, the computed patanseby the PTM are meaningless.

There also exist patterns or periodic spatial variations due to the optical system (shading and
vignetting effects), manufacturing imperfections and electronic interferences, causirgjationary
and nonwhite signal in space. To detect and correct the periodic variations, the standards propose the
computaton of the spectrogram. Finally, the standards megaotting the logarithmic and accumulated
histograms to detect defect pixels (outliers).

3. Justification of Our Approach

First of all, the procedure developed in this paper is not intended to replace any standard. Basically,
the approach deeps in theegrlevel output signal (instead of physical radiometric properties) that
interests professionals and users of digital cameras. Furthermore, an exploratory point of view is
presented to analyze the noise of the image sensor reporting total quantitiesediaooirding to the
experimental factors of practical imaging processes. The strength is the flexibility of the linear models
formulation which allows the noise to be explained and reported according to factors such as reflectance
wavelength, time, spa@nd others.

The only requirement that the sensor must satisfy for the application of the DoE for LM is to
provide independent and identically distributed measurements. Therefore, each pixel measurement i
an independent realization of the random variadpley( level).

We are interested in quantifying the noise of the grey values according to the reflectance,
wavelength and time factors. Furthermore, the noise is analyzed considering just a single image anc
a sequence of images.

Following the standards degswed in Section 2.1, PTM can be used to characterize sensor
radiometry, quantum efficiency, system gain, saturation sigtalFurthermore, if the assumptions
presented the standards are not fulfilled, the noise quantification and the noise compfirerd <y
our procedure still remain completely meaningful and useful. The approach developed in this paper
decomposes the analysis of the uncertainty due to the sensor system into the noise present on a sing
image, the noise present on a combinatiorseferal imagesi,e., a sequence of images, and the
temporal trend effect present on a sequence of images. The noise has a random probability distributior
and the temporal trend is a systematic effect.

It is worth noting that the combination of sevamhges does not imply any arithmetical operation
among images, it only implies to consider jointly the data of the images.
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In this paper, the evaluation of the total quantities of noise present on both a single image and a
sequence of images are presentather than the evaluation and decomposition of the total noise into
its components: shot noise, dark noise, quantification noise, DSNU and PRNU; quantum efficiency,
overall system gain, saturation signal, absolute sensitivity threshold, and other pasachairacterizing
the radiometry of a sensor can be computed following the standards.

The single image noise of our procedugedtion 8.2) includes the temporal noise and the fixed
pattern noise described by the standards. Likewise, the image sequisecBewtion 8.3) includes the
temporal noise and the fixed pattern noise described in the standards and, in addition, temporal
nonuniformity random effects on the signal. It should be noted that the standard does not consider
possible temporal neaniformity on the signal, that is, the phetesponse noise (temporal noise) is
considered as stationary and white with respect to time, as mentiorgttion 2.1. If temporal
nonuniformity random effects are present, then the fixed pattern noise ananiher& noise cannot
be separated and, therefore the PTM cannot be applied [6]. We show that the mean of the noise is nc
invariant with respect to time exhibiting random nomformity. Furthermore, the procedure developed
in this paper evaluates possibdenporal trend effect$Séction 8.4), in contrast to the standards.

4. Mathematical Model of the Imaging System

The digital imaging process is a spatial sampling of the electromagnetic radiation from an object
scene into the camera. For each sampling (Mniy;) sensitive to a small part of the electromagnetic
spectrum, the radiometric response vakiggrey level value) is measured by a sensor element
targeting a surface patch of the object scene during a specified integration time. The radiomedric value
can be measured at different times. Thus, the imaging process is atspgiral sampling of
radiometric values, Equation (1). Each sampling uxity) is namedpixel and is represented by
integer coordinates at different times. The radiometricaesp valueF is recorded as an integer
number calledligital codevalue intensityvalueor greylevelvalue

FOxy, ) ={FI N:(xy,t)i N} 1)

4.1. ElectromagnetidkadiationFunction

An electromagnetic radiation functidd has a spatial distributiorx,(y) on an image at a defined
time () and is dependent on the wavelengtbf the incoming light. Therefore, functiod can be
modelled by four independent parameters [20,21], Equation (2). The electromagnetic radiation is
a real, positive and finite quantityh& values are higher than cero because the absence of light is not
contemplated. The imaging system also imposes some restriction on the maximum electromagnetic
radiation values

0<C(x,y,t,/)<m (2)

The electromagnetic radiation can be absorbed, transmitted, or reflected by an object. We considel
the reflected energy case.Hx, y, t, & represents the energy emitted from some primary light source
andr(x, y, t, ® represents the reflectance of dojeat scene, the radiant energy reflected from an object
scene can be modelled:by

C(x,y.t,/) = E(X,y,t,/)O(x y,t,/) 3)
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The nature oE(x, y, t, & is determined by the illumination source, just KBg, y, t, 8:
O<E(X,y,t,/)<m (4)
Howeverr(x, Y, t, 8 is determined by the characteristics of the imaged objects and is defined on the
opened intervdl0,1] to avoid considering both null reflectance and total reflectance values
o<r(xvy,t,/)<1 (5)

4.2. RadiometricResponsé&unction

The radiometric response of an image sensor element, at a certain spatial unit on thecjiyage (
and at a certain temporal uni}, (F(x, Y, t), is measured in terms of the instantaneous luminance of the
light field [20,21] and is defined by

F(x y,t) = ﬁC(X, y,t,/)3B(/)d/ = ﬁE(x, v.t,1)O(x y,t,/7)B(/)d/ (6)

whereS®) is the spectral response of the sensor element. Trichraseasors obtain three independent
functions corresponding to the Red, Green and Blue regions of the visible electromagnetic spectrum
(wavelength bands)

Fe(x 1) = REX Y.t/ ) O(x, .t/ ) G (/ )d/ (7)
Fa(xy.) = RE(X V.1, /) B(x, y,t, /) G (/)d/ (8)
Fa(x y.t) = REX y,1,/) O(x, .1,/ ) By (/ )d/ 9)

In an image, the original continuous spatial distributiony] is sampled by homogeneous cells
(image spatial units), called pixeBor each pixel in the image, the radiometric response is measured
by an independent sensor element [22].

The radiometric response involves two processes: image sensing and quantization. The former
refers to converting the electromagnetic energy incidetiteasensor element to a proportional output
electrical signal and the latter to transforming the output electrical signal generated by each sensol
element into a digital code value. Therefdféx, vy, t) is an integer, positive and finite quantity named
grey level or radiometric value

O<F(xyt)<om (10)

Equation (10) represents the radiometric response process of the sensors and can be defined in tt
spatial &, y) and temporalt] dimensions.

5. Brief Description of the Approach

The developegrocedure models and characterizes the radiometric response (grey level values) as
well as the noise of a single image and the noise and trend of a temporal sequence of images due to tt
sensor system of a camera.

The procedure is entirely based on staid and experimental techniques, in particular, Design of
Experiments (DoE) for Linear Models (LM) [B35]. The procedure is to formulate and adjust a LM to
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explain the radiometric response function according to all influential factors Equation (6)aralyize
the variance components of the model. Next, the resulting residual variance component and the varianc
component associated to the sequential factor are analyzed by formulating new LMs also according tc
the influential factors, to obtain the chaterization of the noise and temporal trend of the sensor.

The spatial nofuniformity due to the sensor system (Table 1) is considered distributed randomly
across the sensor array, therefore it is determined by an independent parameter of the cdargjnates
The uncertainty effects associated to the spatial fackprg (s minimized using a optimum optical
system, with spatial uniform illumination and fixing shooting conditions. Therefore the spatial factors
(x, y) are not considered in the model.

The uncertainty sources of scene changes in illumination or reflectance, geometric shooting
conditions, integration bidirectional reflectance of the objects, time integration and additional imaging
operators (Table 1) are also factors affecting the imggiogess. However, the effects of these factors
are minimized in our experiments. Therefore they are not considered in our model.

The sequential factaris an extrinsic factor of the radiometric response function, Equation (1).
Furthermore, the radiometric response function also depends on other factors: the primary light
radiationE, the reflectance and the spectral responSg) Equation (6). All thes influential factors
have to be taken into account in the formulation of the LM. Also, the minimization of the undesirable
effects mentioned in the previous paragraphs must be carried out in the experimentation. In this
context, the residual variance coomgnt (residual variability) of the model is an estimate of the
sensor noise of the sequence of imagesnposed of the noise of a single image and the temporal
nontuniformity random effects due to the sequential fatfand the temporal variance component
associated to the sequential fadtsran estimate of the sensor temporal trend.

6. Grey Level and Noise Modelling

The theoretical and experimental approach developed to analyze the radiometric vahmsetbe
a single image and the noise and trend of a temporal sequeoagds consists of four steps. The
procedure is depicted in Scheme 1 and allows us to establish the sequence of steps followed to evalua
the sensor.

The first step is to characterize thediometric values. The radiometric response Equation (6) is
modelled by DoE for LM(Section 6.1), adjusted by least squares and analyzed by means of the
resulting Analysis of Variance (ANOVA) table, the adjusted model coefficients and the interaction
plots (Section 8.1). The linear model relates the radiometric values (grey levels in raw units) to the
influential factorgx, y, t, E, r andS(®) in Equation (6). The residual variance component of the model
is the random variability (noise) of the processmposed of both the noise of a single image and the
temporal noruniformity random effects due to the sequential factor. The trend effect due to the
sequential factor is represented by the temporal variance component of the model.

The second step is to atacterize the sensor noise of a single image. A new linear model relating
the adjusted residuals (resulting from the first step) to the influential factors is form3attiorf 6.2)
and analyzed (Section 8.2), resulting in the quantification of the sensor noise of a single image according
to the influential factors.
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Schemel. Scheme of the approach developed in this paper to analyze the radiometric values (grey level values), the sensolinglese of a s
image, the sensor noise of a sequence of images and the sensor temporal trend of a sequence of images.
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The third step models the adjusted residuals according to the influential factors except the
sequential factot, since the data has been joined by this factaiaining thus the quantification of the
noise present in a combination of several images (sequence of intsaEENs 6.3 and 8.3).

The fourth step is to characterize the temporal trend effect due to the sensor nonstationary of the
sensor in a sequencé images. The signal to temporal trend raftr is calculated by the adjusted
model coefficients resulting from the radiometric response model (first step). This ratio indicates the
proportion of signal temporally degraded until its stabilizationcharacterize the temporal trend effect
according to the influential factors, a new linear model to explaistthes formulated $ection 6.4)and
analyzed $ection 8.4). For this analysis we generated new sequences of images with different time
intervak. The time interval between images was included as a new categorical factor in the model.

6.1. Modellingthe RadiometricRespons&unction

A linear model (LM) relating the radiometric values (grey level values) to a linear combination of
all factors that affect the radiometric response is formulated. Equation (6) is the mathematical model of
the proces&(x, y, t) and it is dependent on threrinsic factors, namely the primary light radiatign
the reflectance and the spectral responSg); and also of three extrinsic factors, namely the spatial
factors &, y) and sequential factor

In this study, the light sourck is considered constant by fixing the geometric frame and the
illuminant, therefore it is not considered in the model. As mentioned above, the spatiaifcomity
effect is considered distributed randomly across the image and the rest of sourcaalofesziility
(Table 1) are minimized in our experiments. Therefore, the spatial fggtgfsare not considered in
the model.

The spectral response fact§e) determines the observed electromagnetic spectrum range. If the
sensor elements are trichratic, they obtain the radiometric response of the three independent red,
green and blue bands of the visible electromagnetic spectrum. Therefore, the spectral response factc
S® is considered in the model by a categorical factor of fixed effects wik thvels denoted by R,

G and B.

The reflectance factaris the principal factor influencing the radiometric response function. Note in
Equation (6) that, for a particular electromagnetic band, the radiometric values are linearly propiartional
the reflectance factor. Therefore, the number of sampled values (levels) of the factot critical in
the analysis and a sparse sampling covering almost all its range suffices.

The reflectance factor is a physical characteristic of the scengeots and is defined on the
continuous open intervdD,]1] (Equation (5). Since these true reflectance values are unknown, we
model this factor as a categorical factor of fixed effects.

The sequential factdrcauses a trend effect which is considered as a covariate in the model through
a quantitative factomwith quadratic component to embraces a possible curve effect. Finally, the
residual factore is also considered in the model. The expression of the LMh®rradiometric
response function is shown in Equation (11). The interactions with the quadratic component of the
guantitative factot are not considered in the model because are negligible effects

Fin~p+ri+§+b At 35\+trsi + DA+ biA't biiAf €in (11)
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where

Fin n"-observation of the radiometric val&ewithin the f"-level of the factor and the J-level of
thefactor S

U general average &f

i effect of the [-level of the reflectance factor

S effect of the [-level ofthe spectral response fac&g)

t value of the sequential factbcovariate for thé;, observation

b  regression coefficient relatirfg;, with the covariaté

o regression coefficient relatirfg;, with the covariate®

rS; interaction effect betweether andSfactors

biA t interaction effect between thdactor and the covariate

bA t interaction effect between thdactor and the covariate

bjA t interaction effect among theSand the covariate

ejn residual of the;;, observation

Thewhole uncertainty sources due to the optical camera system, the changing external conditions, the
changimg geometric shooting conditions, the bidirectional reflectance of the objects, the time integration
and the additional imaging operators (Table 1) are also factors that might affect the ipragess.
Nevertheless, these factors are minimized in our experimentation and are not considered in the model.

6.2. Modellingthe SensomNoiseof a Singlelmage

The accurate characterization of the sensor noise of a single image is carried out with a new linear
model relating the adjusted residuals resulting from the previous radiometric response model
(Section 6.1)to the influential factors, S® andt. This model is formulated by introducing the
adjusted standard deviati@dinstead of the adjusted residuals. Thus, the analysis and quantification
are evaluated from the standard deviation indicator.

Furthermore, the adjusted radiometric vakigesultng from the previous radiometric response
model is used as an influential factor instead of the reflectance figcgince both are linearly
proportional, and the use of an adjusted radiometric value fadeomore interesting to characterize
the noiseThe adjusted radiometric values fackors considered as a covariate in the model, through
a quantitative factof with linear trend effect. The expression of the sensor noise model is shown in
Equation (12)

Sth~u+b AfS+0 ADA€D o ADAD A f+A1 (12)
where

Sd, n™observation of the residual standard deviaSdmithin the f"-level of the factoS(s)
general average &d

effect of the -level of the wavelength fact&s)

value of the radiometric valuecovariate for th&d, observation

regression coefficient relatirgd, with the covariatéd

value of the sequential factbcovariate for th&d, observation

regression coefficient relatirtgd, with the covariate

O~ o (T
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biA f interaction effect between ti&factor and the covariafe

b o Antefattion effect between the covarifitnd the covariate

aA t interaction effect between ti&factor and the covariate

b @ finfetaction effect among the covaritéhe covariateé and the factoB
en residual of theSd, observation

6.3.Modellingthe SensomNoiseof a Sequencef Images

The linear model relates the residual adjusted standard dev@&ati@sulting from the radiometric
response modelSéction 6.1) to the influential factofs and 8. The Sdis calculated by joining the
data by the factar, consequently this analysis represents the noise of a combination of several images
(sequence of images), which is composed of the noise of a smage plus the temporal nemiformity
random effect.

The adjusted radiometric value factBris considered as a covariate in the model, through a
guantitative factoff with linear trend effect. The expression of the sensor noise model is shown in
Equatio (13:

Sth~pu+b AS+ bAfe, (13)
where:

Sd, n"-observation of the residual standard deviaSowithin the f"-level of the factoS(a)
M general average &d

S effect of the -level of the wavelength fact&e)

f value of the radiometric valuecovariate for th&d, observation

b regression coefficient relatirtgd, with the covariate

biA f interaction effect between ti&factor and the covariafe

en residual of theSd, observation

6.4.Modellingthe TemporalSensoiTrend

The temporal sensor trend effect can be quantified by means of the adjusted model coefficients
resulting from the radiometric response modgéction 6.1). TheSttr indicates, for a certain
radiometric value, the proportion of signamporally degraded until its stabilization. To characterize
the temporal trend effect according to the influential factors, a new linear model is formulated.

The time interval between images can be a relevant factor dttthéherefore new sequences of
images with different time intervals have to be acquired and the time intemuadt be included as
a new categorical factor in the model

St~ + b AfS + l; + DA £ bIA'f Sl + bijA'f €in (14)
where:
Sttr;, n"-observation of th&ttrwithin the "-level of the facto§g) and the'J-level of the factot
K general average &ittr

S effect of the -level of the spectral response facBs)
|, effect of the J-level of the time interval factdr
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f value of the radiometric valuecovariate for théttr, observation
b  regression coefficient relatirtts;, with the covariaté

biA f interaction effect between tigfactor and the covariafe

bA f interaction effect between thdactor and the covariafe

Sk interaction effecbetween th&andl factors

bjA t interaction effect among ti | and the covariate

ejn residual of thesttrj, observation

7. Data Acquisition

The performed DoE is based on a crossover design, therefio@1) measurements of radiometric
value foreach combination of levels and factors are required.

As mentioned in Section 4.2, each pixel is a realization of the radiometric variable of a sensor
element. If the sensor is trichromatic, there will be three radiometric values for the red, green and
blue bands.

Furthermore, by imaging a colorcheker we can obtain the radiometric response for different
reflectance values, since it is made of different regions with different reflectance characteristic,
Figure 1(a). The colorchekexr a representative sample of reflectance values existing in real objects.

The reflectance factor is a physical characteristic of the scene objects and is defined on the
continuous open intervdD,1] (Equation (5). Since the true reflectance value otkaone of the
reflectance patch within the colorcheker is unknown, this factor is considered as a categorical factor of
fixed effects in the modelThe distribution function of the radiometric response values imaging the
colorcheker is shown in Figurgl). It is confirmed the nomormal distribution of the radiometric
valuesF.

Figure 1.(a) Colorcheker chart formed by 140 regions with different reflectance characteristics
(b) Probability function of the radiometric valuEs(c) Experimentalight booth.
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The colorcheker was sequentially shot, resulting i 60 measurements, one per pixel, for each
reflectance patch and at different times. Each measurement provides three colour components withou
interpolation, one for each band, due to the three layer structure of the Foveon X3 image sensor.

An example of the arranged data structure after observation is sholabl®2. TheF column
contains the measured radiometric values in raw digital numbers ranging fra?L t@heid column
is the index of each pixel within the reflectance patch (level of the reflectance fdatategorical
factor). Ther column is the level of the reflectance factoifhe S column is the level of the spectral
response factdi(a (wavelength band) artds the temporal sequence.

Table 2. Data structure example. (Note that trendSfactors are categorigal

F (digital num.2'3  id r S t  F (digitalnum.2® id r S ot
660 1 101 R 1 895 2 101 B 1
661 2 101 R 1 101 B 1

. 101 R 1 . N 101 B 1
. N 101 R 1 800 1 102 B 1
231 1 102 R 1 797 2 102 B 1
230 2 102 R 1 . 102 B 1
. 102 R 1 N 102 B 1
N 102 R 1 . B 1
. R 1 . . R B 1
. . R R 1 900 1 101 R 2
265 1 101 G 1 895 2 101 R 2
263 2 101 G 1 101 R 2
. 101 G 1 . 101 R 2
. N 101 G 1 800 1 102 R 2
502 1 102 G 1 797 2 102 R 2
506 2 102 G 1 . 102 R 2
. 102 G 1 N 102 R 2
N 102 G 1 . R 2
. G 1 R R 2
. . R G 1
900 1 101 B 1

The independency and randomness hypothesis of the observations are guaranteed because, :
mentioned above, each pixel corresponds with a realization of the radiometric variable by a sensor
element and all of them are considered equal and independent [22].

8. Grey Level and Noise Analysis

Four corresponding linear models are formulated for the radiometric values, the sensor noise of
a single image, the sensor noise of a sequence of images and the sensor temporal trend of a sequer
of images. The four lineamodels will be adjusted by least squares and analyzed by the resulting
ANOVA table, the adjusted model coefficients and the interaction plots.
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8.1. Analysisof the RadiometricResponsé&unctionModel

The model was adjusted using 61) observations of diometric values for each combination of
levels and factors. The factorwas sampled by 12 different levels covering the whole range of the
colorcheker reflectance values. The sequence of images covers a period of 70 min, with intervals of
15 sbetween images. The sequential fattisrsampled by 80 regular gaps along the whole sequence.
Finally, the spectral response fac8®) is experimented for the red (R), green (G) and blue (B) bands.

The resulting ANOVA table ishown inTable 3. All the effects included in the model are largely
statistically significant (see-Ralue column in the ANOVA table). The model has a goodoéss of
99.97% (Rsquare in ANOVA table), Figur2. This suggests that under uniform external conditions
the imaging pocess can be modelled veagcurately by a linear model. The variability of the model,

i.e., residual variability, equals to the 0.03% of the total variability. Since all the influential factors
affecting the experimental process are included in the mibdetesidual variability can be assigned to

the sensor noise of the process of a sequence of images, which is composed of both the noise ¢
a single image and the temporal agmnformity random effects.

Table 3. ANOVA table after adjusting theadiometric response function model. All the
effects are statistically significant{\falue). The standard error results 7.65 raw units. The
mean absolute error results 5.57 raw units. The goodridigss 99.97%

General Linear Models

Number of dependé¢variables: 1
Number of categorical factors: R,(S
Number of quantitative factors: £ ¢)

Sums of Squares

Source Sumof Squareq Df (degreesf freedon) | Mean Square F-Ratio P-Value

R 5.96068E9 11 5.4188E8 | 9,261,60877 | 0.0000

S 3.74283E7 1.87142E7 | 31985519 0.0000

t 5,35149 5,35149 91.47 0.0000

t"2 16,9314 16,9314 28939 0.0000

R*S 1.96456E8 22 8.92981E6 | 15262499 0.0000

R*t 21,6047 11 1,964.07 3357 0.0000

S*t 902480 2 451,240 7,71242 0.0000

R*S*t 633214 22 28,7825 49194 0.0000
Residual 8.42091E6 143927 585082

Total (corrected] 2.52327E10 143999

R-Squared (adjusted for d.f.) = 99.97%

R-Squared = 99.97%

Standard Error of Est. = 7.65
Mean absolute error = 5.57
Durbin-Watson statistic = 1.58 (P = 0.0000)
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Figure 2. Goodnesof-fit graphic of the lineal model. Observed. adjusted radiometric
values. It can be observed the linearity of the process. The separation with respect the
straight line is the error or residual.
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The validation plot of residuais sequentiafactor, Figure3, showsthat the sequential factodoes
not cause heteroscedasticity [23,24] on the residuals. However, it has a small random effect on the
residual mean value. Therefore, it is confirmed that the residual variance component is carhposed
both the noise of a single image (variance at certain time) and the tempotatiftsmity random
effects. The latter will be quantified $ection 8.3.

Figure 3. Residuals/s sequential factat.

The statistical significance tests in the ANOVA table are based on two basic hypotheses: the
normality of the conditional distribution of the residuals and the homogeneity of the residual variance,
i.e.,, homoscedasticity of the process. These two hypalreseested by means of the validation plots.

Figure4(a) shows the heterogeneity of the residual variance. The residuals are linearly related with
the adjusted radiometric valu€s increasing accordingly. It is clear that the heterogeneity of the
residwals is also caused by the reflectance factdfigure4(b). Note the linear proportional relation
between the radiometric valireand the reflectance factorEquation (6). The spectral response factor
S does not cause significant heterogeneity on the residuals, B{gjre

The slight deviation from the homoscedasticity hypothesis does not invalidate the significant tests
(F-RatioandP-Value in the ANOVA table due to the unequivocal significance efrih



