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Abstract: Currentfi | n t & Thingsi conceptgointto a future whereconnectedbjects
gathermeaningfulinformationabouttheir environmentandshareit with otherobjectsand
people.In particular, objects embeddingHuman Machine Interaction (HMI), such as
mobile devicesand, increasingly,connectedvehicles,homeappliancesurbaninteractive
infrastructures.etc, may not only be conceivedas sourcesof sensorinformation, but,
throughinteraction with their uses, they canalso producehighly valuablecontextaware
humangeneratedbservationsWe believe that the great promise offered by combining
andsharing all of the differentsourcesf informationavailablecanberealizedthroughthe
integration of HMI and Semantic Sensor Web technologies This paper presend a
technologicaframeworkthatharmonizegwo of the mostinfluential HMI andSensoiwWeb
initiatives the W3 C awailtimodal Architecture and Interfaces (MMI) and the Open

Geospatial Consortium (OGGSensor Web Enablement (SWE) with its semantic extension,

respectively. Although the proposed framework is general enoughajoptiedin a variety
of connectedobjects integrating HMI, a particular developmentis preseted for a
connectectar scenariowhered r i vobsergatonsaboutthe traffic or their environment
are sharedacrossthe SemanticSensornWeb. For implemenéation and evaluaion purposes
an on-boardOSGi (Open Services Gateway Initiativajchitecturewas built, integratng
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several available HMI, Sensor Web and Semantic Web technologies.A technical
performancetest and a conceptial validation of the scenariowith potential users are
reportedwith resultssuggestinghe approachs sound.

Keywords: conneded objects connectedcars humangeneratedobservations;Human
Machinelnteraction;SensoiWeb, SemanticSensoiwWeb
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1. Introduction

The currentevolution of ubiquitouscomputingand information networksis rapidly mergingthe
physical and the digital worlds enabling the ideation and developmentof a new generationof
intelligent applicationsas eHealth,Logistics, Intelligent Transportation EnvironmentalMonitoring,
Smart Grids, Smat Metering or Home Automation. This scenario,seminal in Mark Weiseiis
Ubiquitous Computingwork [1] and now evolving into thefi | n t ef Mhingsb [2] concept,points
towarda futurein which manyobjectsarounduswill be ableto acquiremeaningfulinformationabout
their environmentandcommunicatet to otherobjectsandto people.

Among this universe of interconnected objects, those embedding HJa@ne Interaction (HMI)
technologies, such as mobile phones, connected vehicles, home appliances, smart buildings, interactiv
urban infrastructuregtc, can play an important role ey can be aware of reabrld information and,
at the same time, provide enriched information to other users, objects or applications. Data could come
from human (social networks, monitoring systems, interactive devices), or from machine input (e.g.
different Sensor Networks), and the HMI is the connection between these two .sources

Sensorand Actuator Networks (SANs) are becoming an inexhaustiblesource of real world
information, so the SensorWeb term is being usedto describea middlewarebetweensensorsand
applications fiWeb accessiblesensormnetworksand archivedsensordatathat can be discoveredand
accessedising standardprotocolsandapplication programming n t e r [8].8Aa ense@ingnumber
of SensorWeb portals,suchas Sensorpedig4], SensorMagd5], SensorBas¢6] or Pachubd7], are
currentlybeingdevelopedo enableusersto uploadandsharesensomata.Oneof the mostinfluential
Sensor Web initiatives is the SensorWeb Enablement{SWE) of the Open GeospatialConsortium
(OGC) The SWE [8] is defining a setof standarddo developfian infrastructurewhich enablesan
interoperableusageof sensorresourcesby enabling their discovery, access,tasking, as well as
eventingandalertingwithin the SensoWebin a standardizedvayo.

Further efforts to improve interoperability of a world of heterogeneousand geographically
dispersednterconnecte@ANs includethe proposl of a SemanticSensotWeb [9,10]. The Semantic
SensoWeb brings SemanticWeb technologiedo annotatesensordatamakingit easierfor different
applicationgo extracthomogeneousterpretationsof them.

To progresgowardsa full harmonizatiorbetweerHMI systemsandthe SensolWeb,advancements
are neededin two fundamentalareas:the integration and accessibility of a growing number of
heterogeneousensordata into HMI systems,and new mechanismghat allow sharing realworld
informationprovidedby usersof connectedbjectsinto the SensoWeb or the SemanticSensoWeb.

In our previousresearch11] we have presentedsomecontributionsto the first issue,so in this
paperwe will try to contributeto the secondone.In particularwe will presenour resultsbasedon our
activitiesin the Mobility for AdvancedTransrt Networks(MARTA) project[12], a Spanishpublicly
funded project where severalcontextawareinteractiveserviceswere designedand implementedfor
In-Vehicle Information Systems(IVIS) and Advanced Driver AssistanceSystems(ADAS). It is
importantto point out that, as statedbefore,we believethat the proposedirameworkfor integrating
HMI and SemanticSensoWeb principlesandtechnologiess generalenoughandcould be appliedin
a variety of scenariosfeaturing mobile devices,multimediaand home appliancesurbaninteractive
infrastructuresetc
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Neverthelessn orderto make the presentatiorof the proposedrameworkcleaser, in this paperwe
will focus on a scenariowhere a driver of a connectedcar provides,through interactionwith an
in-vehicle HMI system, contextal information that can be valuable for other applications.For
example the driver may detectpotentialdanges on the road (ice-patchespedestriansgtc), or certain
traffic conditions(accidentsor congestionspr environmentalconditions(densefog or heavyrain).
Then by interactng with an in-vehicle HMI system,(s)he can make this contextial information
available to other interested applications (e.g., a Road Safety Authority or other HMI systems in
surrounding connected vehicles). In the manneecgnt proposals such as the Human Sensor Web [13],
thesepiecesof contextual informationthat userof the connectedbject(i.e., the driver) provideswill
bereferedto hereashumangeneratedbservations

Futurein-car interactionscenariosnustbe considerechot assimplefi | o dravdr-systeminterfaces,
but, asFigure 1 illustrates,ascomplexsystemsHMI systemdor connecteatarshaveto managenotonly
different d r i v iaterakt®n modalities (speechmicrophones and loudspeakers;visioni displays;
haptid knobs, buttons,touch screen;etc), but also local and remotesensorinformation. As shownin
Figure 1, contextawareHMI systemscanbe regardedassystemghat usesensordataanduserinputsto
interactwith applicationsbut at the sametime HMIs may be regardedas sensingsystemscapableof
producingrealworld informationfor the SensoWeb. This capabilityof usingHMI systemsembeddeadn
a connectedbjectto publishinformationinto the SensoMWeb could be related,eitherto measurements
from its local sensors(attachedto the object), or to datadirectly provided by her user.In [14] we
discussedomeof the mainissueswhenusingHMI systemdo processand publishlocal sensorata.In
this paperwe will addresshoserelatedto the publicationof usergeneratedbservations.

Figure 1. In-vehicle HMI system for connected cars
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In this work we will also rely on the design principles proposedby the W3 C Gviltimodal
Architecture and Interfaces(MMI) [15]. Following theseprinciples we will discussthe design of
in-vehiclecontextawaremultimodalHMI systemscapableof collecingd r i vindorm@t®nreporting
observations on different road, traffic or environmental situations, and generate semantic representation:
of them.
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The rest of the paperis organizedas follows: Section 2 presentsrelated research.Section 3
describeghe designof in-vehicle HMI systemsgo collectdriver-generatedbservationgollowing the
principles of the W3 C 6MMI architectureinstantiatedon an OSGi framework. The semantic
annotationof driver-generatedobservationsand their publicationin the SemanticSensorWeb are
discussedn Sectiond. Section5 present®ur experimentaketup, implementedn anon-boardunit of
a conneted car. Performanceanaly®s and a conceptvalidation study are describedin Section6.
Finally, conclusionsandfuturework arediscussedn Section?.

2. RelatedWork

In-vehicle contextawareHMI systemsandthe morerecentconceptionf usergeneratedsensors
or the Human SensorWeb [13/16] are two researchareasclosely relatedto the work in this paper.
Recentresearchon contextaware HMI systemsin general and in-vehicle interactive systemsin
particular, has soughtto ensurethat they are able function in highly heterogeneus environmenrd,
adaptingto all kinds of situationsand contexts,always giving correct and safe feedbackto their
users ([171 19]). Information services embeddedin HMI systemshave to managea common
representatiorof the user (identifying his mood state, needsand preferenceskand the contexual
situation coming from a variety of heterogeneousource. In order to integrate this datain a
homogeneousanner someapproachessuchasthe onepresentedn [20], havealreadymadeuseof
Semantic Web technologiesto define a model of contextial information composedof several
independenbntologies mainly to representisersdevices environmentindservices

In HMI vehicle scenarios integrating both multimodal interaction and context for in-vehicle
applicationshasalso beenaddressedand a commonapproach19] is to considerthreeindependent
domainsdriver, vehicleandenvironmentHowever mostof theresearchn contextawaremultimodal
HMI systemsin vehicleshas beenmore focusedon how to managehigh-level representation®f
contextthan on the integrationwith the underlyinginfrastructuresproviding sensordata. Only few
approachessuchas the work presentedn [21] for an in-car OSGi framework, have addressedhe
designof HMI systemsincluding the managemenof different car componentsNeverthelessthese
studiesonly take into accountdatafrom local sensorgattachedto the car) and do not considerthe
acces®r sharing(publication)of sensodatathroughthe Internet.

The researchpresentedn this papercan be also relatedto emergentconceptsof usergenerated
sensor®r humanobservationgdescriptionof reatworld phenomenakhataredifferentfrom thoseof
humansensorobservationgparticularsensorscarried by or attachedo humans).The seminalwork
in [13] presentsthe Human SensorWeb vision as il a effort for creating and sharing human
observationaas well as sensorobservationon the We b and presentsan exampleof establishinga
noise mapping community. According to this vision, future systemswill use different types of
observationsconventionalsensordata, humansensedobservationge.g, vocal, image or text) and
humancollecteddata(sensorscarriedby humanslike smartphonesor other personaldevices),and
will integratetheminto the HumanSensoMWeb[16]. Thework in [13] alsoidentifiessomechallenges
to realizethe HumanSensoMeb. The mostpersistenthallengesareguaranteeinghe accuracyof the
data, resolving personalprivacy issuesand answeringthe fundamentalquestionof how collective
intelligencecan improve on conventionalmethods[22]. In a similar direction, in our work we will
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discusspreliminaryapproximationgo usingsemantiaepresentationisvhich arealreadybeingusedto
represensensordatd to describehumanobservationsand we will explorethe useof the Semantic
SensoWeb principlesfor publishingandaccessinghem.

3. HMI Systemsto Collect Driver Observations

As we stated before, developingvahicle HMI systems requires not only the integratiorthef
driver ds i nput / o,uspepahn,ttouch,ngfaphrc Miaplayesto)n but(aéso the proper
management of data provided from different sensor souroes:the car (e.g., speed, wheel traction),
the driver (e.g.mood, fatigue), and environment (road, traffic, weathar) [23]. The HMI designer
typically needs to interpret the sensed data in order to identify situations that are either of diestt inter
to the driver, or which will help to shape communication strategies that are appropriate for each situation

The W3C is in the process of defining an architecture recommendation for the design of multimodal
interfaces: the MMI Reference Architectureés]1Major components in the W3C MMI architecture,
represented in Figure 2, are the Input and Output Modality Components, which handle the information
coming in from and going out to the human user, and the Interaction Manager, which coordinates the
flow of the communication in the different modalities and decides the overall communication strategy in
response to successive inputs from the user. The MMI architecture also considers two important
elements: (1) a data component which stores the data thatehection Manager needs to perform its
functions; and (2) an evebised communication layer to carry events between the modality components
and the Interaction Manager

Figure 2. In-vehicle HMI systemto collect driver observations following the W3C
MMI Architecture
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This standardized reference architecture provides a very attractive framework for dealing with the
high complexity of designing HMI systems for a variety of connected objects such as connected vehicles.
In our experimental implementatiothat will be detailed in Section 5, an OSGi framework [2éls
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usedto instantiatean embeddedV3C MMI architectureinto a connecteccar. OSGiis a Javabased
service platform that allows applicationsto be developedfrom small, reusableand collaborative
componentgalledbundles.The maincomponentsn the MMI Architecture(i.e., InteractionManager,
and Input/OutputModality Components)kan be implementedas OSGi bundles.The platform also
providesan EventAdminOSGi Servicebundleasa standardwvay of dealingwith eventsin the OSGi
Environmentusingthe publish/subscribenodel. Therefore this eventmanagementapabilityin OSGi
can representthe eventbasedcommunicationlayer in the W3C MMI architecture.The mapping
betweertheseOSGicapabilitiesandthe MMI architecturas illustratedin Figure 2.

Extendingthis basicHMI architecturdo includeinformationfrom differentsensoisourcess rather
straighforward Information from both local sensors(attachedto the car or connectedobjec) and
remotesensorge.g, from the SensonWeb) can be directly accessedby developingspecificbundles
actingasi Se nGammp o0 n betweenthe sensorproviders and the HMI Interaction Manager
(seethe Local SensoitComponenaindthe SensoWeb Componentn Figure 2).

Obviously,to haveaccesdo remotesensorgi.e., the SensoMWeb Componentfhe OSGiframework
must also include a communication infrastrucdufer example, in the case of a connected car,
supportingV2V (vehicle to vehicle) and V2I (vehicle to infrastructure)communications,or just
communicatiorcapabilitiesthroughin-car nomadicdevices,suchasthed r i vm®liléphone(OSGi
is alsoatechnologysuitablefor integraton into mobile phonesandotherconnectedabjects.

Inside the W3C MMI architecture,as in any HMI system,a key componentis the Interaction
Manager.The InteractionManagerreceivesorderedsequencesf eventsand datafrom the different
Componentgbothfrom the userandsensosourcespnddecidesvhatto do with them.Eventsmaybe
for the InteractionM a n a gosvn cdrsumptionthey may be forwardedto othercomponentsor they
may resultin the generationof new eventsor databy the InteractionManager. For the purposeof
designingflexible andeasilyconfigurablelinteractionManagergshe W3C is developingSCXML (State
CharteXtensibleMarkup Language]25], a genericeventbasedstatemachineexecutionenvironment
basedon Harel statechart$26]. Statechartsre extensionf conventionalfinite statemachineswith
additional propertiesthat lend themselvesto describingcomplex control mechanismsn reactive
systemsin which it is necessaryto coordinatecomponentsof diverse nature. SCXML is being
proposedby the W3C as a major candidatelanguageto control interactionflow in HumarrMachine
Interactive systems(HMIs). It is being consideredfor future interactive speechsystems,in W3C
VoiceXML 3.0 [27], as well as for multimodal systems [15]. As we have presented in previous work [28],
SCXML canbealsovery usefulfor combinng userinputinformationandsensoinformation.

In this work we have implementedan SCXML-basedInteraction Managercontrolling the data
exchangeswith the driver (seethe detailsin Section5). Driver input information is obtainedusing
speechrecognitioncontrolledwith a pushto-talk button on the steeringwheel,andoutputinformation
is providedthroughtextto-speechsynthesisand a visual display. Two different modelsof spoken
dialogueinteractionhave beenimplementedfor collecting driver observationssensoginitiated and
driver-initiated. Sensofinitiated dialogue starts automatically when a sensordetectsa possibly
relevantsituation.The sensofinitiated dialogueis a rathersimple onesincethe HMI systemhasonly
to ask the driver to confirm (using yes/noexpressions}he particular sensotdetectedsituation or
observationA systemgeneratednteractionmightfollow a structuresuchas
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SYSTEM: The cards sensors ar e dwheteectheremsdog ori mi
a dust cloud.

USER: Fog.

SYSTEM: Thank you for confirming the presence of fog. Security systems have been adjusted
accordingly.

In driver-initiated dialogue,the dialogueis startedby the driver, using a specific button in the
steeing wheel, when sheobservesvhat shebelievesis a relevantsituation;for example,enteringa
denselyfoggy area or upon seeinga tree fallen acrossone of the lanesof the road An example
dialoguemight be:

USER: There is a fallen tree on the rigdre.
SYSTEM: Tree on right lane. Thank you for informing. The observation has been relayed to
Traffic Control.

Driver-initiated dialogue presents a more challenging situation because the number of different kinds
of observations a driver can report danpotentially very high. Furthermore, the spontaneous language
she can use can be very rich and varied, requiring Natural Language Processing capabilities no
implemented in our OSGi framework. To limit these problems, in our implementation-iditieged
interaction has been restricted to a mbaged dialogue. Once the driver decides to report an observation,
she has to follow a systedirected dialogue offering a limited set of possible observations. In order to
avoid speech recognition errors, whadn lead to unsafe driving situations [28 numberof different
observationfiasbeenlimitedto 16, arrangednto two sulbmenulevels.In thefirst level thedriver has
to choosethe categoryof her observatiod road, traffic or environmentandin the secad level she
hasto selectthe particular observationin the selectedcategory Someresultsfrom a preliminary
usability evaluationof the test scenarioare discussedn Section6. The upcomingtestsdescribedn
Section 6 will addresgproblemsituationssuchasthosederivedfrom speechrecognitionerrors,with
theaimto gainanunderstandingn the interactioneffectsbetweerthe (simulated)driving taskandthe
dialoguetask.

Finally, it is importantto point out that, apartfrom the difficulties in designingrobustand safe
spoken dialogue strategiesto collect humangeneratedobservations,an important challenge, not
addresseth ourwork, is howto providea confidencdevel on the quality of the informationthe driver
is reporting. Somestrategiesalreadyin usein social networkscould be explored suchas ratingsof
particulaty reliableusersor matchingfor coincidentobservation$30].

4. Publishing Driver Observationsinto the SemanticSensorWeb

Once a drivegeneratesbservation has been collected through a diivéated or a sensanitiated
dialogue,the InteractionManagerhasto starta procedureto makeit availableinto the SensoiWeb.
Two man stepsarerequired:(1) to provide a homogeneousepresentatiorior the humangenerated
observationand(2) to drive a mechanisnto publishit in the SensoMWeb.

As mentionedn thelIntroduction(Sectionl), thereis currentlyanemegenceof SensoWebportals
(i.e., Pachube,Sensorpediagtc), and they could be consideredfor publising humangenerated
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observations. Another family of resourcesthat could be explored for these purposesare Social
Networkinfrastructuressuchastext-basedoosts(e.g, Twitter [31]).

In this work we will exploreOGC SWE principles[8], asthey constituteone of the mostmature
and active proposalsin the field. Nevertheless,specifying the requirementsfor publishng
driver-generatedbservationausing current SWE standardss far from trivial. Here are somemajor
pointsthatmustbetakeninto account:

1 First, it would be necessaryo describethe in-vehicle HMI systemas a sensingsystemusing
SensorML (Sensor Model LanguagdB]. SensorMLis the OGC SWE languageused to
describedifferent typesof sensorsand sensorsystemsfrom simpleto complex,suchasearth
observingsatellitesor, in our case adriver-observer.

1 Then, this observatiorgeneratingentity must be registeredinto an OGC Catalog Service
(CS'W) [4], sothatits observatios canbe discoveredy otherapplications.

91 Driver observationsshould be representedusing the O&M (Observation& Measurement)
language[8]. O&M definesa domairindependentconceptualmodel for the representation
ofi spatiotemporél sensedlata.

1 Finally, thehumangeneratedensoresourcehaveto beregisteredandmadediscoverableand
accessiblaisinga setof basicWeb Servicessuchasthe SensorObservatiorService(SOS)[ 8]
(SWEonly standardizetheirinterfaces).

Dueto the difficulty of addressinghe abovepointsin our in-vehicleenvironmentjn this work we
have soughtto drift toward the recentinitiative of blendingthe SensorWeb with SemanticWeb
technologiesinto whatis referredto asthe SemanticSensoiWeb[9,10]. Notwithstandinghefactthat,
asstatedin the positionpaperpresentedn [32], it canbe hardto measureénow successfutheserecent
initiatives are we will explorethe use of URI-based(Uniform Resource Identifierflescriptions of
humangenerated observations encoded using the Resource Desch@mework (RDF), as this is
an accepted Semantic Web standard [33]. This will facilitate building many applications such as Web
mashups and, as we will discuss and illustrate in Section 5, by adopting Linked Data principles
(Li nked SensoruseDRI$ as refeerizce for, lcokk asovell as RDF and SPARQL
(SPARQL Protocol and RDF Query Languafjed r st or age, access, and g1
So far, adopting what we can call Semantic Sensor Web principles, the followhsgcidns will
discuss how to desbe, store and access the Hitlllected drivergenerateabservatios.

4.1.Semantidescriptionof Driver-GeneratedObservations

Annotatinghumangeneratedbservationsisingsemantianodels(i.e., RDF andOWL) canprovide
importantbenefitsoverotherschemes:

1 It offers the ability to reason and make inferenca from observationsusing semantic
technologiesgiving accesgo thewider setof applicationgha makesuseof the SemantidVeb.

1 It enablesthe straightforwarduse of querying mechanismssuch as SPARQ., to discover
newinformation.

1 It providesthe possibility of integratingnew observationsvith the greatamountof information
enabledhroughRDF andOWL in the SemantidNVeb. This pointis closelyrelatedto the Linked
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Dataconceptintroducedby BernersLee,which refersto i d gptibishedon the Webin sucha
way thatit is machinereadablejts meaningis explicitly defined,it is linked to otherexternal
datasets,andcanin turn belinked to from externaldatasets[34].0

Il n order t o

provide a

semanti c

representatio

approach proposed by Henseh al [35] based on the encoding of the OGC Observations and
Measurements language (O&M) in OWL (the Web Ontology Language [B6]JD&M-OWL an
ontology covers a subset of concepts in O&M, and, similarly to what is proposed in [35] for general
sensor observations, we think it can also offer interesting possibilities for managing-demeazied
observations. Figure 3 shows the ttatisn of O&M into OWL, adapted to our drivgenerated
observations scenario; it is important to note that, as can be seen in the figure, the O&M property
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t he i
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Figure 3. O&M-OWL model(adaptedrom [35]) appliedto driver-generate@bservations
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In O&M-OWL, relationsbetweenconceptsaredescribedusing RDF triples, which correspondo a
subjectpredicateobjectstructure As anexamplethe O&M-OWL representatioof adriver-generated
observatiorof the presencef densefog on aroadwould beaslisted in Table 1

Table 1.0&M-OWL representation of driver-generated observation of dense fog.

om:obs 1
om:obs_1
om:road 1
environment: Road
om:obs 1
environment:denseFog
om:obs 1
om:time_1
om:time_1
om:obs 1
om:human_1
om:obs_1

rdf:type
om:featureOfinterest
rdf:type
rdfs:subClassOf
om:observedProperty
rdf:type
om:samplingTime
rdf:type
owl-time:datetime
om:procedure
rdf:type
om:observationLocation

om:Observation
om:road_1
environment:Road
om:Feature
environment:denseFog
om:Property
om:time_1
owl-time:Instant
f20110610TO
om:human_1
environment:Driver
om:location_1 .

(Explanatory noteomis used as a namespace for O&M and is placed, with a colon, before the concepts
defined in the O&M schema; concepts from the environment ontology contain the nanersgemement
anddbpediarepresents a link from a locati observation to a dbpedia URI
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In this example it is important to point out that, as discussed in Section 3;uvleicle HMI system
collects (by engaging in either drivimitiated or senseinitiated dialogue) only h e
of the observed phenomenare.( theom:featureOfintereyt Consequently, the HMI architecture has to
automatically provide all the remaining data to be included in the @@&NL representation describing

the humargenerated obsertran. This includes the particular situation of the car on the road

driver 6s

(om:observationLocatignand the observation timerfi:samplingTimk It is also important to note that,
as shown in the example, the observation eraity.orocedurg can be linked to a piécular driver or to
an anonymous driver (or a nickname). This can be very useful when addressing the relevant issue o
privacy management of humgenerated observations (see the discussion and study in Section 6).
Moreover,as we statedat the beginningof this subsectionpy using Linked Data principlesdata
publishedon the SemanticWeb can be reusedin the sensorannotationprocedure.This makesit
possibleto annotatesensordataby creatingRDF links to otherdatafrom sourcedike DBpedia[37],
which is more efficient and i s h a r ¢harbdefiaidg new ontologies with their corresponding
conceptsaandrelationshipsTo illustratethis, Figure 4 showshow, in our previousexample the O&M
location value (om:location_) can be linked to a specificlocation i Si g ¢ eleaifirreadby DBpedia
(dbpedia:Siglenza using the property location defined by the DBpedia ontology (dbpediaowl).
Furthermorejn DBpedia,theobjecti Si g ¢ ie nelateaito otherobjects For examplefi Si g ¢ienz a o
definedas partof anotherocationnamedi Gu a d a [seekFigune 4.d heflexibility andrichnessof
structuredinformation offered by Linked Data opensthe possibility of performingadvancedjueries
andinferenceson thesedriver-generate@bservationsaswe showin the following subsection

Figure 4. Driver-generatedbservationdinked to DBpediaresources

Location_1

Driver |
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Observation
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DenseFog l

4.2. Publishing on the Semantic Sensor Web
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Togethemwith the useof O&M-OWL to generatalriver-generateabservationencodedasa setof
RDF triples, it is importantto considethow thesesemanticallyannotatedbservationganbe accessed

for inferenceor query.

In our work, in contrastto the use of semanticallyenabledOGC servicesproposedin [35]
(in particularthe extensionof SOSto SemSOS)we haveexploreda preliminary steptowardsmaking

(
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humangeneratedbservationaccessiblaisingthe existinginformation spaceof the Web. We stored
RDF driverobservations in public repositoriase(, SPARQL Endpoints [38]). By doing so O&MWL
observationenmdedin RDF andlinked to specificontologiescanbe sharedwith othersystemsand
applicationghroughthe SemanticSensoWeb (SSW).Theinformationpublishedn the SSWcanthen
be usedfor a wide variety of purposesit canbe further mashedup with otherinformationto acquire
yet higherlevelsof knowledgejt canbe pooledto analyze patternsof useof applicationgfor example
for a Road Safety Authority), or it can be fed backto applications(e.g, other connectedcar HMI
systems) thus closing an information loop, with a connectedentity producing and consuming
contextawareinformation

To illustratewith an exampleapplicationscould haveaccesso the humangeneratedbservations
storedas RDF Graphs,which canbe retrievedvia SPARQL queries.Throughthesequeriesit will be
possibleto filter the RDF triplesin therepositorythatfulfill a setof desiredconditions.The following
exampleshowsa SPARQL querysearchingor driver-generatesbservationgrom roadsin a specific
area fiGuadalajard andwith i d e n s astheohservedroperty.

PREFIXenvironment<http://www.sensor.gaps.upm.esygonment>

PREFIXdbpedia:<http://dbpedia.org/resource/>

PREFIXom:<http://www.opengis.net/om/1.0>

PREFIXrdf:<http://www.w3.0rg/1999/02/22df-syntaxns#>

PREFIXdbpediaowl:<http://dbpedia.org/ontology/>

SELECTDISTINCT ?0bsWHERE{

?crdf:typeenvironmentRoad.

?0bsom:featureOfinteresc;
om:observedPropergnvironmentdenseFog
om:obsevationLocation?loc.

?locdbpediaowl:isPartOfdbpediaGuadalajara

}

In this examplethe queryworks by matchingthe triples RDF in the i WH E Rdadseagainstthe
triplesin the RDF graphstoredin therepository.Our RDF examplein Section4.1 matcheghis clause
becausethe observationwas linked to a specific location datum in the DBpedia domain. Thus,
information availablein the SemanticWeb is reused The observationwas linked to the resource
i Si g ¢ amchiarelatedto theresourcedi Gu a d a thrayglahe ABpediaontology(by virtue of
theisPartOfp r o p e Thusth@gueryresultmay includethe valuescorrespondindo our particular
observatior(alongwith all the otherobservationpublishedin the repositorythatmayfulfill the query
requrements).In this casethe value (om:obs_}, thatrepresentan observationfrom a specificroad
segmen{om:road_2J, would beassignedo the variable?obs

Additional knowledgefrom semanticallyannotatediriver-observation€ould be obtainedby using
rule-basedreasoningo infer new ontologicalassertiongrom known instancesand classdescriptions.
For example the driver-generateabservatiorof a roadunderdensefoggy conditionsin the previous
subsectioncould be usedby a Road Safety Authority monitoring applicationto warn other drivers
enteringthe area.A driver planning a trip through this areausing a navigator connectedto the
SemanticSensoMeb (in hercaror mobile phone)could be alertedof the densefog andbe advisedto
takeanalternativeroute.
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5. Experimental Setup

We set up an experimentto perform an exploratory analysisof the different approachesand
technologiesve haveconsideredor sharingdriver-generatedbservationsgollectedusingin-vehicle
HMI systems,through the SemanticSensorWeb. Our testing scenarioapproximatesthe realstic
connectedcar environmentdevelopedin the MARTA [12] (Mobility for Advanced Transport
Networks) researchproject, in which severalHMI systemswere developedfor different In-Vehicle
InformationSystemg1VIS) andAdvancedDriver Assistance&systemgADAS) applications.

The instantiation of the W3C MMI architecture described in Section 3, including mechanisms to
annotate and publish drivebservations (Section 4jNas carried out on an @oard Unit (OBU) in
charge of managing the Humdfachine Interaction. This OBU was integrated with the new
technologies (GRRSO General packet radio serviddMTSd Universal Mobile Telecommunications
System HDSPAS High Speed DownlinkPacket AccessCALMA Continuous Air interface for Long
and Medium distancetc) developed in MARTA to give support to V2V (vehicle to vehicle) and V2I
(vehicle to infrastructure) communications.

The final implementation was integrated inGarPC, which is a computer designed to be
specifically installed and run in vehicles. TBarPC was set up with a Linux OS, a JaVatual
machineandrelease3.4 of the OSGiplatform[24].

Figure 5 presents the main components we developed on the vehiaié sidamplementation. As
described in Section 3, the Interaction Manager of our MMI architecture was implemented using SCXML,
so a specific bundle was developed including the SCXML engine provided by Apache Commons
SCXML [39]. Both the driveinitiated aml the sensemnitiated dialogues were implemented using
SCXML documents invoking proprietary Telefdica R&D speech technetodASRS Automatic
Speech Recattion and TTS Text to Speech) accessdtirough a Speech Server bundalogue
management alsimcluded interaction with events from buttons on the steering wheel (which served to
carry out functions such as allowing the driver to generate an order to start-#nitiated dialogue).

Figure 5. Experimentaketupfor publishingdriver-generateabservationsn the Semantic

SensoWeb.
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The eventbasedcommunicationlayer (again,seeSection3)d an importantelementin the W3C
MMI architecturd was supportedby the EventAdmin OSGi Service bundle, which is a standard
way of dealing with eventsusing the publish/subscribenodel. It is through this service that the
SCXML-based Interaction Manager interacts with the Speech Server bundle (ASR/TTS) as well as
with several bundles receiving sensor data.,(Sensor Components). Data from Local Sensor
Components (casensors) were received through specific wrapping components that accessed the
CAN (Controller Area Network) bus, while a specific bundle, including Internet access through GPRS,
was developed to access the Semantic Sensor Vel quey RDF repositories).
Anotherimportantexperimentaldevelopmentvasthe integraton of severaltechnologiego reach
the final goal of makingthe driver-generatedbservationsgollectedthroughthe SCXML dialogues,
availableon the SemanticSensoiWeb. To this endwe followed two majordevelopmensteps:

1 First, a specific bundle (the SemanticAnnotationbundlein Figure 5) wasimplemented.This
bundlereceiveseventsfrom the InteractionManagerand generatefRDF annotationaisingthe
O&M-OWL model. As discussedn Section4, to completethe datain all the generatedRDF
triples, this bundle was connectedto other in-car information systems;in our caseto the
navigationsystem,to obtainthe road name(om:observation, currenttime (om:samplingTimpe
andposition(asthe precisekm on a particularroad,om:observationLocation

1 Second, each time the Semantic Annotation bundle generates a RDF annotatedsinveation
a SemanticSensotWeb publicationbundle(SSWP,seeFigure 5) is usedto publishit in a RDF
repository.For this purposewe have madeuseof featuresprovidedby Sesamdg40]: an open
sourceJavaFrameworkfor the starageand queryingof RDF data.More specifically, we have
usedthe Sesamavorkbenchto createan offline repository.Consegently,asshownin Figure6,
each time the SSWP bundle generatesan RDF annotation Sesameis used to add the
correspondingnew RDF triples into an RDF repository (more specifically into a SPARQL
EndPoint38]).

However,it is importantto noticethatdriver-observationstoredasRDF triplesin repositoriexan
be only accessedy sendingSPARQL queriesto a SPARQL endpoint.In RDF the resourcesare
identified by meansof URIs. TheseURIs usedin the SPARQL repositoriesare not dereferenceable,
meaningthat they cannotbe accessedrom a SemanticWeb Browser and thereforeby a growing
variety of Linked Dataapplicationsandclients.For example,n our particularcarrelatedscenariahe
resourcesn the namespacenvironment(usedin the examplein Section4) canbe foundfollowing the
URL http://www.sensor.gaps.upm.esygonment However, the SPARQL endpointis accessible
through the local addresshttp://www.sensor.gaps.upm.es/opersdéame/repositoriesigironment
Thereforethe RDF in this repositoryonly will beaccessibléocally by the SPARQL clients,makingit
necessaryo performa mappingthatallowsaccesshroughsemantidorowsersandlinked dataclients.

To tackle this difficulty, Pubby [41], a Linked Data Front End for SPARQL Endpointswas
integratedwith our initial Sesameaepository as depictedin Figure 6. Pubbyalso providesa server
(only requiring a servletcontainersuch as Apache Tomcat)that is in chargeof mappingthe URIs
retrieved by SPARQL endpointsto dereferenceableURIs. Pubby handlesrequestsfrom semantic
browsersby connectingto the SPARQL endpoint, requestingfrom it information regarding the
original URI, andreturningthe resultsto the client throughanaccesgoint. Sg, with the Pubbyserver
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configured to run at http://www.sensor.gaps.upm.as/@onment, when the semanticbrowser or
linked data client decidesto accessa particular URI, such as http://www.sensor.gaps.upm.es/
environmentRoad it accesseshe Pubby server,which then collects the information regardingthe
resourcein questionfrom the SPARQL endpoint (http://www.sensor.gaps.upm.es/opersdéame/
repositories/avironmen}. The resourcanformationis thenreturnedto the clientin machinereadable
format.

Figure 6. Connectionbetweenour ExperimentalSetupandthe SemanticSensorWeb for
publishingdriver-generate@bservations.

In-Vehicle HMI System Semantic Sensor Web

Pemantiogs  SPARQL Clients
: Linked Data

Sensor Web Component

Driver’s
e

p
Semantic Annotation ]

bundle ;

T Semantic Sensor 7

i i | Web publication U L\ Tomcat
Road name (om:Observation) i bundle {SSWP)

| Current time (om:samplingTime)

SESAME

This, in sum,is how we areableto makethe new driver-generatedbservationsollectedthrough
in-vehicleHMI systemshareabl®@verthe SemanticSensolWeb.

6. Performance Analysis and ConceptValidation

In addition to the experimentalsetup implementedon an On-Board Unit, the same software
componentsvere integratedin a driving simulatorenvironment(seeFigure 7), so we could havea
flexible andsafetesing environmenfor performancenaly®s andusability studies

The driving simulatorwas designedwith the opersourcedriving simulatorVDrift [42] (detailsof
our implementatiorare presentedn [43]). The driving simulatorandthe interactionframeworkwere
integratedthrough a standardconnectionin order to make contextualinformation availableto the
interactionframework.The HMI systemconsistsof anapplicationdevelopedisingOSGiandSCXML
technologieswith which the driver canreporta limited numberof 16 observationgdriver-initiated
dialogue)or confirm a specific situationin a dialoguethat is automaticallyinitiated when a vehicle
sensor(or setof sensorsyletectsa reportablesituationsuchasa brokendown car stoppedon the side
of theroad(seeSection3). Performanceestsanda conceptuabalidationof the scenariowith potential
userswerecarriedout usingthis driving simulationframework.



