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Abstract: This paper presents a collaborative syste@de up ofa Wireless Sensor
Network WSN) and an aerial robotyhich is applied to reatime frost monitoring in
vineyards.The core feature of our system is a dynamic mobile node carried by an aerial
robot, whichensuescommunicatiorbetween sparse clusters locatdragmented parcels

and a base station. This systemercones some limitations of the wirelessetworks in
areas with such characteristics. Tdseof a dedicated communicati@hannel enables data
routing to/from uifimited distances.

Keywords: Wireless Sensor Networkaerial robotsvineyard frost monitoring Precision
Agriculture

1. Introduction

Precision Agriculture (PA)a new concepin crop managemenhas beerapplied in agriculturdéor
some ears now The objective of PA is to avoid applyindpe samemanagement practices to a crop
regardless of siteonditions and to improvigeld management from several perspectives; for examp
it can help taminimize wastage opesticides required for the effective catof weeds, diseases and
pests and to ensure that csoceive adequate nutrients, leading to moréciefit and greener
agriculture [1,2]. In otherwords PA can be considered as a management strategy that utilizes
information technology with the aimf amproving production andjuality. It therefore differs from
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conwentional farming as itletermires variation more precisely anthks spatialdatato management
actions. It thereby allows farmers totend heir farm, crop and practices from an entirely new
perspectiveThe field adogion of PA canbe represented as a figgep cyclical procesthat covers
data collection, diagnostic, data analysis, precision field operatohewaluation [B In addition,at
least three criteria are required the implementation of R: (1) Clear evidence of significant spatial
and temporal variability in soil and crop conditions within a field and in fields wighregion;

(2) Ability to identify and quantify such vabdity; (3) Ability to reallocate inputs and adjust
management practicegn order to improve productivity and profitability while minimizing
environmental degradation.

The satisfaction of the second criterion is crucial for ensuhegsuccessf the adption of PA
practices Indeed, field data gathering is an essential stage in ordestéblishthe state and the
conditions of a crop

Historically, visual inspectioéd color estimation or mold localizatidnhas been usedor
determiningthe state and conditions of a crop. Recently, more advanced toolbdwwesed,such as
physical sensorke anemoneters or thermometers, antbre complex elecwnic sensorge.g., pH
sensors, gas sensors or hyperspectral angly2everthelessgataacquisitionfrom these tools was
cumbersomeand not available in reaihe. Wired sensors networks have baeplied as a solution to
this problem, but due tthe long distances andatural unstructured fieldavolved Wireless Sensor
Networks (WSN) techology has proven to belaetter optiori4,5].

Although the measuredparameters have nathanged in timetemperature, humidityand solar
radiationstill remainas the most important ones.elmtroduction of WSN nodes for farm monitoring
has led tothe possibility forsupervisinghow parameters evolvia real timeand howtheyare related
It therebyprovides a powerful monitoring tadl' herefore itallows quick reactions or evepredictive
actions according to the circumstancébis is probably the remn why many applications have
recentlyemergedising WSN in precision agriculture.

Most WSNs, such a those described if6-8], use WSN humidity sensors for evaluating the
specific irrigation requirements for each specific aMany other topics where WSN technololgss
been adopted include pesticide contf®], quality assurancg10], as well as glodamonitoring
systems [1112].

On the other handhéuseof Unmanned AeriaV/ehicles (UAV) in agricultural taskwaspioneered
by Japan during the 80&hen Yamaha received a request developng a new kind of unmanned
helicopter for cropspraying purposes I3]. UAVs have been later introduceid agriculture
applications in order to overcome the limitation of conwerdl remote sensing systems, such as
satellites or manneaircrafts, whichhave showrbeng inefficient to addresagriculturerequirements.

High spatial resolutioand imagevailability at critical crop stagese some main constraints in PA
(i.e. thetime window to obtain the required images is usually very sifi#l]) For this reason, UAVs
have beemmainly employed for image survey$for example mapping invasiveveed outbreaks in
coffee plantations, finding irregularities in the fertilization delivery systemdaterminingripeness
analysis 1516]. UAVs have also been employed in vineyard experiments with the purpose of
analyzing variable soils, pest problendgferences in frit maturity [17], and monitoing nighttime
temperaturesfor frost mitigation [B]. Other authors have presented the development of a
remotesensingaerialplatform for generamapping purposes §l. 3D- GIS map generation employing
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UAVs havealso beendiscussed in [2@]]. Furthermore, cooperative remote sensing for-tiead
water management and irrigation control with sraBlV is proposed in [2P

Regardingthe PA concept,modern viticulture can be consideredaaspecial type of PA. Iract
Precisin Viticulture (PV) deabk with the existence of variability igrape yield and quality. This
variability mainly depends oklimate and soil propertiesloweversoil moisture, pest and environmental
diseases can also have strong impact. Agricultural practiee influence grape quality, so it is
important that thesapplicationsare chosen based on s#gecific conditions with the support of fine
scale information. PV represents a management strategy based on fine scale information that can b
used to influence the quality of wine prection. Quality is perhaps one of the mimsportantfactors
that affectsviticulture in terms ofcrop value but there is generally a tragié between them [Z3].
Focusing on the application of sensor networks for vineyaidslar objectivesas thosementioned
above for other cropan be found24-26]. Differences come from the distribution of the sensors, the
acquisition frequency, and the meaning of the data acquired. For example, vineyards are catiée delic
when facing low temperature.eBRHime temperature monitoring combined with historicaitad
prediction could prevent frost effectBhe ana}sisof moisture patternalsoprovides an effective way
to avoidsomecroppathogens, such gewdery mildew.

As [27] shows vineyard are commonlyparceled ito severalremote and isolategmall tracts of
land of one ortwo hectaresn size Furthermore, surrounding parcels could belong to other landowners
or be cultivated by other gress This means strict limitations for a simple WSN topology. First of all,
long distances between the considgradccel® often hundreds of meters, or even kilome&ieirsiply
that it is not feasible to use commondearesources to communicatata from one parcel to another.
Wiring parcelscouldalsobe unfeasibledue to property rights oratural obstacles(g.,rivers, roads or
precipices).

This strict limitation canalso be applicable to links insiel parcels and connections between each
subnes andbase stationsince 1 is not always possible or advisable to place it near the fisddeng
distance could beinvolved The solutiorof simply providing more powerfuradio links would not be
feasible, since¢his decreasgbatteries lifetimendincreagsnodeweight and size.

The second problem that WSbhsed system has to deal with is glieblemof communications
between the nodes of each mesh network. Although the nodes are placed on the fieldsainsalatan
random fashion, they try to organize themselves in a mesh topology. This structure improves
reliability, butit is not enough since meshnemunicationsare not always availablesCommunication
problems arisesince a vineyard is a dynamic natural system: nodes are subject to dense foliage
growth (e.g.,seeFigure 1, animal intrusion@nd constant climatological changeBaus, theinternal
communicationsin a cluster can bdully or partially affected, dividing the cluster in several
sub-clusters or even isolating one or several nodes.

Sincethe manuatepositioningof the nodegeriodically is anmpracticalsolution,oversizing the
networkwould be the only solutiom orde to decrease the probability for tleek of communication.
However,increasng the number of nodes is not a robust solution, due to the economic, energetic, and
computational costs involved.

In the describe situation, the aim of this work is to provide farm managers with a friendly tool that
improves situational awareness of their crop by using a WSN linked through a mobile node, carried by
an UAV. The combined use of both systems has been already rembrv@dng their benefits and
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extendable applications by using fixedhg aircraft [28]. This approach could present some
drawbacks when typical short range and low consumption nodes are ussdnddes willprobably
require complex trajectories to be merhed by fixedwing aircraft. However, using aircrafts with
hovering capabilities allows determining optimal static positions for bridging WSN nodes
independently of the required download time. Additional facilities have been reported about the
combined us o f WSN and UAVO6s, as the i mprovement
positions [29].

Figure 1. Active node surrounded of dense foliage from the vines

2. SystemOverview

The proposed approadan be formulated as follows: Given a set of convex or/and noonvex
cultivated land area® denoted as parcélssolated without the possibility of establising a
communicatiorinfrastructureamongthem §eeFigure 3, a system that will be able to monitor a set of
biophysicalinterestingvariables in near redime (.e., frequentlyenough to prevent crop damages)
and dispatch thmmformationcollectedto a predefined endise(s) or basestatior(s) should bedefined

Figure 2. Several crop parcelghere a desired aerial trajectasydepicted

Hence from the communications point of vieveach parcelill address a cluster that can be set up
usingone or several WSN nodeSlustersare represented as a unique access point, sisck ithe
cluste, nodes communicate among them using a mesh topology.
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In order to cope with the limitations of the conventional WSN, sudhag communication range,
energy consumption limited processingand storage capacitand low bandwidth, a hybrid system
made upof three different elements proposed

1. Sensing systenfWSN). It is made up of split ground static wireless sensor network, which
monitors the crop acquiring information in an intelligenanner (i.e., optimal sampling,
storing and routing)This will bedescribedn detailin Section2.1.

2. Mobile node Stationary nodes are combined with a mobile node carried by a mini aerial
vehicle employed as a remote dynamic data collector, analyz8eliion?2.2.

3. Long distance communicationBinally, the systems endowed with a packet oriented mobile
data service connection, which providadong distance communication chann&his is
presented irfsection2.3,

A schemeof the systentayoutoverthe parcels is shown in FiguBe

Figure 3. An illustrative example of the overall remote sensing mission.

1. Sensing systeny, / A 2. Mobile node
/ ’ it /
NI
P

3. Long distance
communications

4. Base station

2.1. SensindSystemWSN for Specific Data Aquisition

The sensor networks responsible foacquiring orground relevant information and communingt
the datato the base statipmusing WSN nodes (or motes). Timotesare small devices equipped with
sensors, processing systems and communications resolineepointsto be taken into account are
data acquisition operation, time and requiremémtshe communication systemséeld dimensions in
relation with nodes and sensors, creguirementsetc. Thesesubject matters are dealt in this section

Sincethe whole fieldmonitoring network is split ito several clusters of different sizevery @art
of thefield is monitored by oner several clustefformed byone or more WSN nodes. The motes will
acquire informatioraboutthe soil, weather and/or cragatus These data will be relayad thebase
stationwhen an air vehicle flies ovexach cluster, sending the packets through a relaying node on the
aerial drone, denoted gsadrotor

This physical topology has been defined in order to provide enough flexibility to the
network[28,29]. It alsoallows definingnode layout according t@rrain requirement and necessities,
without consideringcommunications constrains. such mannerthe number and performance of the
nodesare increased, since node concentrationiesaaccording to the magnitude evolution in each
terrain slide. In this sese, areas where the magnitutiesnonitor do nothighly changealong the
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distance €.g.,temperature)it will be supervised with few node®n the contrary, zones where the
variation of the magnitude is spatially unstabkg(, gas concentration, vibrations) should be
monitored with atighter mesh. The best topology and layout for this netwaake determined
experimentallystarting from a regular crystalline structure, magnitude evolution gradients are studied,
in order to defie variations focuddaving this datajt is possible tadynamicallyrelocatethe motes
obtaining finally a pattern adequate to the intrinsic terrain charactef{i3fics

Nevertheless, communication links must be also taken into account. Node deployment shall
optimize mote performance, but will also try to perform a mesh topology, allowing complete
interaction among neighbored nodesallows downloadingall databy situaing the relay nodei.€.,
the quadrotor) in the surroundmgf the clusters, avoiding the necessity of locating it accurately. The
capaity for obtaining load information from any nelay point also allows defing optimum
trajectories to cover every field. It clearly enhances the global performance of the system, and derives
the complexity to the communication protod8il]. The systems work properly h&n no regular
meshes are definddboth initially due to operatio circumstancesbut with decreass in their
performanceThe scatteringof the nodesn relation tocommunications only becomes significant when
node distribution is actually atomized. Even in this particular dhsesystem architecture is able to
guarantee a norral operation byncreasg flight time and requirementsf theresources

Furthermore not only mesh routing schemes should be considerethedgerature shows, most
routing protocols are designed and defined for systems where nodes eisttétedand punctual time
intervals, being inactive and awaid with respect tocommunicationd the rest of the time (.
Nevertheless, this kindf architecture will saturate and overflow the network in our applicaivbere
big packet streams are sirtarieously sent from every node, in order to minimize quadrotor
harvesting/overfly time.

Most of the Medium Access Control (MAC) layer protocols are based on probakisitydonty
waiting to resendbackets which have been lost due to collisions occytrsrghe synchronization and
communication time could bbhuge [33,34]. That is why a pipelined hierarchy organization was
developed. Althoughhisis not optimumor adaptable to any kind of general situatiahss absolutely
appropriate in this contexin this manney asFigure 4shows, each nodeorks individually, in an
autonomous and iterative way, while the quadrotor is not in the surroundings. When it #rrives,
communicates its presence to the network by means of a QDTR beacon, which willdokatpng
the mesh, configuring the paths for the routing schientee same actiof85]. Once the hierarchy is
set, according to the distance from each node to the sink (measured in number of hops), every nod
serdsthe data saved following the protocoépented in th€igure4.

Thus each node should maintain a number of packets inversely proportional to its distance to the
guadrotor(d), with a latency time proportional te1ld The way to guarantee the data pipeline in this
multipathreconfigurable system is to use CSMA/&hcluded in IEEE 802.15.4 protoéblthat
delimits the access to the medium in conflictive ar§. This systemis appropriate when the
clusters are made up of few nodes so as not to overflow the systenaldvilimg the required data
bestored.
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Figure 4. Communications protocol.
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The algorithm that describes this operati®ibasedn the state machine presentedrigure 5 As
it can be observedhe initial stat® and also the mostommon ond is low energy condition, or
IDLE, this is due to the great importance pmwer consumptionn WSN systemswvhere battery
lifetime is a criticalissue. In this state, microcontroller, sensors and inputs/outputs are dsataed
for communications (aerial and chip) and watchdog tintirat are maintained awake.

At any time, loth interfaces could trigger a system interruption: packet recefpbonthe mobile
nodeor timing signalthat launcheshe acquisition proces&ny of those eventwill prompt a node
reactivation, which will wakehe system interfaces and resourcgs The base prograwill then be
able todeterminewhat caused the interrtipn.

In case of a temporal event, the measurementwikke turned onandthe corresponding sensors
will execute multiple micro delayed acquisitior&1 t hough f i nal accuracy
precision, i allows to avoid punctual errors by applyinidpe necessary filtering processes in the
successive stepas well as obtain a more realistic valBesides, analyzed data will provide solutions
for environmental pattern recognition, of alarm/critic state recognition and parameters required to
dynamicdly adapt mote operation (such as sample timember of samples per acquisition, secure
range.etc).

Finally, the data is encoded in order to maximize memory capacity and communication intervals. In
this line, when similar values are obtained repeatéalthin a predefined range), new value is not
stored Instead, a heart bit in the package header indicates that the acquisition was successfully done
and its result was similar to the previous one. Also, values are encoded depending on their frequency
in a similar procedure as used in Variable Length Coding ({BQ) Once thenformationis ercoded
andstored the control loop is resandremairsin IDLE mode untilit receives a new interruption
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Figure 5. WSN mesh workflow.
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On the other hand, when the wake up is motivated by an incoming communication, the string is
initially analyzed. Apart from the node number, the header is the same for every communication,
because messages only flow among similar motes with the same oaatmn standard, and
differences appear in the payload. So, packet discrimination stithtshe MESSAGE TYPE field.

Two kinds of packets are considered: beacons sent by the quadrotor, and data packets sent by oth
motes to be relayed to the sink.

In the first case, thquadrotor beacons are in charge of waking the nodes up one by one and making
up the mesh. It indicates that large communication resource is available and ready to receive their
saved data. At the same time, beacons are also usedafoatawg and defining feasible paths for the
routing scheme. In such concept, every individual mote estimatd#y and strength of the beacon
message received. After putting this information in common and deciding globally which best path it is
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for eachnode, every mote starts sending information stored according to the protocol mentioned
above. As mentioned, this process is kept while observing the respective tokens and veliébleo
packets are present in the aerial. This second kind of packdtseerice information acquired and
should be driven up to the sink.

Consideringall of theabove, both communications standards and WSN dewiees analyzed and
the ZigBee protocolvasselectedsince it wasspecificallydesigned for interconnect a hugamher of
nodes(up to 65535 in the same network) split in multipubnets withmesh topology basing on
IEEE 802.15.4 standar@esides, its transmission data ré#B0 kbp) power consumption argeneral
performancere suitable foprojecb definition[31].

On the other hand, multiple alternativesre availablein the WSN device area. Nevertheless,
light of the computation requirements imposed by the communications and compression algorithms
(8 MHz TI MSP430 microcontroller with 1B RAM), the high level of integratiorand robustness
neededantenna, sensorsic), andextremely low power consumptiarecessities (1.8 mA inctve
mode, 5.1 OA in IDLE mode), (3ossbowds Tel osB

2.2. Mobile Node Aerial Robot as a Mobile WSNode

Theemployedaerial platform to carry out this missionasini verticaltakeoffand landingaircraft,
denoted agjuadrotor Unlike helicoptersguadrotos provide simple assembly anthintenance due to
their non-complexmechanical control linkagdor rotor actuationThe vehicle control is dont@rough
variation of the speed ofour fixed rotors Recently, quadrotor manufacturers have been able to
slightly increasgpayload capacityvhile maintaining a greahaneuverability. Furthermore, due to the
small dimensionand lightweight of the platform, safety and legislative issues are out of discussion
The small quadrotor employed in the experiments has the following characteristics:

Width: 0.63m

Dimensions: 4 40x 10cm

Total weight: 550 grams

Payoad: 200 grams

Spektrum DX7SE 2.4 GHzmote ontrol

X-Bee 2.4 GHzatalink

LiPo 11.1 V 2100 mAh

Maximum height: 500 m

The four rotors arenade up oX-BL-52s brushless motors and their controllers.
Sensing capacity: GPS, IMU, 3RAG, pressure sensor.
Themainframeis made up ofipowerboard and aautopilotcard.

= =4 =4 =4 -4 4 4 -8 -4 -4 4

Position estimation is based on GPS that allows performing position contrblzatvhereas attitude
control is based oan Attitude and Heading Reference Syst&HRS), which runs at 58.81z. The
sensor navigatiordata from the quadrotor can be received via wireless connection (Data link
X-Bee at 2.4 Bz). The control commands can be sent to the vehicle using the R/C transmission radio
control or the Data link Bee in writemode. The opetar is able to enter in the control loop at any
time by using the radio control or through a Graphical Operator Interface (GOI) developed for the
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assessment of the mission proposed. The mission can also be manually aborted using the GOI show
in Figure 6 In this case two procedures can be follow@dhe quadrotowill remain hovering to wait

for operator commands @) the quadrotorwill return to the homgoint (beginning of the mission)
autonomously.

Figure 6. Aeria vehicle experimental setuga) Mobile basestation, (b) Quadrotor
graphical operator interfacé¢) Quadrotor,(d) Data link (e) Emergency pilot remote
control X-Bee.

e ] = 0151 e 1.45m e 0.00mis b

(b)
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2.3. Communication®Workflow RelayingDatato the Base Station

As previouslymentioned the air robot is responsibfer shippingthe bridges between the parcels
and the base stah. This mobile nodas attached to one of the four frames of the gotat, taking
into account drone mass distribution and ineftiaverthelessthe motor throttles should be balanced
in order to compensataass deviation.

Additionally, it was also necessary to consiééctromagnetic interferences (EMihen placing
and configuring the communication systems, in order tnoaffect quadotor avionics,or mote
capabilities (se Figure 7. Figure 8shows the onboard mass distributiarthe quadrotoremployed
where the motean be observédincluding the communications and control dedt usingless than
50% of the overall payload capty.

Figure 7. Quadrotorflying over the vineyardshippinga mote. Theattachedmote is
depicted inthe bottomright inset

Figure 8. Quadrotoron-board mass distribution

Mass distribution [%]

16
64 EArduino Uno

W HiLo Sagem GPRS Module
4,86 e
OTelos Mote

6}57 WEFree

In order to cope witlihe requirements of the missianch as dealg with the problems of long
distances between the vineyard parcels and the base stgtiackedoriented mobile dataonnection
service based in General Packet RadoviBe (GPRS)has been adopted order to communicattne
drone with the base statiomhe GPRS connection allowselayingthe sensor data from the motes
within the vineyardsuntil the basestation through wide distances. This solutionn$y limited by the
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quality of service QoS of thenetwork provider, so itan beconsideredasrobustand reliableUnlike
fixed GPRS modemshe modem shipped on the droakows transmittingdata overcomingsPRS
shadowarea® commonly found outside urban aréas the parcelsThe datais stored andhenlater
transmitted as soon as the drone reaaheas wittcommunicatiorcoverage

An additionalfeaturefor the system can be usirf@8hort Message Service (SMSyhich allows
sending messages to farm managemsodically, andtherebyincreasing their situation of awareness.
The systenpreviously menticned is based on Arduino Uno board and GPR8ad bandmodule,
which include a HiLo SAGEM aomunication module (see Figurg 9

Figure 9. Arduino system employed for communication with the base station, likewise for
message delivery.

¥ GPRS Module for Arduino

The overall Grounddir communication system shownin Figure 10 and works as followshe
main component of thair subsystem(shownon the topof Figure 10 is the Arduindboard that reads
the daa from the quadrotor, likewise from the [6eB mote.The data is read from the quadrotor at a
frequency of 2 Hzand from the mote at a frequency of 4 Hhe Arduino is alwaysn standby. The
reading mode is activateglery time theonboardnode senses a reliable sign franground WSN
distributed over garcel {.e., the signal quality should be greater than a defined thresAdiis) data is
then dispatched to the base station that is shown in the bottom layer, with respect to the ground
subsystem, and consequently sent by SMS to the farm manager if the temperatures drop the critical
values. Itallows a previous reaction (earlier to the damaging effects, but reactive to some past
circumstances). In the bastation the biophysical paraners €.g.,temperature, humiditygetc) are
stored with respect to the waypoint that maps the patcshould be taken into accounthat each
waypointcorrespondso a parcelwhich is indeectoveredby a single WSN The waypoint coordinates
are computeé with aniterative genetic algorithm (GAYhat computes an optimdlovering position
within each parcelWe understandoptimal hovering positionas the position where there is more
ground nodes covered by the aerial node.

This stored information could be analyzed, managed and visualized using a specific tool specially
developed for this application. This instrument is prompted as a Graphical User Interface (GUI), and
provides crop managevdath a simpleway to define the nsgon targetsandlikewise to storevisualize
andmanage the data acqudrever the parcels (see Figure).1Therefore, it has a double purpoee:
the one hand, showing, storing and processing collected information in order to analyze relevant
factors (tedency, evolutions, critical pointgfc) in a simple way. On the other hand, providing a
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userfriendly tool to manage missions that only requires selecting targeted parcels by clicking over
them in the map, and defining the mission parameters (sucimpgesi@me per parcel, flight altitude or
elapsed time between repetitions). This information is directly configured in the air drone.

Figure 10. GroundAir system communications.

,r_ - _A_rd_uiﬁo board :ﬂ Quad-rotor
iusa 1.1
,r Mote :
L j Air )
B IEEE 802.15.4
GSM
| -------- |
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I L Y N e -
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Figure 11. GUI employed in the bas&ation to aid the crop managers to carry out the frost
monitoring mission.
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3. Case Study andExperimental Results

A set of experiments have been carried out in a wine production region at the northwest of Madrid,
Spain[39] with the purpose of demonstrating the effectiveness of the proposed system. The cultivated
parcelswherethe experimentfiave been carried oarereported by crop manageto beone ofthe
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most injured areas from thH&oring season frosit is a major prdlem in theseareas since&limate

poses a major threat glant injury due tdow-temperature That is whyactive frost protection to
prevent damage to fruits tequirel. The protectionmethod is initiated just prior to the air temperature
reaching the critical temperature for crop damage and shut down when themperature damage

has dissipated. In all cases, frost/freeze protection involves workers monitoring air temperatures
throudhout the cop. Indeed, all frost/freeze protection systems are costly in terms of capital, labor, and
operating costs. Hence, this is the appropriate domain to integrate and test our pbypasaliiring
information of the atmospheric temperatut]] the relative humidity40] and ambient lighf41].

The experiments were limited tthree parcelsfrom this critical region. The parcels have
approximatelyan areaof 0.5 up to 4 hectareslt should behighlightedthat they are separated from
eachotherat adistanceof 70to 100m.

To test thereliability of ground communications among the nodes from each mesh network, a
preliminary experiment was carried out. In this experiment, 10 motes weretlussdn area A,four
in areaB and three in area C (seggfiie 13. This experimenimakes it possible to test if nodes are
almost randomly distributed.€., keeping a distance not greatitian 30 m betweethem) in an
unstructured terrain and could maintain the network workload. Table 1 shows the overatjsadital
and packets lost from each mesh network.

Figure 12 The three parcels adopted for the experimental scewithdhe corresponding
WSN arrangements

This result plays an important role in the workload analysis, since they give a quantitative
magnitude of the entb-end signalaccuracy, discarded and resent beacons, and consequently the
network lifetime. For a question of simplicity, the pardetse ben configuredn such a way that
each parcel has a single stable communication cluster. Since the WSN from each parcel have thei
nodes spread with different average dispersions, we can evaluate the distance between nodes that
most favorable, given thaite physical characteristics and the number of motes availBiidesignal
quality is obtained for each mote through the follow equation
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where Signal, Noise, and SNR (Sigitalnoise ratio) argiven in db. Moreover, the packets lost for
each mote are given by

~
g

5w e~ o D
DDOOOOQQOILpSl—Li}— pTT
wherePseniandPreceivegandstand for packages sent and received, respectively. Therefore the Signal
quality and the Packet lost presented in Table 1 are the average value for each parcel.

Table 1 Signal quality and packets lost during the remote sensing mission for each cluster.

Parcels| Average dispersion [m]| Signal quality [%] | Packets lost [%]

A 10 80.3 4.1
B 20 73.2 6
C 30 59.9 6.7

The second set of experiments performed was dedicated to measuring the signal acquired on fligh
with the dynamic node carried by tlpgadrotor The vehicle flew over the aforementioned parcels
with the previous average dispersions. In each parcel the dymaié received beacons from the
ground cluster at three different heights, as shown in Table h2refore, the reliability of
communicatiorat different heights and the area for the number of nodes to ¢eawnlere there is a
reliable communication link) by the dynamic node has been analyzed.

Table 2.Signal quality and packets lost during the remote sensing mission for each cluster.

Parcels | Flight height [m] | Signal quality [%] | Packets lost [%] | Nodes covered
A 10 95.2 0.8 100%
A 20 93.9 1.7 100%
A 30 84 1.1 100%
B 10 93.8 1.2 100%
B 20 90.2 1.3 100%
B 30 83.7 14 91% (10/11)
C 10 95 0.9 100%
C 20 91 1 100%
C 30 87.4 3 100%

The results from Table 1 and2 illustrate how WSN links are considerably improved with the
presence of an elevated node. It confirms initial suppositions about worse ground performance due tc
the natural unstructured conditions of the crop. In general térimgroves the average signal quality
in 19%. The SNR has been also computed for each node, likewise the average SNR for each WSN
within each parcel. In Figur&3 the average SNR values over a given time are shown on the left
column, and the mean valuegrihg that period can be observed on the right column. The analysis of
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those plots have shown that SNR mean values are higher when using-BnoW{SN link compared
to using theGround WSN, making the presence of the relay elevated node advisable.

Figure 13. Average SNR obtained for the WSNs from each parcel. From top to down, A,
B, C, respectively.
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Table 3 showsalues from the aerial robat€., dynamic node) acquired during the survey over the
parcels. The waypoin&re optimal points where the aerial robot passes over and they have to be set up
previously to define the mission. Furthermore, the update time represents the time that the aircraft
needs to stay above ground in order to obtain the signal from the dlusfet. It should also beoted
that the quality of the signal and the count of lost packets showmable 3 refer to the
communications between the dynamic node and the emitter ground node.

Table 3. Values from the aerial robaot€., dynamic node) survey mission

A 122}4112;2611? ggf%gg;\'/\'v 71s |1251V| 5m/s | 92.3%6 | 2%
B 122711;2631? gg:f?.;‘j'ff\'/\'v 83s |12.37V| 5m/s | 89.®6 | 3%
C | “oanamonn | oztroraow | 6S |1202v| sms | 9w | 1%




