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Abstract: Welding is a very compleyrocess in whictthe final weld qualitycan be
affected by many process parametémsorder to inspect the weld glity and detect the
presence of various weld defects, different methods and systems are studied and developed.
In this paper, daserbased visiorsystemis developedor nondestructiveweld quality
inspection.The vision sensois designed based dhe principle of laser triangulation. By
processing the images acquired from the vision sensor, the geometrical features of the weld
can be obtained. Throughe visualanalyss of the acquired3D profiles of the weld, the
presenceas well as th@ositions ad sizesof the weld defectsan beaccurately identified

and theefore, thenon-destructive weld quality inspectiaan beachieved.
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1. Introduction

Welding, as the most commonlyagsprocess for joining metals and plastioyital to the economy
of a country because up to 50% of the gross national product is related to welding way or
another[1]. However, welding isucha complexprocess thathe visually recognizable qusfiof the
weld is affected by a number of process variablé® potential welddefects greatly deterioratbe
mechanical properties of the welded structwesd quality and as a resutherisks of part fatigue,
failure evendisasterare significantly increasedTherefore, m order to detect thpossible presencaf
different weld defectspropersensing, monitorig andinspectionmethodsare necessary for quality
control. Generally, there are two categories of methods that are applied for weld quepiygtion:
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on-line methods and ofine methods. As welding is suchcamplex process, there areny different
physical phenomenasuch as electromagnetic radiation, optical and acoustic emission and plasma
generationthat will occur. Along with these penomena different types of signalsare generated
during the welding process and usually these signals are closely associated with the weld quality.
Therefore, differenbn-line sensing methad have been developed noonitor the weld quality and
detectthe weld defectsbased on theignatures of theignals acquiredluring the welding process.
Fortunkoet al. [2] applied an electromagnetic transducer to evaluatejtiadity of butt weldsn a
nondestructive way.Park et al. [3] used @tical sensors suchsainfrared (IR) photodiodes and
ultraviolet (UV) photodiode$o detect thespattes generateduring CQ laser weldingGu et al. [4,5]
developed a statistical approach to predict the weld quality based on the spectrum analysis of acousti
signals Huanget al. [6,7] applied microphone as the sensor to monitor the depth of weld penetration
based on the acquired and processed airborne sound signals and established a neuralodditork
predict the depth of weld penetration basecderinacted acoustic gigturesA sensor to monitor the
structureborne acoustiemissionis also employed to detect interior weld defects such as cracks,
porosity, and weld penetratittased oracousticemissionsignals at drequency from 50 to 900 kH3].
These orline sensing methodsdeveloped to inspect the weld quality and detect the weld defects
heavily rely on the efficient processing and accurate interpretation of the signals from the welding
process. For the purpose of weld quality inspection, thedm®methods areometimes not reliable
if the signals are contaminated by noigesm hostile industrial environmerdnd misinterpreted.
Besidesonline methods for weld quality inspectiom,number obff-line methodsare also available
For different external and inteal weld defects, as shown in Table 1, there are different types of
off-line inspection method$:or example, inspection methods based on ultrasonic, radiogreghy (
x-ray), and electricakddy current and magnetic particle inspection are effectiveddétection of
interior weld defects such as crackdaporosity[9]. On the other hand, asondestructive testing
method, vision-based inspection systenare always employedo detectexternaldefects such as
reinforcement,root concavity, undercut, sharpcorner, incomplete filled groove,root dropout,
misalignmentbf the welded metal sheetnd partial penetratiodenget al.[10] used a CCD camera
to inspectthe gapand alignment fothe laser butt joint weldingHo et al. [9] applieda vision system
to automatically detect the surface cracks in welds. Shadéelt [11] developed an expert vision
system to inspect different weld defects during the gas pipeline weldingng different types of
vision systens for inspection purpose, thasion sysemsbased on principle of laser trigalation
attract much attentiomoth from academia and industryader triangulatiormethodwas initially
developedfor distance measuremeint a onedimensional spaceBased on the function afistance
measuement, laser iangulationsensos arealso developed for other applications suchasovel
pulse measurement system developed byéival. [12]. By extending laser triangulation sensato
two-dimensioml space|t also canbe appliedas 3D imagg and reconstructioeensorsn different
areassuchas automotivd13], culture heritage, medicineriminal investigation [14and integration
with robotfor the purpose aheasirement [15] and manufacturimgdustry.

Based on reported datthe feasibilityof using visionsystem to inspeateld qualityhas already
been studied. Howevemost of the vision systems themselves are usually complex systems consisting
of expensive and bulkyhardware and softwareThe costof the vision systemthe practical
implementationdifficulty of the vision system into industrial environment, dhel image processing
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efficiency always bring up somehallenges that greathmit their applicationsAs shown in Table 2,

the costs and features of different systems are compared. It can beedidbatvmost of theystems

cost much more than MO dollars while only one laser scanner from NextEngindovger

than 10000 dollar. Howeverit can be noted that this relatively chesystemis not developed for
red-time industrial application-or example, the USB cable used by this system only has a maximum
length of 0.5 m and the low scan speed and small amount of image data that can be processed pt
second are not suitable for industrial application with requirements on the hardware and
reattime processing.

Table 1. Different types of weld defects

reinforcement undercut

N\

crack porosity

root concavity
misalignment

partial paeetration

—

sharp corner incomplete filled groove

o
root dropout
Table 2.Costs and features of different laser range sensors
system cost (US dollar) accuracy (mm_) features acquisition speed
resolution (mm/pixel)
NextEngine . USB 2.0 cable 2 minutes per scat
laser scanner 2,995 0.06350.1693 mm/pixel (length limit 0.5 M | 50,000 points/s
Surphaser HSX' | ) 541 14 150,004 0.2 mm 360°x 270 800,000 points/s
laser scanner field of view
DI3D 3D 20,000 to 140,000 0.5 mm Up to 21 mega pixels
capture system per image
VIALUX z-Snapper | 5 4 150,000 0.025 mm Up to 40 fps
3D Camera
Konica Minolta 0.04 mm
Range7 3D Digitizer 80,000 0.08 0.28 mm/pixel USB 2.0 cable
Konica Minolta VIVID 25.000 to 55,000 0.125 mm can be used to scan
3D Laser Camera people
LDISLP 16,900 to 22,900 0.05625 mm
Laser Scanner
30 fps
FARO Laser ScanArn 30,000 to 40,000 0.035 mm 19,200 points/s
FARO Laser Scanner 90,000 to 120,00( 3 mm long range
Photon large volume scanne
link up multiple
Geometr_y Systems, 14,000 to 20,000 0.025 mm systems for
Inc. iIScan ;
simultaneous capre
MicroScan 3D 15,000 0.2 mm palm-sized scanner
controller
Kreon Zephyr | g 449 t0 75,000 0.025 mm
Laser Scanner
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In order to solve these issues, a 1oest lasetbased vision system is developed in this study to
achieve the weld quality inspeaticefficiently. In order to satisfy the demand for weld quality
inspection in industrial environment, a Gigabit Ethernet (GigE) industrial camera is adopted to
overcome the disadvantages of the commercially available cameras. The GIgE camera can transfe
images at a high speeg to 196 frames per secomith a cable length up to 100 m. These features of
the GigE industrial camera well accommodate the requirements for the high speed welding of large
structures in a hostile industrial environment and forptb&tweld quality inspection. Additionally, as
a standard yet flexible ofhe-shelf development platform, LabVIEW is used in this study to develop
the image processing module. The industigndly LabVIEW platform is more flexible and easier for
enginees to develop a complex system than the proprietary hardware and software platforms based or
C++ or other programming languages. Based on the graphic programming language and
comprehensive readp-use functions and different modules for data operationgémaocessing,
motion control, and user interface design, LabVHB®$ed program can be easily customized for the
purpose of weld quality inspection and other applications. In addition, a highly efficient yet
easyto-implement image processing algorithmpioposed and realized in this study to process the
stream of images acquired by the Gig camera. By analyzing the obtained 3D profile of the weld, the
position information as well as the geometrical features of the weld and the presence of weld defects
can be accurately identified.

2. Design of the LaserBased Vision Sensor

As shown in Figure 1(a), a typical laser triangulation vision sensor consists of a laser generator, a
structured pattern generator, an image sensor, a focus lens and an optical filter.

Figure 1. Design principle of the lasdrased vision sensagfa) schematic of the sensor and
(b) design of sensor parameters based on laser triangulation.
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A high quality laser beam is generated by a low powadaliaser. The laser & passes through a
structured paérn generator and a lag@aneis generated angrojectal onto the surface of the weld
resulting in daserstripe that follows the profile of the weld surfadde laser light iscatteed by the
weld surfaceand refleted backnto different directions. As thenage sensor, a complementary metal
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oxide semiconductor (CMOS) or a chargeupled device (CCD) camera is used tolemtl the
reflected laser light andhérefore, theeflectedlaserstrip that follows the profd of the weld ismaged
back on the image sensor. In front of the image sensor, a focus lens is arranged at a specific distanc
and angle with respect to the image sensor to guardméee¢he images of the laser stripe reflected
from the weldat differentdistances are always focused on the image sensor. The diseween the
vision sensor anthe weld,as well as théateral positiorand geometrical features of the welah be
precisely determined based on the mathematical relationgriped from gemetrical gtics as
illustrated in Figure (b).

As shown in Figre 1(b), the degin principle of the lasetriangulationbased vision sensor
developedn this study will be first illustrated in the esdimensional spacé laser beam is pregted

verticallyonto thetarges ur f ace at point AAO, and the refl ec
i mage sensor and t he i ma dge®ondheimpge sensofrh @ Apoi Bt f &)
the intersection point of the laser beam andojtecal is of the focus lens. Wen the position of the

targetc hanges to point ABO, thpoimagBbofompoTlhde i

di stance bet ween Hpaoidn ttsh efi AdOi sat nadn cfeB b eithskeietie p o i
objectdi st ance of point AAOLwsthheeismage dbisthehec é
angle between the optical axis and the laser beanf @the angle between the optical axis and the
image sensor. In order to measure the distance chdigpe t ween poi nts AAO0 ani
i mages of points fiaod tweend ardh 6houldtbd estabtisbed ddasedoon s h
geometrical optics. In order to obtain this relationship, the object distanoef poi nt nBo

image distancésof pointib 6 can be:easily derived
L,=L -Hcosa (1)
L, =L, +cosb 2)

According to the law of image focusing,ettiollowing relationship is obtained, whefes the
focal length:

11
L L L L f (3)
Based on Equationsi(3), Equations (4) and (5) can be derived:
_ Lf

R (4)

_ Lf (L-Hcosa)f
L= Ly L )

L,-f L -Hcosa f*

According to the law of image magnification, Equation (6) can be obtained:

H sina _ L
hsinb L, 6)
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By combining Equations (B), the relationships betweehandh andUandb can be established as:

_ hsinb (L, - f)
f sina - hcosasin . (7)
ety f .

b =tan (T tan a, 8)

Based on the equations derived above, the optical parameters sughLasU, b andf can be
designed correspondinglifhe change of the targdistanceH can be measured by the relationship
described byEquation (7). By extending the relationship associated with the law of image
magnification into the twalimensional space, the width of the target could also be calculated based on
the obtained imagesSince the approach to mathematically model the visiensor is purely a
geometric approach assuming thin lens, the errors induced by the effect of refraction and distortion of
the lens will be compensated by a sensor calibration process introdusssdiam 4.

Figure 2. Fabricated laselbased vision sensanounted on a mukaxis motion system.
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As shown in Figure 2the fabricated vision sensiicorporates a structurdiht laser generator, a
GigE camera, a lens and an optical filter. The structlighd laser generator perpendlarly projects
a lase planewith a wavelength of 657.9 nm onto the targeld. To acquire the image dfi¢ formed
laser stripe that follows the profile of the targedld, a GigE camera with an embedded CMOS image
sensor is arranged at the designed angle of b
of L, with respect to the lens. The method to assure the assembly accuracy of all the sensor
components idirst to sketchthe predesigngeometrical arrangement the components with taking
consideration of their geometric specificatwith CAD software. Then different tooling machines are
used to procesthe metal mtes to form the sensor housing basedhenCAD sketch. With accurate
positions of screw holes on the metal housing, the sensor components are then fixed to the meta
housing in predefined angles and positioftse CMOS image sensor is a monochromatic sectspr
with a 659x 494 array of eighbit pixels. It can be used to acquire grayscale image with a light
intensity ranging from 0 to 255, while O represents the lowest light intensity, and 255 represents the
highest light intensity. The frame raté the GigE camera is up to 19@&mes per s®nd, and the
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cable length is up to 100 m. In front of the camera, the focus lens with a focal length f is also precisely
arranged at the designed distance_pWith respect to the intersection point between the laser beam
and the optical axis. The andletween the optical axis and the laser stripe is arranged at the designed
angle ofU In addition, a narrovband optical ifter centered at 658 nm slaced in front of the
focusng lens. This optical filter will block out extraneous light generated duhegvelding process.
Therefore, only the reflected laser stripe in the wavelength of 657.9 nm can pass through the optical
filter to the image sensor while light disturbance and noise in other wavelengths will be filtered out.
By precisely arranging diffent components inside the visibased sensor module at the designed
optical parameters, the position information and the geometrical features of theweldjetan be
obtainedbased on the mathematical relationship der@ledve As shown in Figre 2 the fabricated
laserbased vision sensor is mounted anvertically movable slide above the worktable of the
multiple-axis motion system. In ordepo tperform weld quality inspection, th@otion system is
controlled toachieve movement in 3D spaaad theprofile of the weld then can be scanned along
specific directionlIn this study, lhe imayes acquired by the vision sensoe transferred to a computer
through an Ethernet cablé developedmage processing module that will process the images and
extractuseful quality information about the welddstailed in the following section

3. Design of the Image Processing Module

In order toperformtheweld quality inspection andbtain the positiomnformation and gemetrical
features of theveld defectstheimage of thdaser stripe that folls the profile of the weld needs to
be extractedfirst. According to previous researches, there are different methods for laser stripe
extraction, such a&aussian approximation, Center of mass, Linear approximatiors &t Rioux
detec¢or, Parabolic estimator [16For the purpose of weld quality inspection, the inspected weld
surface is usually a lambertian surface, for which scenario the laser stripe extraction is not as complex
as other types of surfaces such as slecsurface and translucid surface [17]. Therefore, the method
to extract the laser stripe used in this study is easy to achieve yet effective and accurate for the purpos
of weld quality inspectionThe acquired digital grayscale image can be considesedpixel array in a
size of 65% 494.In order to lower the computational cpatregion of interest (ROI) with m rows and
n columns of pixels can be selected before further processing. After the ROI is chosen, the light
intensity I(i, j) for each pixein the ROI can be determined. For each pixel, there is a corresponding
grayscale value of the lighhtensity ranging from 0 to 255. In order to remove the noiskighf
frequency in the image, the light intensity I(i, j) at each pixel is averaged withbweing pixels by a
Gaussian filter with a kernel size ofx77. The Gaussian filter is used to perform noise reduction for
the images. The kernel size is chosen based on the different performances of image noise reduction ¢
different kernel sizes sudas 3x 3, 5% 5 and 7x7. The size used has a better performance to remove
noises in the imag@®y considering the acquired image consisting of m rows and n columns of pixels,
the pixel with the maximum light intensity in each column of the pixel arragh@ésone on the
intersection between the vertical column of pixels and the horizontal row of pixels that represent the
laser stripe. By searching for the pixel with the maximum light intensity at each column of the pixel
array, a collection of such pixelsat represent the laser stripe can be obtained. Since the laser stripe
projected on the target has a thickness, more than one pixel in each column has the maximum ligh
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intensity. Therefore, the middle one of those pixels with the maximum light intémisiarched as the
desired pixel to be extracteffter the image of the laser stripe is extracted, the position information of
each pixel on the extracted laser stripe can be calculated based on the matheshatimaship
derived inSection 2 The testresult of this image processing algorithm indicates ttinatmethod only
takes about 3 milliseconds to process each imageramd than 300 images can be @ms®ed in a
second, which igfficient yet easy to implemerAnd by comparing the laserrgte extraction results
from this simple method detailed above and the most commonly used method Center obmliass,
very subtle differencébetween each otheran be observed. Due to the simplicity and adequate
accuracy, this method is applied to perform latepe extraction in this study.

In order to visualizeéhe image processingsuls and control somef the parameters related ttee
image processing module, a hunraachine interface is designed as shown in Figure 3. At thietop
corner of the interfee, it shows the weldeadprofile both in the coordinate space and pixel space. In
the coordinate space, the position informatamd geometrical featurex the traversalweld profile
with respect to the vision sensarch as the staraff distanceand wdth are available. At the tepght
corner of the interface, the 3D profile of the waldng with its position information and geometrical
featurescan be obtained when the vision sensor scans across thebeaddurfaceby usingthe
motion system. Athte bottormleft corner, the region of interest of the image can be chosen to minimize
the computational cost. Some other control functions are also available on the-hgitiooorner.
With this humammachine interface, the weld quality inspection can beopmed visually and
remotelyand the image data of the wdddadprofile can be saved and output for further analysis.

Figure 3. Humanrmachine interfacef thelaserbased vision system

Laser-based Vision System for Visual Monitoring and Inspection of Weld Quality
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4. Calibration of the LaserBased Vision System

Before performingmeasurement and weld quality inspection, the developed-Based vision
systemneeds to be calibratdist. There are several methods available for the camera calibration if
taking many camera parameters into consideration. However, since this ddveyspam not only
consists of the camera, it also consists of other components such as the optical lens, optical filters
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Besides these components, the arranged angles and distances between each component also gree
affect the finalmeasuremerdccuracyof the system. So in this study, the developed vision sensor will

be treated as a black box and the calibration is carried out directly based on the input actual
geometrical features of a reference coupon and the output measured geometrical features of the
reference coupon. A similar calibration method of the laser scanner is available im [@&ler to do

sq, areferencecoupon with a standard width of 25.4 mm and a thicknes$H & hm is used. As
shown in Figure @), thereference coupon is positiashperpendiculast to the projected laser stripe.

In order to measure the staoff distance, width and thickness of the coupon for calibration, the
corner points of the reference coupon are extracted in the pixel space based ondeevViaisre
changeof profile as shown in Figure 4(b). Then the detected corner points are transformed from the
pixel spacanto the coordinate space by Equat({@) as shown in Figure 4(c). The stawpifl distance

as well as the width and thickness of the reference coummndéin be identified from the position
information of the detected corner points in the coordinate spacwder to test and calibrate the
performance of the developed vision systdm,\vision sensomovesvertically with the slide in the Z
direction(as shown in Figure Zyom a stanebff distance of 50 mm ta stanebff distance of 120 mm

at a speed of 10 mm/s. The frame rate of the camera is set to be 12 framagcond.
Therefore, 84 continuous measurements of the saffrdistance, width, anthicknessof the coupon

are carried out.

Figure 4. Calibraton of vision system:(a) setup for the system calibratiofy) detected
corner points of the reference couporthe pixel spacejc) detected corner points of the
reference coupon ithe coordinae space.
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Figure 5. Calibraton results of the lasdyased visionsystem (a) measurement of the
standoff distance before calibratipr(b) measurement of the width before calibration
(c) measurement of the thickness befoadibzation (d) measurement of the width after
calibration (e) measurement of the thickness after calibration
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As shown in Figure 5(a)he continuous 84 measuremerttthe standoff distancebetweenthe
vision sensor and the reference coupefore calibration agrees well with the actual stafidlistance
when the visiorsensor moves vertically. Therefore, there is no need to calibrate the system in terms of
the stanebff distance measunant. Howeve, as shown in Figurg(b,c), the continuousneasuremes
of the width and thicknessof the reference coupon haveome errors before calibratiohe
measuremnt errerchangealmost linearly with respect to the staoffl distanceand the maximum
error in erms of width measurement is up to 0.93 mm and the maximum error in tetimeslotkness
meansurement is up to 1.06 mim order to calibrate the system, two linear trendlines are calculated
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based on the method of minimum mean square error (MMSE). Tlesknear trendlines represent

the approximately linear relationship between the measured width and thickness with respect to the
accurately measured stanff distance as shown in Hgtions (9,10), where S, is the measured
standoff distance, andWn,; and T, are the approximated width and thickness according to the
calculatedtrendlines. As shown in Egtions {(1,12), the compensated values of the width and
thickness W, and T;, are calculated as the difference between the actual width or thickndss of t
referencecoupon and the approximated corresponding values. These two compensated values of the
width and thickness are then added to the actual measid#dW,,, and thicknesd,, and thenthe

calibrated measurements of the witittand thiclkessT are obtained as shown in E&gions(13,14).

W, = 0.0166 § 26.5 9)
T.= 00175 §, 1%.42 (10
W, =254 -W, 60166 § 141 (11
T,=159 -T, 6.0175 § 15z (12
W=W, W (13
T=T, (14

After calibrating the systm, the continouousmeasuremestof the width and thickness of the
reference coupon are camdded again. As shown in Figus€d,e), thecalibratedmeasuremestof the
width and thickness havmaximum erros of 022 mm and0.55 mm respectively It also canbe
observed that the measurement errors of tiokhvand thickness increase whitse stanebff distance
increases. Thigs because the measurement resolution decreases when thefstdiathnce between
the vision sensor and the target weld increadéeen the stanebff distance isl1.25 mm, the lateral
and vertical measurement resolutions are 0.06 mm/pixel and 0.14 mm/pixel, respectivelyheind w
the stanebff distance is 148.93 mm, the lateral and vertical measurement resolutions are 0.24 mm/pixel
and 1mm/pixle, respectivelyBesides the factor of measurement resolution, the effects of refraction
and distortion of the lens will also greatly affect the measurment accuracy when thefstisthnce
is not proper.Therefore, in order to achieve a morewate weld quality inspectiothe stanebff
distancebetween the vision sensor and the target veblduld be ina proper rangédrom 50 mm
to 120 mm, in which range the measurement reuslts in lateral and vertical directions are acceptable fol
the purposef weld quality inspection

5. Results

After the calibration othe lasetbased vision systeis performed, the vision system is ready to be
used forweld quality inspection. As shown in Figure 6(a), a weld alasined by dybrid fiber laser
and gas ratal arcwelding of two thick metal plates The profile of the weld bead is uniform at the
beginningwith minor reinforcement present. At the end of the wiidre is aveld defect present as
incomplete filled grooveln order to obtairthe 3D profile ofthis weldwith the developed lasdrased
vision systemthe worktable moves along the longitudirtiitection of the weld so that the vision
sensor caiscan the full length of the weld bead at a constant sjsescanning the top surface of the
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weld, the ® profile of the weld is obtaineals shown in Figure 6(ll). Thegeometrical features of the

weld are visualized by saving and outputting the image data into Mdteb3D view and topiew of

the weld profile shown in Figuré(b,c) clearly indcatethe pesence of the weld defeat the end of

the weld bead. The sidaeew of theweld profile in Figure6(d) shows the heighthange of the weld

bead along the longitudinal directioim order to further test the developed systemvisual quality
inspectionof weldthat hassmaller details and weld defects, another weldponobtained bythelaser
welding of galvanized higlstrength steel issed as the inspection targéhe galvanizedhigh-strength

steel is widely used in theutomotive industry due to itgapability of high strength and
corrosionr esi stance that i mprove a car 0s icagasfiee per
lap joint configuration of galvanized metal sheets, the zinc vapor generated at the interface of the two
metal sheets wilcause the formation of spatters and blimough holesAs shown in Figure 7(a) and

its detailed view in Figure 7(b), many small spatters and blowrarkepresent athe weld. From
Figure7(c,d), it can be observed thtitese small spatters and blowd®lare successfully detecteyl

the developed vision systeand different colors in the image represent diffevegid bead heightsAs

shown in Figure 7(e), the ddtaf the inspected weld frosideview showshe longitudinal profile

Figure 6. Resultsof weld quality inspecton for laserarc hybrid welding(a) weld as the
inspection target{b) 3D-view of the inspected weldc) top-view of the inspected weld
(d) side-view of the inspected weld
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Figure 7. Results ofweld quality inspecion for laser welding(a) weld as the inspection
target;(b) detail of theweld, (c) top-view of the inspected weldd) detailed topview of
theinspected weld(e) detailed sideview of the inspected weld

)

Figure 8. Geometrical evaluation of the inspected wela) longitudinal profile of the
weld; (b) traversal profile of the weld at point (c) traversal profile of the weld at point 2;
(d) traversal profile of the weldt point 3;(e) traversal profile of the weld at point 4.
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