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Abstract: This paper presents the development and implementation ef itheegebased
methodsusedto deteciand measurthe displacemesbf a vast number of points the case

of laboratory testing on construction materiaitarting from theneedsof structural
engineersthreead hoctools forcrack measuremennt fibre-reinforcedspecimensnd 2D or
3D deformationanalysisthrough digital imagesvereimplemented and teste@hese tools
make use of advancdthage processing algorithms apdn integrate or even substitute
sometraditional sensoremployedtodayin most laboratoriedn addition the automation
provided by the implemented software, lingited cost of the instrumengnd the possibility

to operate with an indefinite number of poiofser new and more extensive analysis in the
field of material testingSeveral compasons with other traditional sensavidely adopted
inside most laboratoriesvere carried out in order to demonstrate the accuracy of the
implemented softwarelmplementation details, iraulations andreal applicationsare
reported and discussed in this pape

Keywords: automationcomputer visiongonstruction materialslisplacemeritieformation
image metrologyphotogrammetry; vision metrologtgrgets




Sensor01Q 10 747(

1. Introduction

Deformation measuremedtring laboratory testing on construction materafas at degrmining
the intrinsic characteristics of the considegect The examinationof the deformation and the
knowledge of the applied load (e.q@ mechanical or thermal load)lows the analysis of the
mathematical model that describes the behaviour ohatctionelemant.

Several instrumentsan beused to mease object deformations duringading test. However, the
most widely adopted toolsare linear-variable-differentiattransformers (LVDTS) and strain
gauged1], which provide tle magnitude oftte displacemenwith the investigationof the changeof
electrical resistance due tload These tools are considered proven techniques, with an accuracy
of 1 em or e v e nheylgwesreaktime adatal On the other hand, themly provide 1D
measwementdimited to the area in which the sensor is fixed. In addition, a connection with alcontro
unit is necessary and after destructive téstse king of sensorsan be damaged. Thus, LVDTs or
strain gaugeare not a convenient choice in the casexténsive analysis on the whole body, in which
agreatnumber of 3D points with a goapatialdistribution must be measured.

Imagebased methods can analyse the whole deformation field of a bddgckinga vastnumber
of points distributed on the obfeémages contain all the information to derive 3D measurements fro
multiple 2D image coordinatesith limited cost and good accuracies. In fact, imbgsed techniques
have been used in several applications which involve the determination of the shapadgfand its
changes, with satisfactory results in teraiscompleteness, precision and tif#5]. These are also
known as vision metrology applicationSome ommercial cameras (or photogrammetric ones),
tripods, light sources and synchronization desiare the componenmtseded to obtaihigh precision
3D measurements for a large number of poiH®wever the extraction of 3D information from 2D
images is not a simple issue and algorithms for image processing must be deireloger to obtain
anautomatecklaboration.

The goal of imagéased methadin material testings the estimation of accurate 3D coordinates
starting from 2D measurements in the images through a perspective mathematical formulation betweer
the object and its projection inteveral images. Sommmmercialsoftware allow the analysis tifie
dynamic changes o$everaltargets distributed on the object im &lly automatic way, but if
markerless images ammployedno commercialautomatic solutions are availabten the market
Moreover the procedure becomes a fiidlld noncontact techniquenly without targets whenthe
natural texture of the object is directly used (generally after a preliminary eamhantcwith filters that
modify the local catrastof the image)For instae, his kind of analysigrovidesthe detection and
the measuremenmt fluids, where LVDTs and strain gaugesnnot be employed.

Basically, the precision achievable witmagebasedtechniques depends on the size of the
investigated elements [6]. For expments in a controlled environment a standard deviatiotineof
object coordinates in the order of 1:100,000 of the largest object dimension is expected, but during
analysis in repeatable system configurai¢eg, with fixed cameras) a precision of 520® has
beenachieved []. In [9] ahyper redundancy network is used for the stofdthe deformations of a
radio telescope, with an accuracy in the range of 1:580,000 to 1.6 %h@i0ablethrough the use of
more images than those strictly necegskor instance, two images per station enhance the effective
angular measurement resolution of a facotiot.4, while four images per station lead to a faofd?. In
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film-based photogrammetric measurements b@f antennas this ided&as led to an accurac
approachingne part in a millioj10].

As the technological development of commercial-tmst cameras is rapidly increasimgagebased
methods and lowcost software are commonlysed in several sector&.g., archaeology [11],
geology [12], medicia [13])with goodresultsin terms of precisiorHowever photogrammeic methods
have a limiteduse formaterial testing in civil engineering@his is mainly due to the laakf automatic
processing algorithmend useffriendly software especially irthecase of markerless images.

Some lowcost digital cameras and targets can be a convenient sdiotitre analysi®f the whole
surface of an objeciThe employedtargets can beeally inexpensive (a piece of white paper with a
black mark is sufficient fomany applications), whilen the case ofmore exhaustivexperimentghey
can be printed ometal plates or can be maderefroreflective material The centre of th&arget can
be automatically measured with a high precision (up to #piel) in a fuly automated way
improving the precision of the corresponding 3D coordinates

A group oftargetspermanently fixed on the objeptovides a regular medr all deformation
analy®s. These denspointscanapproximate the deformation field of the wholedy. A fundamental
advantage ofin imagebased method ithe possibility of analysingmore targets than those strictly
necessarywithout increasing the cost of the testd with a limited worsening of the processing time
However, in some aflipations tagets cannot be employdd.g, for fluid elements) and automatic
methods based on the natural texture of the body must be developed. This kind of analysis is more
complicated, especially ithe case of bad surfacesithout details This factlimits the ug of
imagebasednethoddnside civil engineering laboratories

This paper presents three imdugsedalgorithmscapable of analysing the deformation field of a
generic object during a loamd test. These methods work with targbtg also with markerlessages
and can dermine the3D coordinates of a hugeumber of points in an automatic way. Thane
currently employedin some civil engineering laboratories, where several building materials and
structural elements are testedth satisfactory resultsniterms of accuracyin several applications
these methodmtegrate or substitute traditional sensors and proadftbtional informationwhich are
useful for more complete and detailed investigations.

We focus on the measuremeafita finite number of pats with a good distributignwhile other
existing approachepresent he extension of the measurement problenthe whole surface of the
body [14]. Our choice is motivated by the needs of structural engineers, who were interested in the
analysis of paicular points in crucial location®nother different approach is presented in [15], in
which a system for modelling the interaction behaviour of real objects (including deformations) was
developed. A fully automated imatpased measurement system is dbed in [16].

The first tool here presented allows the estimation of crack variations in fluidréinferced
specimens (Seian 2). This is a new nenonventional applicatiofor which there areno commercial
solutiors. This taskrequired the developme of anad hocsensorfor image acquisitiorand an
algorithm for the automatic identation of the cracking process. In particular, a CMOS sensor was
transformedinto a crackmeter devicelhe othertools were developed for dynamic 2D and 3D
measurementsn standard structural elements (elmpams, pillarsf oundat i ons, wal |
operate with targets (like commercsnftware) but also withounarkes (Section3). Thislast option
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provides new measuremsenturing tests wherenly limited information can be achieved with
traditional sensorsin order to demonstrate the potential of these photogrammetric methods, a
theoretical explanation and several examples are shodrmiscussedvith a check of the achievable
accuracyMoreover, the advantagéand disadvantageg)boutthe use of lowcost digital cameras are
reportedand discussed, with@mparison with traditional sensor

2. Crack Aperture Estimation in Fluid Specimens
2.1. Overview

Cracks are expectddr several construction materialsiringtheir service abilityf17], especiallyin
the case ofeinforcedconcrete elementdHowever, a significant variation of the craakgerture can
lead to a progressive deteriorationté steel reinforcement rodith a consequent worsening thfe
stability of the structure For these reasons, crack monitoring plays a fundamental role during
inspections and laboratory probes. The study of new technadpleto avoid or mitigite the cracking
processs a field of research of primary importance in civil engmag Some innovative solutions
based on the use fibres (in addition to existing mixtusg demonstratedhe possibility to limitthe
propagation of theracls.

Laboratory testing onbire-reinforced specimens alloane to study the effect of differefibresand
mixture componentgwater, cement,sane ), in orderto determine the bestompromisefor real
applications. A traditional analysis is based on the studlyeadperture, shape, locati and orientation
of cracks withsmall specimenthat simulag¢ the behaviour of the real object

To monitor the aperturef @ crack during standard testsain gauges amgenerallyused. However,
civil engineers needed more exhaustive and specific measurements thaactiiesablewith these
standardsensorsin fact, strain gauges alloanly onepoint ard onedimensional measurementsg[1
after a stable applicatioof the sensor othe specimen. These kimdf information are usefuh the
case oftraditional laboratory applications, buthey areinsufficient for exhaustiveand detailed
scientific analysisfocused on the development of innovative materildeed,the needs ofcivil
engineersequired the development of more advanced solutions

Another issue regards the state of the badymeasurements on trepeimensbegin after the
casting when the specimens ligjuid, and preliminarydataaboutthe number of gxected cracks and
their positiors are not available For these reason® new solution capable of analysing the
deformatios in theseparticularworking conditions was necessary.

The developed tool for such measurements is composed of a mechaniaadraing a digital
camera Figure 1) and an algorithm f@automaticmulti-image processingd thermal chambemvhich
contains the sensor used to phoamip the specimenallows controlled and stable testing conditions
Then an automted positioning system moves a CM@E-INITY 1-3 camera (3.1 megapixels)
equipped with a 200 mrtens over the specimen. All images ataptured for several positions at
different epochgy planning the trajectory of the mechanical arm and the numistiots Each image
covers an area of 18 mm x 13Bm roughly and its inspectionallows the detection of very small
details. Theobotic armmoves the camera along prefixed direns in order to photographe whole
specimeB. This operation can be repeated several times and the images can be used faepachulti
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investigation todetectdynamicvariations As atypical test may require several daysundreds of
images can beotlected Thereforea useful choicg€before analysing alimage$ is related tca rapid
visual check of the images of the last epoch in order to sblkeanages which contain a crackh&
remaining imagesan be removed from tleaboration to speed upe wholeprocessing.

Figure 1. Thedevelopedsystemfor crack aperture estimation

Positioning system

Camera: Infinity 1-3 CMOS Color
6.5mm x 4.9mm
2048x1536-200mm lens

LED
Specimen (max 3)

Thermal chamber

2.2. Crack detection andnage Coordinate Measurement

The estimation of the crack aperture is carried out with an automated algorithm capable of detecting
a crack in edt single image by measuring its border coordinates (in iXghen, a procedure based
on simple geometric considerations between the camera and the specimen allows the estimation of th
crack aperture in metric units.

Image coordinates can be automatcaleasured with the methodology proposegl®], in which
a tool namedIMCA (IMage Crack Aperture) was developey the authordor crack measurement
during structure inspectiesn The same procedureusedin these experimentbutsome changes were
neessary to adapt the algorithm in the caséhoé-reinforced specimerand repetitive experimental
conditions Thenew procedure usesfédtering algorithm thatdetecs the image coordinates of a crack
by means of an intelligent reduction of the colouptte This techniquecan be assumed as a
corversion of the original RGB imag® a newbinary image Q is the crack whilel means
background).As the radiomeic content of a generionage is expressed by three functions which
correspond to the coloufsed green andlue) of Bayeb s  f 40|l covering tHe senspthis new
strategy uses this information to automate the measurement askeote thesdunctiors asR(i, j),
G(i, j) andB(i, j), in which {, j) are the coordinated @& generic pixelThe behaviour of theRGB
functiors along a crossectionof a crackis quite simplethey rapidly decrease and increasethe
crack andhave a quite constant valter fromthe crack Starting from thessimple consideratias) a
filtering algorithm was devefzed. It is based on the minimum vali&gn, Gmin, Bmin Of the functions
(in the middle of the crack) and the vallsGg B¢ in which the slope of the functiomhangesThese
values can be estimated with the analysis of some-sei®on and then usedrfthe completion of the
test.A gldbal leveb L can be estimated for the crack as follows:
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and represestthe parameter to filter themage. For any generic pixel {) of the imagea local level
L @, ) can be estimated/lzonsidering its radiometric content:
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The creation of the filtered image is carried out by compdri@ndL as follows:

L@Gj)TL>0 pixel [ CRACK;
L@Gj)TL=0 pixel [ BORDER;
L@j)TL<O pixelT { CRACK or BORDER.

This method uses the whole RGB content of an image, while othstingx techniques
(e.g., [2122]) work with their combinatios and need apreliminary conversion to create a new
gray-scale imageThis choice is motivated by the results obtained with the proposed methodology,
although we are testing a procedure which uses the green channel.

The main advantagauring laboratory testingwith repetitive woking conditions,js the possibility
of estimatinga preliminaryglobal level, which can be consideredanstant forspecificapplicatiors.

In fact, if illumination conditions are stable (ihi¢ case a LED is permanently employfed all
images) the gladl level does not vary sigmfantly during the test. In additipsmall erros in this
phasecan be considereslystematic err@r andcan be removed during the estimationttod aperture
variatiors. After some tests we estimated an optimal level for fibmeforced concrete elements equal
to 0.19.

2.3. CrackAperture Estimation

To estimate the crack aperture a transformation between imagéjantigpaces must be employed
As the analysis starts with &uild specimenifs externalsurface is horizontalthe robotic arm was
assembledh order to generat2D horizontal movementdVith this particularconfiguration image and
object planeqor camera sensor and specimen surface) are paralléehamameramaps the object
through a similarity transformatiomhere thescaleis the only unknownThis simple solution allows
an easy computation of object coordinates without using more complex transformations requiring the
knowledge of several parameters. ore detailed description abothis procedureis shown in
Section 3.2, because an extension of ttaasformation is used in another tool, while for thasticular
application thescale numbeis the ambiguity.

The scaldactor was estimated by measurihg sizeof a pixelprojectedonto a referece objet (a
small metal plate) placed on the specimen. The size of this object was measured with a calliper: it is
sufficient todivide the width of the platby the number of pixel picturing the object to determine the
scalefactor. With the INFINITY camera a gel coves an area of @ m | 9 em, thehi ch
acairacy of the implemented tool (see hexction for further details)The output interface of the tool,
which gives a graphical and numerical visualization of the crack apeuwskBownin Figure 2. The
procedure is quite simple: the ugest hasto select a crack in an iga and the&lynamic analysisan
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be carried out in automatic wayhis task is performeby consideringcorresponding images taken at
different epochsLastly, the aperture variaims can be estimated by using the variaidetected at
different epochgrelative measurements)

Figure 2. Some results with the implemented software: crack borders and the estimated aperture.

coordinates (mm) aperture (mm)

b5 7 75 F) 85 0 01 02 03 04

2.4. Accuracy of thmethod

To check the accuracy of theaplemented method a comparison with other sensoraiglatory
Nowadays, a system capable of measuring the aperture variations in fluid elements withrasy accu
and a densitybetter tharthe implemeted tool is not available. This means thaturacy camot be
checked with experiments dinid specimensTo overcome this drawback we developedlternative
solution with a solid object and a special micrometric sledgufe 3), which is composedof two
plates(the first one is fixedvhile the second onean be moved with two micrometric screws in order
to simulate a planar ntion). Two mechanical gauggsovide the magnitude of thesglacements with
an accuracy superior t#.01 mm. The sledge allows one to simulate the aperturefofsay nt h e t |
cracko, whereall points have the same displacement (rigid motion). Anyway, this is sufficient to check
the accuracy of the imagmsed method.

A Nikon D80 camera equipped with a 90 mm lens was placed over the sledge in order to determine
the simulated variationwith the implemented tool. The mathematical relation between image and
object spaces was estimated with a special calibration frame, composed of points with known
coordinates (see Section 3.2). From a theoretical point of view, the precision of objdaatestixy
can be estimated with a simple formula:

. d
Sxy = Esxy (3)
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whered is the camerabject distancec the focal length of the camera afig the image coordinate
precision. The fundamental assumption of Equation 3 is the parallelism betwege iamd
object planes.

Figure 3. The sledge used to check the accuracy of the irhaged tool

However,Equation3 gives a theoretical precision that must be compared with reausatal for
a preliminary knowledge about the expected accurdoypur tests we placed the camera with a
distanced; equal to 600 mm, then we reduced the distanod to 220 mm. Both mechanical and
imagebased measurements were compared twed results showed a standard deviatwinthe
differences of #0.037 mmd; = 600 mm) and #.012 mmd, = 220mm). Supposing that thprecision
of the filtering algorithms equal to #1 pixel, a theoretical precision £#8.04 mm and0.014 mm can
be estimated with the camera usedoth configuratios (pixel size is 0.0061 mm). Thimeans that
the precision of the implemented tool is equal to the GSD (Ground Sampling Distance), which
represents thprojectionof a pixelontothe object. To improve the precisiontbk object coordinates
the camerabject distance can be reduced orftieal length can be increased. Howevehath cases
the angle of views progressivelyeduced and a smaller part thie object can be imagedh&best
choice is a compromise between precision and imaged $egaral other comparisons validated the
proposed esults and confirnthe expected accuracy the case of théNFINITY camera(a pixel
projected onto the object is #0.009 mm)

3. 2D Deformation Measurements
3.1. Overview of themplemented Method

During some tests the analysis 3D movements isat drictly necessary. In fact, the analyed
object is flat(e.g., the external surface of a beanthe estimation of a 2D motion isnore than
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sufficient forseveralexperimentsThisfactleads to a simplification of the measurement problsitin

a rediction of thedegrees of freedom far generic point of the objed¥loreover, there ian advantage

in terms ofcost a single image for each epoch becomes sufficieaintdyzethe maoements of all
points.Starting from the image coordinates of paixt y;) the corresponohg objectcoordinategX;, Yi)

can be calculateby using 2D homographyBeyond the reduction dhe number of cameras fiaed
camera is sufficient, thus synchronizatidevices are not mandatprya rigorous calibration of the
camea is notneeded However, the influence @n uncalibratedameraon the final resultshould be
carefully consideredalthoughthe whole operation can be carried out without knowing the intrinsic
parameters of the camera us&lis couldbe an advantagehenno information about the used sensor
is available.This aspecis analyzedwith more details irfsection 3.5.

The equipmenincludesa camera placed oa tripod and an algorithmble to track allmage points
and to estimateeal movementsThe acquisibn frequency depends on several factors and varies with
the investigated obje@nd the selecteldad. For this reason it is not possiblefito an optimalvalue
for every experimentThis means that aad-hoc sampling frequency must be estimated beftie t
beginning of the test by considering several factors,(déogd, expected deformatiorgbject
texture® ). Probably, the best solution is to acquire more images ttiege strictly needed. Then,
images can be decimated

The implementatioof anad-hoc software was necessary because commercial solutions for fully
automatedimage processingare not available on the markeésome commercial packages.d.,
Australis, iWitness,PhotoModele# ) work with targets, buif markers canot be employed the
elaboraton needgedious interactive measuremenits.addition, these softwangackagesggenerally
work with two or more cameras, while theituation with a single image needs a different
mathematical formulation.

3.2 TargetLocalizationand Matching

Several argets distributed on the object are avalid supportin imagebased deformation
measurements. A regular mesh of targets allows omamdtyze the whole surface of the bpdshile
the useof traditional sensorse(g., strain gages or LVDT$ increases the cosind needs complex
connections with control units. For these reasphstogrammetric targets are a cheap solutith a
simple connectiomn the analyzed body. During severadl surveysall targetscan be printede(.g.,a
black dot withawhite backgound), while for more advanceshd extensivanalysis they can be made
of metal.

Figure 4 showsa typical analysis with targets: theurfaceof the beam can be considered a flat
object and a regular mestllows the measurement of ileformation field. Inthis case, six LVDTs
were used, but they offdiew measurementalong prefixed directionsWith this in mind the
targetbased image solution is more convenient.

All targets can be automatically matched by using andbmalized crossorrelationtechnique
between a target template and the image [23]. Basically, the method supposes that tteplatet
(a perfect image of the target, which can be easily created with any software for image visualization or
editing) is similar to the target used during Burvey.
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Figure 4. A beam can be considered a flat object.

An automatedsearch of thdarge(s) in the whole image can be carried out by comparing the
template withthe local content of the imada prdiminary conversion of the original RGithage toa
new grayscale one must be performedhe measurement of the centre of thgetin the image is
carried outby moving the templatix, y) in a search window (or in the whole image)th a sequence
of small displacementse(g., one or two pixels). Forach position thenormalized correlation
coefficienty (x, y) betweerf(x, y) and the local content of the imagéx, y) ( patctd ) ¢ astimatede
with the relation:

4 A(roeuy- m)bxruy - m)

u=-Nv=-M
r(xy)= Y L (4)
ga a (focruy+)- m)z a a(g(X+U y+v)- ”6)8
Cu=-Nv=-M - Nv=- -

where &, y, X ,0y )are the centersf template and patchinde; andeg are the mean values of intensity
of f andg. The size of the patch isN2+ 1) x (2M + 1) pixels. The cem¢ of the target can be assumed
at max[} (x, y)] with an additional constraint on the minimal valeeg(,0.7). Sub-pixel precisioncan
be achieved by estirtiag the first derivative of (x, y) [24].

This method is easy to implement and fast from a computational point of \&gwbiR it tekes into
account only two shiftbetween template anidhage.In the case ofeal surveys there argeveral other
deformities such as scale variations or rotatiaffine deformations, illumination changes and so on.
They lead to poor results with this basic geometric modiel [26] a modified crosscorrelation
approachwas developed to consider allee deformities by reshaping the patch with an affine
transformation, which is more suitable for real surveys. However, we prefer to use the method
proposed in [Z] and coined_east Squares MatchinytSM).

Starting from a perfect similarity between the pdate and the patch:

f(xy)=a(x.y) (5)

the LSM method takes into account a more realistic situation, in which equatiootcsnsistent and
a noisex(x, y) is added:

f(xy)-exy)=a9(xy) (6)
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To operate with the Gausdarkov Least Squaseesimation modelg(x, y) must be linearigd at an
approximate locatiowi t h a first order Tayl orés expansi on

a RYAY) a RYAY:)
f(xy)- e(xy)=9g(%,Yo) + g(xpox y°)8 dx+ (ﬁ; y0)8 dy=g°+gydx+gydy  (7)
¢ ) ¢ )

wherean affine transformation is considered as geometric model (a radiometric correction is not used
because illmination conditions are stable if light sources are useding experiments in
controlled conditions

X=gtaX +aY, ®
y=by+bx, +by,

The parametergy and by (shifts) areunknownvalues that indicates the cenbf the target, while
the other coefficiestcan baised to adjust shape deformasoBquation Gan be cast in the form:

f(xy)- exy)=g%(xy)+g.day + g, xda +

+ OxYodae + gydiy, + gyXodh + gy Yodb, ®)
Finally, the unknown parameters can be groupedanitector
x =[day, day, day, by, dby, b, " (10)
and thesystem can be written as:
Ax=I-e (11)
in whichl, =1(X, y)T g (Xo, Yo). The solution is given by
x=(ATA)*ATI (12)

In order to complete the linearizatieni t h a T ayl,asedd initalxappeoxirdens far
the unknowns is chosexs follows:

dg, =dh =0 ; dg=db =1 ; da=dh=0 (13)

and therthe solution is computedeitatively witha stop criterige.g.,on the estimatedigmanaugh.
In the implemented version of the LSM algorithm, some tests to check the determinability of
parameters (10) were included; furthefiormation about this aspect can be found®.[

The LSM method ensurdsigh precisionmeasuremest(up to #.01 pixels) ands an optimal
choice in the case dérgets. However, it cannot be considered as an alternative tecoroskation:
crosscorrelation povides good approximate values about tatgeationsand LSM refines center
coordinatesThus, the combined use of both these techniques is strictly manohatwder to automate
the whole analysis.

3.3. Computation oDbject Coordinatesand Dynamical Analysis
Object coordinates can be calculatedubing image coordinates andransformation between image

and object spaces. lime case of flabbjects all points lie on the same plane and the matieina
transformatiorbetweerimage and olgct spaces can oiescribed with D homography
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The relation between an image point in homogenous coordingtgs 1)" andthe corresponding
object coordinate€X;, Y;, 1) is:
eXig &y a 2EEXo
Y u=dh b bagghig (14)
elH & ¢ chely
or, in acompact form:
Xi = HXi (15)

H contains the parameterd the transformation and has rank deficiency, thus onlgight
elements are independent aadexternal constraintnustbe used (we set the last elemecyigqual
to 1). To obtainnhomogeneous coordinates it isfstient to divide image and object coordinatas
their third coordinate.

This leads to the inhomogeneous form of the planar homography:

Xi _aX tagy; tag Y _bx +by; +bs 16
1 ox+gy+l 1 ox+qy+l (16)
which are linear in the elementshdf In fact, a multiplicattn by the denominator leads to:
CX Xi +C¥ X + X - &% - &y - ag =0
17)

XY +CYiY +Y - bX - by - b3 =0

To estimate theight coefficients ofH some correspondences between the image and object spaces
must be known (at leagbur points). Givenm correspading pointsEquatiors (17) providea sysem
of 2m equations that can be solveid Least Squarel29].

The measurements of the object pomeededo estimatéH can be carried out with several techugg
(e.g.,total stationcalibrated frameg ) . Mo rHesaestiraated for the first epociid then assumed
constant duringhe next phaseIndeed, if the camera is placed on a stable tripod the transformation does
not change and 2D displacements can be directly estiragtesing image coordinates

A better strategy to visualizbe resultss based on the removal of the perspective effect from the
images. Here, the homographly estimated for the first imagean be applied to all imagdxefore
measuring the image coordinates. The measurement of image coordinates with the rectified image:
provides object coordinates.

Figure 5 shows some rectified imag for the beam sequence. éan be seen, images present a
distortion that cannot bemoved ifcalibration is unknown. This generates an error in the final results
(more details about the influenad image distortion are presented 8ection 3.5). The circle
represents the position of each target for the first epoch, while the length of each line gives 2D
movements (a known scale factomeedell

Figure6 showsa detail. In this case the positioossome targetsneasured at different epocase
shown, in which the first image is used for this visualization. Target coordinates can be measured
interactively and this kind of visualization offerglabalvisualizationabout thedeformation field.
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Figure 5. Some rectified images of the sequence and the magnitude of the displacements

Figure 6. Target displacements projected onto the initial rectified image.
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3.4. AutomatecElaborationof TargetLess Images

Targets are very useful to monitdeformations emergingn loading tests: they canebeasily
measuredvith a high precision and their application onto buelyis simple and cheap. However, in
some cases targets cannot be permanamdtalledor can be lost duringhe test To overcome this
drawback a synthetic texture can be generatagl,py painting the objegtbut we developed aew
solution capable of working with targktss imageslt usesthe natural texture of the objeafter a
preliminary image enhancemefriterest operators cdire used to deteet sufficient number dieatures
in the first image of the sequence. Then, these features are tracked with the proposed methodolog
based on crossorrelation and LSM along the sequence.

Before the beginning of the test it is highly remmended to process some images. This operation
is really useful to verify the quality of the images and the possibility to use the natural t@xtime
the case of a failure with the natural features, a procedure bassdtbetic corner§i) can be sed
The application of targets onto the object remains the last choice when the previous method cannot
beemployed

Several features can be detectedririmmage €.g.,corners, edgesegion® ) and several operators
are available (probably too many tolimed here). For a more exhaustregiew the reader is referred
to [30-32]. The method used in thmplemented tool is the FAST¢aturs from Accelerated Segment
Tes) operator [3], which is a corner detector for high speed processing, tedmtoyed m video
analysis and tracking. The functioning of FAST is based on the analysis of a circle of 16 pixels around
a generic corngp. A pixel is a corner ih contiguous pixels are all brighter than the intenkjtyf the
candidate pixel plus a threshdlar all darker thar, T t.

The choice of this operator ssipportecby the impressive number of corners that can be extracted
from an image. However, corners are extracted only for the first image of the sequleiteéor the
next ones a trackinga crosscorrelation and LSM is used.

In some cases imag mightpresent a bad texture arad limited number of corners couloe
extracted. In addition, the distribution of poirdsuld be ilmomogeneousTo solve this problena
procedure based anpreliminaryimage enhancement can lmeed Many methods are today available
and gengally work by considering global parameters: most software for image enhancement have
automatic functions capable of modifying the contrast of the image, but the samie les&dl forthe
whole image. Ifa homogenous distribution afl points is needechts can lead to a poor solutiofhis
is thereason why we prefer to optimize the contrast locally. Wali§ [Boposed arad hocimage
filter which splitsthe image into small rectgualar blocks. These blocks apeogressively analyzed by
considering their local statistics.

The Wallis filter has the form:

e (% y) =lo(X Y) 1o (18)
where
n=csles + 38 (19)
c C =+

and:
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fo = bm + (1- b- rl)rrl) (20)

Is andl, are the fitered and original imageg; andr; the additive and multiplicative parametars,
and s, the mean and standard deviation of original imagesand s the target mean and standard
deviation for the filtered images the contrast expansion constant amdhe brightness forcing
constant. Basically, the user has to select the block size: a small blgck & 7 pixels)results in a
strong enhancementhile a large blockd.g.,131x 131 pixels) generates a loss of detalil

For each single blocky, ands, are estimated and the resulting valweassigned to the central
pixel of each block, while foother pixels these values are estimated with a bilinear interpolation. The
target mean and standard deviationand s, are manually selectedNormally, for an 8-bit image a
good choice ofhe target mean is 127, while the target standard deviation value can be 50. Good values
for the constant expansion constamire in the range [0.7,], while for the brightness forcing constant
b the suggested range is.501]. An optimal combination of all these parameters lsardetermined
with few tries in whicha visual check of the filtered image sufficient. Moreover, it ipossible to
extract FAST corners and chettieir number and distribution.

Figure 7. Resuls in the case of markerless image sequer(egriginal image and (b)
extracted corners, (c) filtered image and (d) extracted corners, (e) amchertion
according to a quasi regular grid.
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Figure 7 shows the original image afsmall bean{a) and thedetected corners with tHeAST
operator (b). As cahe seen, few points can be measuféde filtered image (c) provides more corners
(d) with a better distribution. At the end of
grid (in this @se each cell is 5950 pixels roughly).

The dynamic analysis is carried out by filtering all images and tracking the original FAST corners
with crosscorrelation and LSM along the image sequenghich must be filtered with the same
parameterslt is also recommended to use stable illumination conditions during the analysis (e.g.,
external light sources like lamps), a very high acquisition frequency according to the duration of the
test (to limit the differences between consecutive images) and smads l{lng., 9< 9 pixels) for the
filtering process (to reduce the effect of local deformations during the test). Moreover, this procedure
should be used when limited deformations are expected. With these experimental conditions we
verified that only a limiéd number of points is lost during the sequence analysis.

3.5 Influence ofamera Calibration

The mathematical analysis proposedSection 3.3 demonstratethat no information about the
camerausedis requiredwhenthe relation between image and objspaces is a planar homography.
Thus, mage coordinates and few refereradgect points are adequate to complete the elaboration
Camera calibration is interd as theprocess to estimate the intrinsic parameters of the camera,
comprehending the principdlstance, principal point and distortion coefficients. A good calibration is
an essential prerequisite for precise and reliable measurements from iarafjesyidely adopted in
several surveys where high accuracies must be achi@mcbral software usan 8terms model
derived from the original formulation for image distortigmoposedy Brown [3]:

Dx = x* (Kyr 2 + Kot  + kgr ©) + py(r? + 2x*2) + 2p,x* y*

Dy = y* (kg + Kor * +kar ©) + py(r + 2y*2) + 2px* y* (21)

w h e rxe n gy arepthe corrections for a generic image point with coordinateg, k* = x1 X, and
y* =y 1 Yy, are theimage coordinates referred to the principal poirft,= x*21 y*? is the squared
radial distance.

The coefficientsk;, ky, ks modé the radial distortionln particular, he coefficientk; is generally
sufficient during mossurveys, but when high accuracy is needethe coefficientsk, andks; have to
be used as well. Tangential distortion, that is due to a misalignment of theac@mses along the
optical axis, can benodeledwith p; and p,. The magnitude ofangentialdistortion is limited if
compared to radial distortion, especialligh wide-angle lenss

Digital cameras should be calibrated periodically, because severa édxuéd the stability of the
sensor could arisé standard amera calibratioprocedurecan be performed by using known points
(and few images), or without any external information and special coded targets. The former (termed as
field calibration) needexternal 3D information provided through a framework with several targets,
whose 3D coordinates have been previously measuzagl, (vith a total station). The latter
(self-calibration) is based on a freet adjustment [§ in which points with knowr8D coordinates are
not necessary. The calibration framewoiedsa set of targets, which areeasuredn the images.
Furthermore, some additional mathematical constraints and aduogkosedf several images with a
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suitablenetwork geometry are needed. Fargeneral review about calibration methods the reader is
referred to [3].

Equatiors 21allow one to model image distortion in order to correct each single measured image
point. In addition, distortion coefficients can be usedi¢oive distortionfree images, although this
operation needs a longer elaboration time. If calibration is given, the correction of image coordinates
should be always carried out in order to improve the precision of the final result. However, image
distortion can be considerddcdly constant, thus when different epochs aralyzedits contribute
can be assumed as a systematic error and removed by using relative diffefaryvesy, this
assumptionis valid for small point displacementsherefore a camera should be always catidalra
especiallywith consumer camerasdwide-angle lenses.

4. 3DImagebasedDeformation M easurements
4.1. CombiningMultiple Imagedor 3D Analysis

When 3D measurements are necessary at least two images for each epoetearénmeges must
be taken athe same time, thuall camera must be synchronizedseveral images can be used to
improve the precision ahe object coordinateshowevera more expensive instrumentation becomes
necessary. FrasergBproposed the following formuléo estimatethe theoretical precision of a 3D
imagebased srvey:

SXYz:qSS—Xy
Jk

whereq is an empirical factor (between 0.4 and 2 according to the number of images and their spatial
distribution), S is the scale number (cameshject distance divided by ¢hfocal length) 0y is the
precision of image coordinates akd the number of images. Precision can be enhanced bysimggea
the number of camerasdg. more observatianfor the same 3D point), though this improvement is
proportional to the square root of the numbieimages.

The mathematical model fanage orientation is based oallinearity equations . An image can
be considered as a central projection in space, in which the relationship between an imagg yQint (
andthe corresponding object poiX;(Y;, Zj) can be writterwith a 7-parameters transformation:

(22)

& - X tDxj 88X Xo;8
é J_, o € U
&ij - ypi+DyijL‘j_/iRie:Yj'Y0j N (23)
E - #H &2 - Zoj iy

for each image and point. In Equation23 R, is a rotation matrix,Xoi, Yoi, Zoi) are the coordinates of

the perspective centre,is the principal distanceXy;, ypi) arethe locatioms of the principal point in the
imagei a n dx;, ( yggmre the correction terms fanage distortionEquation23 is nonlinear and a
rigorous solution requires their linearization (thus the knowledge of good approxiahas)vand an
iterative approachto estimate the unknowns.q, camera orientatiorparametersand 3D object
coordinates). A rigorous bundle solution, coupled with the estimation of the unknown parameters
based on the Gaudsarkov model of the Least SquaresS{, provides an efficient, precise and reliable
solution in a functional and stochastic sen€.[Bhe unknown parameters are estimated using proper
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coefficients to weightthe observationswith different precisioa Their theoretical precision can be
evduated through the estimated covariameatrix, while theposteriorvariance of unit weightc?)
gives the final quality of the adjustment. The functional model of the syst&mquattion23 is solved
with the LS solution:

x=(ATWA)*A™WM (24)
where A is the design matrix, containing the palrtierivatives ofEquatiors 23 with respect to the

unknowns andevaluated at thepproximaed valuesW is a weight matrixx is the unknown vector
and| is the observation vectdFhe residualy of the obsevations andl,” can beestimated as

v=AX- | (25)

v WV
S, = ; (26)

wherer is theredundancyi(e., the difference between the number of observations and unknowns)
The precision of the estimated unknowns can be retrieved from theacmeamatrix:

K, =5, (ATWA)™* (27)

The diagonal elements tie K, matrix arethe variance of each single unknowmvhile the other
elements represent the covariances between the unknowns.

To invert the serndefinite positive matrixA'WA in Equation 24 an external datum must
established This operation can be performed by fixisgvenparameterstfiree translations,three
rotations and a scale factor) and can be carried out in several ways. In our implementation we
implementedwo strategies:

1. the use ofan orientation framé.e., a support with known pointswhich mustbe placed on the
body at the beginning (or at the end) of the test;

2. a freenet adjusnentbased orninner constraintg40], which requiresat leastthe scale of the
projectusing arelement with a known lengtle.Q.,a calibrated bar).

After processing the images of the first epoch with the developed methoddlagyneras are
placed onstable suppost exterior orientation parameters rabe cosideredconstant. Thenthe
dynamic analysis is based on the measurement of the image coordinates by tracking the points alon
the image sequences with crassrelation and LSM. The computation of object coordinates is
performed by using the fixed orientation parameters.

An importantpoint is related to occlusions. However, during this kind of analysis the deformation
emerging is limited with respect to the size of the object. Therefore a good initial setup of the cameras
around the object avoids the creation of occlusions duringgghe

4.2. Measurement dfhage Coordinates

In the case of 2D dynamimeasurements an image point must be theleng the image sequence.
Whenmultiple views must be analyzeitlis necessary to determine the same pamong thamages
capured at thesame epoch, then the poagan be tracked along the sequence. The determinatibe of
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image correspondences can be carried out by using targets or with the texture of the object. Targets ca
be automatically detected for all images, kuisioften necessy to (manually) select homologous

points for the images of the first epoch. However, an opportune coding can be added to each target t
automate the whole process. Fig@eshowsthe typical case of a targdiased surveyHere, two
synchronized Nikon D78ameras witlP0 mm Sigma lereswere employedSeveral targets placed in
particularpositions were tracked afténeir semiautomatic matchindor the first epoch. The method

used during the tracking phase is based on @rosslation and LSM. More detaiabout this test are
described in the next section.

Figure 8. A targetbased survey with two synchronized cameras.

However, during some analysis targets cannot be fixed, thus we implemented a solution based or
the texture of the objecand projectivegeometry This new method is based odetectors and
descriptors capable of determining tie poiataongthe images. In our implemgtion we use two
operatorsable to extract and matcltheseimage correspondenceSIFT (Scale Invariant Feature
Transform)[41] and SURF(Speeded Up Robust Featur¢dp]. They are invariant to changes in
rotation (around the optical axef the camerpand scaleand are robust to affine deformat®and
changes in illumination. The method is based andktraction of the fdures during théirst epoch
(usingthe detector) and the identification of the correspondeacesg multipleimages (singthe
descriptor). The main advantage given by these operators is the possibility to match tie points by
analyzingthe descriptoy which is a vector that contains information about the local characteristics of
the extracted featusetie points are mtched by using the 12Z8ementvector associated to each
featurewithout any preliminary informatianThe L2 norm of the differenceéEudidean distance) is
employed More details about thisrocedure can be found ind§ The choice of the matcher (SIFT or
SURF) depends on the characteristics of the object. Generally SIFT finds more points than SURF, but
it is computationally more expensiv On the other handf an obgct has a good texture SURF
provides a good number of imagmints.

At the end of the matching phase several outliers can be found, especibiycase of repetitive
patterns We removeall thesewrong correspondences Wwithe robust estimation of the fundamental
matrix F [44], which is a 3x 3 matrix of rank 2 thaencapsulates the geometry of an uncalibrated
stereo pair. If the scene is planar, it is more convenient to estimate the essentidk j#ed}bbecause
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a 2D <ene is a critical case fdhe F-matrix. We use thelLeast Median of Squared.-MedS)
method[46] to estimateF (or E) with 7 image point$47].
Given a set of image correspondenges (X, Vi, 1)" 2  x(;, Vi, 1)" = xi; between two images
picturing thesame object from differemamera stationghe conditionx;;’ F x; = 0 must be satisfied.
This condition can be easily demonstrated by considering thd-thatrix represents a connection
between a point in the first image and the epipolar line ingbergl onel;; = Fx; ,in which points and
lines are expressed by homogeneous vectors. Indeed, the dot product between a point in the secor
image and the epipolar lines of the corresponding point in the first one must be'zkro @) because
the pointlies on the line.
In this work robust techniqugsay a fundamental role.hEy allow an efficient detection of all
mismatchesind aremandatoryin the case ofully automated techniqueklormally, these procedures
are based on the selectionminimal daaset andhe following estimation of sever&matriceswith
the presented methodology. However, we are not directly interested in the value of the cémputed
we want to detecivrong correspondences. In this case Fhmatrix is extremely useful, begseall
mismatches given by the comparison betwiénedetectors can be removed agalyzingthdar image
coordinates, without any consideration about the 3D geometry of the object. A method bsseeinon
corresponding pointsepresenthe minimal casefor the estimation of. In fact, the F-matrix has a
scale ambiguity that coupled with the singular constrainE§let0 reducethe number of independent
elements t@even A solution can be estimated usitige following system:
eho
D %'y %" W% vy %% v Ug.g=0 (28)
EfoH
wheref;, & are thenineelements of. The solutioi s a 2D spaEe(loUfthe f o
which coupled with the dei(2rUfra Thislastequatibnrisaa n t
cubic polynomi al egiysolvddon in U that can be ea
The LMedS technigue evaluates each solutuith the median symmetric epipolar distance to the
data [8]. The solution which minimizes the median is chosen. To estifRatgubsets okeven
correspondences are randomly extracted from thenatigataset. The minimum number of triaisto
obtain an errefree subsample with a given probaBland @ expected fraction of outlietdis:
log(1- P)

log(1- (1- &)P) (29)

(p is the number of correspondenceg,, the parameters to estimai& in this case). For any
subsamplé of image coordinates a fundamental matrix is estimated, thus the median safutired
residuals is calculatEby using the whole dataset of image coordinates and the distances bisteeen
epipolar lines

e = median [d?(xii, Fi Xi) + d(xi, F' Xii) ] (30)

The method does not need a preliminary threshold to classify a point as inlier (or cAtliEsst
estimation of thestandard deviation can be derived from the data with the relation:
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€ 5 @
So =Cgl+ o 7k 31
° g- n- py (1)
wheregy is the minimal median and= 1.4826. Then, a weight; based onl is determined for each
correspondence and is used to detetiers (v = 0):

_fl % ¢(25s)?

W =
' } 0 otherwise (32)

wherer; = [d*(xii, F x) + d?(x;, F" xi{)]*2

After all these steps outliers can be removed and a final LSM refining is carried out to improve the
precision of image coordinates. Figeshows the applation of the procedure. Two synchronized
Nikon D80s with 20 mm leneswere placed in front of a micrometric sledge. Two pieces of rocks
which simulate a real construction element, were leanthe plates of the sledge and several shifts
were given in oder to compare the image measurements thighmechanical ones. The results of the
matching with the descriptors are showrfigure 9a, in which several outliersan be seerAfter the
robust estimation of the fundamentaétrix, all these mismatches \earorrectly removedHigure 9b)
and can be refineda LSM by fixing each point in the first image and searching thediogous in the
second one. Lastly freenet bundle adjustment was carried out and the scale of the reconstruction was
fixed with asmdl calibrated bar. Finally, a tracking process based on -carsslation and LSM is
carried out along the image sequence and 3D points are estimated with a simple intersection by usin
the computed orientation parameters.

Figure 9. Matching results duringn markerless 3D surveyith two cameras: (a) point
matched with the descriptors and (b) points after the robusimatgin of the
fundamental matrix.



