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Abstract: This study presents a new approach based on artificial neural networks for
generatingpnebiometric featurgfaceg from another(only fingerprints). An automatic and
intelligent system was designed and developed to analyze the relationships among
fingerprints and faces and also to model and to improve the existence of the relationships.
The new proposed system is the first study that generates all parts of the face including
eyebrows, eyes, nose, mouth, ears and face border from only fingerprints. It is also unique
and different from similar studies recently presented in the literatureseitie superior
features. The parameter settings of the system were achieved with the help of Taguchi
experimental design technique. The performance and accuracy of the system have been
evaluated with 18old cross validation technique using qualitative leadaon metrics in
addition to the expanded quantitative evaluation metrics. Consequently, the results were
presented on the basis of the combination of these objective and subjective metrics for
illustrating the qualitative properties of the proposed wathas well as a quantitative
evaluation of their performancegxperimental results have shown thate biometric
feature can bdeterminedrom another. These results have once muleatedthat there is

a strong relationshipetweerfingerprints anddces.
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1. Introduction

Biometrics has become more and more important solutions to overcome vulnerabilities of the
security systems for people, companies, c@pons, institutions and governments. Person
identification systems based on biometrics were used in primarily limited applications requiring high
security tasks like criminal identification and police work in the beginning, more recently they have
been ged in a wide range of applications including information security, law enforcement,
surveillance, forensics, smart cards, access comtimlbecause of their reliability, performance and
accuracy of identification and verification procesded]. Whenthe biometric literature was reviewed,
it was found that there/as extensiveiterature on fingerprint identification and face recognition. The
researchers were mostly focused on designing more secure, hybrid, robust and fast systems with hig
accuracy bydeveloping more effective and efficient techniques, architectures, approaches, sensors and
algorithms or their hybrid combinations,2].

Generating a biometric feature from another is a challenging research @Gmuierating face
characteristics from owlfingerprints is a especiallyinteresting and attractive idea for applications. It
is thought that this might be used in many security applications. This challenging topic of generating
face parts from only fingerprints has been recently introducedhéofirst time by the authoia series
of papers[5-13]. The relationships among biometric features of the faces and fingelpr&&Es)
were experimentally shawin variousstudiescovering the generation of:

1 face borders [5],
face contoursincludingface border and ears [6],
face modelsincluding eyebrows, eyes and mouth [7],
inner face masks including eyes, nose and mouth [8],
face partsincluding eyes, nose, mouth and ears [9],
face models including eyes, nose, mouth, ears and face border [10]
face partsincluding eyebrows, eyes, nose, mouth and ears [11],
only eyes [12]
face partsincluding eyebrows, eyes and nose [13],
face featuregncluding eyes, nose and mouth [Bfid

1 face shapesncluding eyes, mouth and face border [15].

In thesestudies, face parts are predicted from only fingerprints without any need of face information
or images. The studies have experimentally demonstrated that there are close relationships among fac
and fingerprints.

Although various feature sets of émcand fingerprints, different parameter settings and reference
points were used to achieve the taskth high accuracy from only fingerprints, obtaining the face
parts including the inner face parts with eyebrows and face borders with ears has natdiegms to
now. In order to achieve the generation task automatisathyhigh accuracy, a complete system was
developed. This system combines all the other recent studies introduced in the literature and provide:
more complex andpecificsolutiors for generating whole face features from fingerprints. In order to
improve the performance of the proposed study, Taguchi experimental design technique was also use
to determine best parameters of artificial neural network (ANN) models used in this gendmation
order to evaluate and demonstrate the results more precisdbldi€ross validation technique with
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both quantitative (objective) evaluation metrics and expanded qualitative (subjective) evaluation
metrics were used. So the performance and accwexy demonstrated mmore reliable way with a
limited database in comparison to the previous studies.

The paper is organized as follows. Section 2 reviews the background information on biometrics,
automatic fingerprint identification and verification ®mms (AFIVSS), and face recognition systems
(FRSs). Section 3 briefly introduces ANNSs. Section 4 presents the motivations of this study as well as
investigates the previous works about relationships among fingerprints and faces. Section 5 describe:
the evduation methods. Section 6 presents the novelty of the proposed system including basic
notations, definitions and various steps of the present methedintelligent biometric feature
prediction system(IBFPS. The experiments including numerical and diiapl results of IBFPS are
depicted in Section 7. Finally, the proposed work is concluded and discussed in Section 8.

2. Background of Biometric Systems

Biometric features covering physical or behavioral characteristics including fingerprint, face, ear,
hand geometry, voice, retina, iris recognitiaic. are peculiar to the individual, reliable as far as not
being transferable easily andvariant during the life time [1]. Typical biometric systems include
enrollment, identification, verification, recogmitn, screening or classification processes. The steps in
system tasks are as follows: biometric data acquisition, feature extraction, registration, matching,
making decision and evaluation. Biometric data were obtained from people with the help of a camera
like-device for the faces and fingerprint scanner for the fingerpriets, In general, after data
acquisition processes, the digital representation of the biometric data of the people were obtained in the
digital platform. Feature extraction processeserapplied to this digital form of the biometric features
and feature sets were registered to the biometric system database. When a user wants to authentice
him/her self to the system, a fresh biometric feature was acquired, the same feature extraction
algorithm is applied, and the extracted feature set is compared to the template in the database. If thes
feature sets of the input and the template biometric features are sufficiently similar according to the
mat ching criteri a, astdken andghe usérsvasfautherstitatedlat the esnd ob the
matching process [B4].

Data acquisition, verification, identification and screening phases are the main types of biometric
based systems [4]. The types are summarized as:

Type | The biometric d&a acquisition phasis the first step of the other three phasawoliment,
classification and recording of the biometric features are achieved in this phase.

Type It The verification phase is the most commonly used biometric system mode in thdifeocial
like person identification systems in physical access control, computer network logon or electronic data
security [24 ] . I n t hat phase an i ndividual 6s i dent
identification number, a magnetic card, a smartcatc. At the end of the verification phase, the
submitted claim of the identity is either rejected or accepted [1].

Type Il The identification phase is commonly used in applications requiring high security tasks
like criminal identification and policero r k . I n that phase, the syste
identity with using just his or her biometric feature. The system fails if the person is an undefined
person in the system database. In that case, the output of the system is a contisinati@entities
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and the scores indicates the similarity among two biometric features [15]. According to seme pre
defined rules about similarity measure system decision was produced in this phase.

Type IV The screening phase is like the identfion phase. The results of determination whether a
person belongs to a watch list of identities or not is displayed in this phase. Security at airports, public
events and other surveillance applications are some of the screening exartifles [4

A typical biometric system is given Figurel. The processes in the system are achieved according
to the arrows illustrated in the figure depending on the application status.

Figure 1. A typical biometric system
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These sort of lbmetric recognition systems make people, systems or information safer by reducing
the fraud and leading to user conveniefdje Two of most popular biometric features used in the
biometric based authentication systems are fingerprints and faces. Fimgdyased biometric systems
are called AFIVSs and faces based biometric systems are called FRSs.

Fingerprints are unique patterns on the surface of the fingers. Fingerprints represent the people witr
high accuracy because of having natural identity tnout the life of which are not forgotten
anywhere or not be lost easily. They were reliably and widely used to identify the people for a century
due to its unigueness, immutability and reliability [17].

In AFIVSs, ridgevalley structure of the fingerprimattern, core and delta points called singular
points, end points and bifurcations called minutiass used for identifying an individual. These
structures are given irFigure 2. Many approaches to AFIVSs have been presented in the
literature [12,1517-30]. The AFIVSs might be broadly classified as beingnutiaebased,
correlationbasedandimagebasedsystems [18]. A good survey about these systems was given in the
reference [1]The minutiaebased approache®ly on the comparisons for similaritiescadifferences
of the local ridge attributes and their relationships to make a personal identificati@i][1Bhey
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attempt to align two sets of minutiae from two fingerprints and count the total number of matched
minutiae [4]. If a minutiae and its paraters are computed relative to the singular points which are
highly stable, rotation, translation and scale invariant, the minutiae will then become rotational,
translational and scale invariant [28-24]. Core points are the points where the innermdgerioops
are at their steepest. Delta points are the points from which three patterns devi2qR3The
general methods tdetect the singular points areiRcarebased [27], intersectiebased [23] or filter
based [28] methods.

Figure 2. Ridgevalley structure and features of a fingerprint.
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Main steps of the operations in the minuimesed AFIVSs are summarized as: selecting the image
area detecting the singular pointsnhancing, improving and thinning the fingenpimage extracting
the minutiae points and calculating their parametelisninating the false minutiae setgroperly
representing the fingerprint images with their feature; setording the feature sets into a database
matching the feature setsnd testing and evaluating the system [29]. The steps and their results are
given inFigure 3, respectively. Although the performance of the mindtiased techniques relies on
the accuracy of all these steps, the feature extraction and the use of sdptistiaching techniques
to compare two minutiae sets are often more effective on the performance.

Global patterns of the ridges and valleys are compared to determine if the two fingerprints are
aligned in the correlatichased AFIVSs. The template and quéingerprint images are spatially
correlated to estimate the degree of similarity between them. The performance of corbalsgidn
techniques is affected by ndinear distortions and noises in the image. In general, it has been
observed that minutiadeased techniques perform better than correlab@sed ones [30]. The decision
is made using the features that are directly extracted from the raw image in thdoasadeapproaches
that might be the only viable choice when image quality is too low tavatiliable minutiae
extraction[18].
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Figure 3. Main operational steps of minutidased AFIVSs [29]
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Faces are probably the most highly accepted andfusedly characteristics in the field of
biometrics. Face recognition @& attractive and active research area with several applications ranging
from static to dynamic [19]. In general, a FRS consists of three main steps covering detection of the
faces in a complicated background, extraction of the features from the famesragd localization of
the faces and finally recognition tasks [31]. The steps used in face processing in fingerprint to face task
are illustrated irFigure4.

Face recognition process is really complex and difficult due to numerous factors affecting the
appearance of an individual 6s faci al f eaupur es
etc. In addition to these varying factors, lighting, background, scale, noise and face occlusion, and
many other possible factors make these tasks evere mhallenging [31]. The most popular
approaches to face recognition are based on each location and shape of the facial attributes includin
eyes, eyebrows, nose, lips and chin and their spatial relationships or the overall analysis of the face
image repesenting a face as a weighted combination of a humber of canonical f&&s Jany
effective and robust methods for the face recognition have been also propd$il{25]. The
methods are categorized in four groups as follows [34]: human knowledgebtonstitutes a typical
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face was encoded in the knowledagsed methods. Structural features that exist even when the pose,
viewpoint or lighting conditions vary to locate faces were aimed to find in the feature invariant
methods. Several standard patis of a face were used to describe the face as a whole or the facial
features separately in template matching based methods. Finally, appémsetenethods operate
directly on images or appearances of the face objects and process the imagesliaergional
holistic patterns.

Figure 4. Main processes of face procegsfor fingerprint to face task system
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As explained earlier, processing fingerprints and faces are really difficult, complex and time
consuming tasks. Mangpproaches, techniques and algorithms have been used for face recognition,
fingerprint recognition and their sub steps. It is very clear from the explanations that dealing with
generating faces from fingerprints are really more difficult tasks. Becaulse tz#sks to be achieved in
this article, faces, fingerprints, pre and post processing of them, applying many methods, implementing
them in training and test procedures, analyzing them with different metrics, and representing the
outputs in visual platfen, etc.have made the prediction task more difficult.

3. Artificial Neural Networks

ANNSs are biologically inspired intelligent techniques to solve many problem4(B@.earning,
generalization, less data requirement, fast computation, ease of im@&oreratnd software and
hardware availability features have made ANNSs very attractive for many applications [36].There has
been a growing research interest in security and recognition applications based on intelligent
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techniques and especially ANNs whicheaalso very popular in biometrltased applications
[5-13,29,34,35,37-40]. Multilayered perceptron (MLP) is one of the most popular ANN architectures
and can be trained with various learning algorithms. Because an MLP structure can be trained by many
leaming algorithms, it has been successfully applied to a variety of problems in the literature [36].

The MLP structure consists of three layers: input, output and hidden layers. One or more hidden
layers might be used. The neurons in the input layer caredied as buffers and distribute input signal
to the neurons in the hidden layer. The output of each neurive hidden layer is obtained frotime
sum of the multiplication of all input signals and weights that follow all these input signals. The sum
can be calculated as a function. This function can be a simple threshold function, a hyperbolic tangent
or a sigmoid function. The outputs of the neurons in other layers are calculated in the same way. The
function can be a simple threshold function, a hlgpke tangent or a sigmoid function. The outputs of
the neurons in other layers are calculated in the same way. The weights are adapted with the help of
learning algorithm according to the errors occurring in the calculation. The errors can be computed b
subtracting the ANN outputs from the desired outputs. MLPs might be trained with many different
learning algorithms [36]. A general form of the MlsPgivenin Figure5.

Figure 5. General Form of the MLP
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In this study, te MLP based model structure having single hidden layer was used to model the
relationships and to generate the faces. The MLP models were trained with the conjugate gradient
algorithm updating weight and bias values according toctieugate gradienwith PowellBeale
restart CGB) [41].

4. Motivation of the Proposed Approach

It is especially difficult to believeéhat there is a relationshipetweerbiometric features because of
their characteristics such as their uniquen€bs researchvas difficultandchallenging As an initial
step, lological and physiological evidences regardthg relationships among biometric features to
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support this study were investigated. The evidences and observations given below help us to believe
that it is worth invesgating the relationship among fingerprints and faces. These are given below:

1.

It is known that the phenotype of the biological organism is uniquely determined by the
interaction of a specific genotype and a specific environment [42]. Physical appeafdaces o
and fingerprints are also a part of an indi
determine the general characteristics of the pattern [42]. In dermatoglyphics studies, the
maximum generic difference between fingerprints has b@end among individuals of different
races. Unrelated persons of the same race have very little generic similarity in their fingerprints,
parent and child have some generic similarity as they share half of the genes, siblings have more
similarity and thanaximum generic similarity is observed in identical twins, which is the closest
genetic relationship [43].
Some of the scientists in biometrics have focused on analyzing the similarities in fingerprint
minutiae patterns in identical twin fingers [42].ejhabsolutely confirmed that the identical twin
fingerprints have a large class correlation. In addition to this class correlation, correlation based
on other generic attributes of the fingerprint such as ridge count, ridge width, ridge separation,
and ridge depth was also found to be significant in identical twins [42].
In the case of faces, the situation is very similar with the circumstances of fingerprints. The
maximum generic similarity is observed in the identical twins, which is the closest genetic
relationship [43].
A number of studies have especially focused on analyzing the significant correlation among faces
and fingerprints of identical twins [44-46]. The large correlation among biometrics of
identical twins was repeatedly indicated in therture by declaring that identical twins would
cause vulnerability problems in security applications [47]. The similarity measure of identical
twin fingerprints is reported as 95% [47]. The reasohthis high degree similarity measure
wereexplained insome studies as follow:
1 Identical twins have exactly identical DNA except for the generally undetectable micro
mutations that begin as soon as the cell starts dividing [46].
1 Fingerprints of identical twins start their development from the saM4, 3o they show
considerable generic similarity [48].

The similarity among biometric features of identical twins was giveRignre 6. Fingerprints of
identical twins and fingerprint of another person were givekigure 7 [46]. The high degree of
similarity in fingerprints or faces of identical twins is demonstrateligure8.

5. Previous Work on Relationships among Fingerprints and Faces

In the light of explanations in the previous section, identical twins have strong similarities in both
fingerpiints and faces. Increasing and decreasing directions of these similarities are also the same
among the people. Consequently, this similarity supports the idea that there might be some
relationships among fingerprints and faces. The results reported bguthers have been also
experimentally shown that relationships among fingerprints and faces e&Bf [5
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Figure 6. Different biometric features of identical twins [45]a) Retina, (b) Iris,
(c) Fingerprint and (d) Palm print.

Figure 7. Fingerprirts of identical twins (a, b), and fingerprint of another person (c) [46].
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Figure 8. Fingerprints and faces for identical twins.
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In the studies [A.3], relationships among fingerprint and face parts were investigated and various
face parts were tried to be predicted from just fingerprints step by step from simple to cahghex.
beginning of the process, authors have tried to generate only face borders [5], only eyes [13] and face
contours [6] fromust fingerprints. In further steps of the process, the ANN structures were improved
trained and tested to predict static face pari8,12]. After thesestudies, ANN structures used in
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predicting process were advanced owing to the experiences of the authors and more complex face par
would be generated with high accuracyl[H. Finally, this study introduces for the first tirtiee most
complex representian of the relationships among fingerprints and faces. The studiE3] [aresented

the experimental results in different platforms such as traditional evaluation platform, numerical
evaluation platform and finally a visual evaluation platform. Howevshauld be noted that because

of having limited data sets covering 120 people in those studige]dl@rossvalidation should be
applied to illustrate the performance of the systeamdomly selected traitest data sets are no longer
appropriate to chacterize the performance of the system. It can lead into error in evaluating the
performance of the system by causing imperfect comments on the resultsfold &fbss validation
process, e database was randomly divided into 10 different data grosig@etring 90% of all data

set in training and the rest 10% in test data sets for each fold. The proposed system was trained an
tested with these ten different trainitept data sets. After ten different trainings, 10 test processes
were then followed. Acuracy and performance of the ANN models for each fold were computed
according to the appropriate evaluation metrics covering expanded quantitative and qualitative metrics.

The ANN structures of previous studies were designed and reconfigured with hasetented or
experimentally obtained parameters. It is well known that finding appropriate parameters depending on
applications is very difficult. It takes time and suitable parameters are established with the help of trails
and errors. To do it systenwlly, as mentioned before, this study also presents obtaining best ANN
parameters like numbers of the layers, numbers of the inputs, training algorithms and activation
functions with the help of Taguchi experimental design technique.

In the previous studs [513], performance and accuracy of the proposed model are evaluated by
gquantitative metrics and/or human assessment presented in a graphical form. In this paper, both th
guantitative measures.€., objective) carried out automatically by computexpanding the metrics
available in the literature and the qualitative (subjective) evaluation perceived by observation were
taken into account. Next section describes these quantitative and qualitative evaluation metrics.

6. Evaluation metrics

To generatanore accurate face features from fingerprints without having any information about
faces is successfully achieved and introduced in this study. It needs to be emphasized that evaluatin
results wasan important, criti@al and difficult part in this studyThere were not certain criteria to
elaborate the results precisely. For doing that, the success and reliability of the proposed system havin
proper metrics in achieving face parts from only fingerprints must be clearly illustrated.

The traditional metris of an ordinary biometric system like FMRIMR representation and ROC
curve are no longer appropriate to characterize the performance of the system because of the propose
system is not an ordinary biometbased recognition system. In this study, mes¢ procedure and
performance metrics covering combination of the quantitative and qualitative measures are introduced
for better evaluations. The details of these metrics are explained in the following subsections.
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6.1. Quantitative Evaluation Metrics

These metrics are briefly introduced in the followsulsections.
6.1.1. FMR-FNMR Curve and The ROC Curve

FMR-FNMR and ROC curves are commonly usaslevaluation metrics for biometric based

recognition systemslhe curves and determination procedure wigtled in [1]. The null (H) and
alternate (H) hypotheses for the biometric verification problem and associated decisions according to

these hypotheses were given in Table 1 and Table 2, respectively A To i s stored
template of apersonaridl 6 i s the acquired input of a biom
verification are writtenfor il T i nput and templ ate do n@t=T come

input and template come from the same person.

Table 1 The null and the alternate hypotheses for the biometric verification

Formulas Definition
Ho: | i Input and templatare notfrom the same person
Hy: I=T Input and templatarefrom the same person

Table 2 Decision types

Formulas Definition
Do |1 A person is nothe same person to baimed
Di: I=T A person ighe same person to bkiimed

In general, two types of errorseaencountered in a typical biometric verification system: mistaking
biometric measurements from two different fingers being the same finger (false match) and mistaking
two biometric measurements for the same finger being two different fingers (falseaudr). These
errors are given in Table 3 for Type | and Type I, respectively. The verification involves matching T
and | using a similarity measure s(T,l). If the matching score s(T,l) is less than the system threshold t,
then decide B else decide DTo evaluate the system, it must be collected the scores generated from a
number of fingerprint pairs from the same finger (the distribution pés|tiue) of such scores is
traditionally called genuine distribution), and scores generated from a numbegespfint pairs from
different fingers (the distribution p(s|.H true) of such scores is traditionally called impostor
distribution). FMR is the probability of Type | error and could be defined as the percentage of impostor
pairs whose matching score gierahan or equal to t, and FNMR is the probability of Type Il error and
could be defined as the percentage of genuine pairs whose matching score is less than t.



Sensor2010, 10 421¢

Table 3 Two types of errors in a typical biometric system

Error Type Formulas Definition

; False match rate: (Ds
T I (FMR FMR=P(D, |H, =true) = pP(s|H, =true)ds '
ype I: ( ) e tﬁp ° decided when }lis true),

t .
_ _ _ _ False nommatch rate: (Ris
Tvoe II: (FNMR FNMR=P(D, |H, =true) = fP(s| H, =true)ds ' .
P ( ) v 0 ' decided when His true).

Among FMR ad FNMR, there is a strict trad#. If t is decreased to ake the system more tolerant
with respect to input variations and noise, then FMR increases;versaif t is raised tomake the
system more secure, then FNMR increases accordingly. So the system performance was reported at ¢
operating points (threshth t) in ROC curves by plotting FNMR as a function of FMR [1].

6.1.2. Mean Squared Error (MSE) and Sum Squared Error (SSE)

MSE and SSE aréhé metrics to quantify the amount by which an estimator differs from the true
value of the quantity being estimated.esk metrics were used for evaluation of the performance and
accuracy of the systems that were investigating the relationships among fingerprints and faces in the
literature [5}[13]. MSE is to measure the average of the square of the error. SSE is tbessprared
predicted values in a standard regression model. In general, the less the SSE, the better the mod
performs in its estimation. MSE and SSE were given in Equafibnand (2), respectively. Irthe
Equationsn is the number of the test peopf®,is the output of the system abxlis the desired value
of O;:

MSE==3 (D) -0)

Nizg 2 (1)
SSE=4 (D -9) o

6.1.3. Absolute Percentage Error (APE) and Mean APE (MAPE)

APE is the measure of accuracy irfitted time series value. It usually expresses accuracy as a
percentage [50]. APE is also commonly used as an evaluation metric in the similar studies aimed to
investigate among fingerprints and faces in the literaturd1f¥} These metrics were given in
Equations 8) and @). In the equations) is the number of the test peop®®,is the output of the system
andD; is the desired value @:

_ |Di } O||
APE=j —
= D (3)
MAPE:l'aT.—|Di -al
niz D

(4)
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6.1.4. Mean Absolute Error (MAE)

MAE is a quantity used to measure generations or predidtiowstheyare closeto the eventual
outcomes. This metric was used in this study at first. It should be noted that, this metric was linked
appropriately with the application proposed in this pafierthe name suggests, MAE is an average of
the absolute errors. It is calculated average of the absolute errors per each coordinate of the feature se
of the faces in the proposed study. The formulation of MAE is given in Equ&iom the equation,

O is the output of the ANND); is the desired value of tli® ande =D;T ;O

1.0 1.
wae=24|0 -q = He
i=1 i 2 (5)

6.2. Qualitative Evaluation Metrics

In previous studies [3], quantitativeevaluation platformsvere prepared to help the researchers
determine whether the obtained results are similar to their desired values br thos. study, in
addition to that, agualitative analysis was carried out in order to determine whether the obtained
results are similar to their desired values, how much the results are close to their desired values an
how accuratelythe system performthe taskAlthough the quantitative metrics indicate the system
performance clearly in the numerical manner, they do not provide any information about the perceived
visual quality of the results. Accordingly, a psychophysical experiment was designedraad out
below.

The aim of this qualitative analysis was to determine which quality of results the system produces
imagery with the highest perceived results quality by human observers. Qualitative assessment metho
applied to this study was explainkbédlow.

In order to obtain an objective qualitative assessment of the results, a standard psychophysical rank
ordering paradigm [552] was employed to modify the paradigm for our study. Essentially, this
paradigm consisted of presenting the participanth thie results and asking each participant to rank
order of each of those results based on fliggialitie® by assigning each of the results in a numerical
value. Specifically, in this study the test results for each fold were presented to the pastioipant
asking each participant to the degree of the results in a numerical value from 1 to 5. The meanings o
the numerical values are given below:

1: the results are very different from the desired values, the system failed.

2: the results are a bit simileo the desired values, but the system cannot be accepted as successful.

3: the results are similar to the desired values, the system success is average.

4: the results are very similar to the desired values, the system is above average.

5: the results & nearly the same or the same with the desired values, the system is very successful.

Before starting the experimentsach participant was asked to read standardized instructions
explained the task clearly. All participants were allowed to ask questigasdieg the task before
beginning the experiments. At the beginning of the experiments, for each trial, twelve results for each
10-fold cross validation were simultaneously displayed. At the end of each checking process, he or she
gives a mark for the tesesults of each fold. At the end of this part of the evaluation, each participant
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checks all test results of the-1dld cross validation containing 120 test people and gives a mark for
each foldto evaluate the results if face prediction is successdoliyeved or not

7. The Proposed System: Intelligent Biometric Feature Prediction System (IBFPS)

In order to achieve the task of prediction, a proposed system called IBFPS was developed and
implemented. The new approach successfyéigerates total fackeatures containing all of the face
parts including eyebrows, eyes, nose, mouth and face contours including face border and ears fron
only fingerprints without having any information about fagethis study. In addition, the relationships
among Fs&Fs aralso analyzed and discussed in more details with the help of different evaluations
criteria.

Assume that this relationship among faces and fingerprints can be mathematically represented as:

y=H®X) (6)
wherey is a vector indicating t feature set of the face model and its parameters achieved from a
personxis a vector representing the feature set of the fingerprint acquired from the same k¢json,
is a highly nonlinear system approximatygntox. In this studyH(.) is approximated to a model to
generate the relationship among Fs&Fs with the help of ANN models.

The proposed system is based on MAIRN model having the best parameters with the help of
Taguchi experimental design technique-E&g. MLPs were trained with the binainput vectors and
the corresponding output vectors with different parameter levels based on Mean Square Errors (MSES]
and Absolute Percentage Errors (APES).

In order to determine the best parameters of MINN structure, L16 (8 1 2°3) Taguchi
experiment is designed. Taguchi design factors and factor levels were givEabia 4.Training
algorithms, the numbers of layers, the numbers of inputs and the transfer functions were main Taguchi
design factas and8, 2, 2 and 2 to be considerasl factor leels respectively.

MLP-ANN training algorithms considered and used in this work were Pdeglle conjugate
gradient back propagation (CGB), Fletclawell conjugate gradient (CGF), Poldibiere conjigate
gradient (CGP), Gradientd3cent (GD), Gradierldescent with adaptive learning coefficients (GDA),
OneStep Secant (OSS), GDA with momentum and adaptive learning coefficients (GDAM) and scaled
conjugate gradient (SCG) [56].

In this study, the numbers of layers weet to3 and 4 the numbers of inputeere 200 and 300.
Hyperbolic Tangent (HT) and Sigmoid Function (8E)ivation functions wereonsidered and used
MLP-ANN structures.

In Taguchi design, best parameters of MARNSs were determined according to MSEs. Main effect
plots were taken into osiderations while analyzing the effects of parameters on the response factor.
These plots might help to understand and to compare the changes in the level means and to indicate tf
influence of effective factors more precisely. According to these plaiisirtg algorithms had the
largest main effect on MSE. The numbers of layers in MINN structure, and transfer functions were
also considerably effective. MSEs were not maafhectedby the numbers of inputs. Finally it can be
clearly said that consideg the main effect plots, MSEs will get smaller if the parameter settings given
in Table Swere followed.
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Table 4. Taguchi design factors and factor levels

LEVELS
Taguchi Design 1 2 3 4 5 6 7 8
Training Algorithms| CGB CGF | CGP GD | GDA | OSS | GDAM SCG
> (gf:‘Number of Layers 3 4
% HNumber of Inputs 200 300
& STransfer Functions | HT SF

Table 5. Results for ANN Parameter Analysis

Factors Parameter Settings

Means SR Optimum Design
Training Algoiithms CGB CGB CGB
Numbers of Layers 3 3 3
Numbers of Inputs 300 300 300
Transfer Functions SF SF SF

After the ANN structure and its training parameters were determined to achieve accuraiessolut
the training processes were started with applying the fingerprint and face feature sets of the people tc
the system as inputs and outputs, respectively. The sizes of input and output vectors were also 300 an
176, respectively. The system achievess titaining processes with these feature sets according to the
learning algorithm and the ANN parameters which were obtained from Taguchi design method. Even if
the feature sets of Fs&Fs were required in training, only fingerprint feature sets were tesd lin
should be emphasized that these fingerprints used in test were totally unknown biometric data to the
system. The outputs of the system for the unknown test data indicate the accuracy of the system. Th
success and reliability of the system mustlearly shown by evaluating the ANN outputs against the
proper metrics in achieving face parts from fingerprints. The block diagram of theAMMNPused in
this work is given irFigure9.

According to the best parameters obtained from Taguchi method, tReAMN models were
trained with a conjugate gradient algorithm that updates weight and bias values according to the
conjugate gradierttack propagation witPowellBeale restart@CGB). The CGB is a network training
algorithm that updates weight and biaalues according to the CGBIlgorithm [56]. Conjugate
gradient algorithms (CGAs) execute very effective search in the conjugate gradient direction.
Generally, a learning rate is used to determine the length of the step size. For all CGAs, the searcl
direction will be periodically reset to the negative of the gradient. The standard reset point occurs when
the number of iterations is equal to the number of network parameters (weights and biases), but there
are other reset methods that can improve the effigiefdraining [57]. One such reset method was
proposed by Powell [41], based on an earlier version proposed by Beale [58].



Sensor2010, 10 422:%

Figure 9. The block diagram of the MLRN structure
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In principle, feed forward neural networks faonlinear system identification can use @IGAs In
the first iteration, the CGAs start out by searching in the steepest descent direction that was given in
Equation (7)

Po= G (7)

In the equationp, and g, are the seah vector and gradient, respectively. Consigeris the
estimate of the minimum at the start of tk¢h iteration. Thek-th iteration then consists of the
computation of search vectpyfrom which new estimate.; is obtained. It is given in Equatid8):

X = % By B (8)

In the equationt) is previous knowledge based upon the theory of the method or obtained by linear
search. The next search direction is determined so that it is conjugate to previous search directions
Combining the new steepest descent direction with the previous sk@cton is the general way for
determining the new search direction. It is given in Equation (9). legih&tion by is a positive scalar
and the various versions of gradient are distinguished by the manner copsammputed [59]:

P= G B8P (9)

Periodically resetting the search direction to the negative of the gradient improves the CGAs. Since
PowellBeale procedure is ineffective, a restarting method that does not abandon the second derivative
information is needed. According tBowellBeale technique it will restart if there is very little
orthogonality left between the current gradient and the previous gradient. This is tested with the
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inequality given in Eaation (10). If this condition is satisfied, the search direction iseteto the
negative of the gradient

|g;-lgk| 202 9k||2 (10)

The inputs and outputs of the system were digital representations of fingerprints and faces of the
people, respectively. The feature vectors of the fingerprints obtained from a contigner@dable
software development kit contain the local and global feature sets of the fingerprints including
singularities, minutiae points and their parameters [60]. Detailed explanation of the feature extracting
algorithms, extensive information of §arprint feature sets and their storage format were given in the
reference [60]. These discriminative data represent the people with high accuracy. The outputs were the
feature vectors of the faces obtained from a fedtased face feature extraction algom that was
borrowed from Co»et al.[61] and fundamentally modified and adapted to this application. Increasing
the number of the reference points 35 to 88 helped to represent the faces more accurately anc
sensitively. Face feature sets were also shéqpen Cartesian coordinates of the face model reference
points not distances or average measures as given in the reference [61]. It was also observed the
feature sets contain enough information about faces for getting them again with high accuracy. The
face reference points on the template, on the face image of a person from our database and re
construction of the face model from the reference points were givégure10.

Figure 10. Face reference points a) on the template, b) on a real face inoagehfe
database, c) reonstruction of the face model from the reference points.

(b) (©)

A flexible design environment for the face d&b reconstruction converting the ANN outputs
and/or the desired outputs to visual face models was also included in the software developed. Indeed, |
basically transformed the reference points of the face models to the lines. The software is capable o
plotting the results of actual and/or calculated values of the same face in the same platform or in
different platforms. It also illustrates the ANN results on the real face images. So, the face model re
construction handles an important task for the sydbgntreating two different visual evaluation
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platforms. This reconstruction process enables users to achieve the qualitative evaluation processes
easily, efficiently and automatically with the support of the developed useful graphical interface.

At the beinning of the experiment, aanrollment procedure was followed for collecting the
biometric data from the people. Thenrollment procedure helps to store fingerprint and face
biometrics of individuals into the biometric system database. During thisgsr@ceeal multimodal
database belonging to 120 persons was establi$leedingerprints of each individual were scanned
with a fingerprint scanner, and a 10 face image having different angles were also taken from the people
using a digital camera. A set examples including fingerprints and faces of an individual were given
in Figurel1l andFigure12, respectively. Only one frontal face image and one fingerprint belonging to
the right hand index finger for each person were used in this study.

Figure 11. Ten fingerprint images of an individual from our database (ffdnto 100,
from the left to the right, respectively

Figure 12 Face images captured from different angles from an individual.
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The software developed aelies all the tasks of the system from émeollment step to evaluation
step completely. It is expected that generating faces from fingerprints without having any priori
knowledge about faces will find considerable attention in science and technologgnuétics,
security and industrial applications.

As mentioned earlierevaluating this system is very critical from the point of being a pioneering
study claiming to generate the fat parts including the inner face parts with eyebrows and face
contour wth ears from only fingerprints. So, the success and reliability of the system must be clearly
depicted. In that case, test processes in this article were mainly divided into two main parts: qualitative
and quantitative evaluation platforms.

8. Experimental Results

In order to achieve the experiments effectively, automatically and easily, a software platform
coveringFigures 3, 4 and 5 was developed.
In order to generate faces from only fingerprints, the following experiments were performed as:
Readfingerpints and faces from database
Obtain the feature sets fifigerprints and faces
Establish a network configuration for training
Find optimum parameters with the help of Taguchi method.
Train the network with selected parameters.
Save the results for furthases
Test the system against to the proper evaluation metrics
Test the system performance based oifoldcross validation technique.
Investigate whether the quantitative (objective) evaluation results are consistent with qualitative
(subjective) evalations based on human perceptual assessment
Previous experiments on predicting faces from fingerprints3]shave shown that the relationship
between fingerprints and faces can be also achieved with high accuracy. In the current experiments, al
automaticand intelligent system based on artificial neural network is designed to generate the faces of
people from their fingerprints only. The proposed study has some advantages on the previous studies i
the literature. These features are given below as:
1. All face parts including eyebrows, eyes, nose, mouth, face border and ears were successfully
predicted in this study for the first time.
2. The optimal parameters of ANN model parameters were determined with the help of Taguchi
experimental design technique.
3. Qualitative evaluation procedure was followed in addition to the quantitative evaluation
procedure with some extra quantitative metrics.
4. 10-fold cross validation technique was applied to analyze and to evaluate the performance and
the accuracy of the system mamecisely.
Producing the face models as close as possible to the real one is the most critical part of the syster
in this study. In order to evaluate the performance of the developed system effectively, test experiments
were mainly focused on two qualitzg and quantitative evaluation platformsa 10-fold cross

© ®NOoO Ok WNRE
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validation method was followees mentioned earlier. The results of the system were tested against to
these evaluation metrics.

FMR&FNMR and ROC curve representatsowere also given irFigure 13. In the figure, ROC
curves were plotted for each fold separately, but the FMR&FNMR representation curve was drawn
usingonly average value of all folds for better comparison.

Figure 13. Test results fordifferent representation§TPR: True Positive Rate=PR: False
Positive Rate)(a) FMR&FNMR representation; (HROC curves
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(b)

As can be seen iRigure 13, the proposed system performs the gagkh high similarity measures
to the desired values. According to the numerical results givaatie 6,the proposed systemas
found also very successful.

The APE, MAE and MAPE values belonging to all test results for each fold -6dld Gcross
validation were demonstrated kigure 14. Averages of all APEs, MAEs and MAPEs were given in
Figurel5.
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Figure 14. Results for APEs, MAEs and APEs for each fold(a) APEs fo generated faces for
each fold;(b) MAEs fa generated faces for each folg) MAPEs for generated faces for

each fold.
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Figure 15 Averages of APEs, MAEs and MAPE&) Averages ofAPE values bgenerated
faces for each foldp) Averages oMAPE and MAE values of generated faces for each fold.
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Table 6. Numerical results for comparison

Maximum Mean Minimum

APE 9.60953 7.68515 6.44791
MSE 0.00067 0.00038 0.00053
SSE 1.40740 0.79380 1.12700
MAE 0.01905 0.01718 0.01482
MAPE 0.05460 0.04367 0.03664

For more realisc and comprehensive evaluation, all test results at each fold were illustrated in
Figure16 with the desired values as used in the qualitative assessment method. Dark and light lines in
the figure represent the desired and the generated face featspestively. The number of rank
orders in 16fold cross validation with 20 participants as the results of the qualitative assessment
method was given in Table 7.
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Figure 16. Results for 10 different test data sets
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Figure 16.Cont.

|_(e) The fifth 10fold cross validation tﬂechniqejl
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