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Abstract: The Electronegativity Equalization Method (EEM)aidast approach for charge
calculation. A challenging part of the EEM is thargmeterization, which is performed
usingab initio charges obtained for a set of molecules. The goalir work was to perform
the EEM parameterization for selected sets of acgasrganohalogen and organometal
molecules. We have performed the most robust paeaination published so far. The EEM
parameterization was based on 12 training setstedldrom a database of predicted 3D
structures (NCI DIS) and from a database of criggjedphic structures (CSD). Each set
contained from 2000 to 6000 molecules. We havevehihat the number of molecules in
the training set is very important for quality d¢fetparameters. We have improved EEM
parameters (STO-3G MPA charges) for elements thatewalready parameterized,
specifically: C, O, N, H, S, F and CIl. The new paeters provide more accurate charges
than those published previously. We have also dgeel new parameters for elements that
were not parameterized yet, specifically for BrfFge and Zn. We have also performed
crossover validation of all obtained parameteragisill training sets that included relevant
elements and confirmed that calculated parametexsde accurate charges.

Keywords: Charge distribution, Electronegativity Equalizatibtethod, Parameterization,
Organohalogenes, Organometals.
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1. Introduction

Electronegativity Equalization Method (EEM) [1,2j8]a fast approach for charge calculation. The
basic idea is based on the density functional thédFT) [4,5]. First, Parr et al. applied the DFida
formulated a new definition and explanation of &l@wegativity [6,7]. Later on, Mortier et al. apgdi
Parr's definition of electronegativity and Sandelsd:lectronegativity Equalization Principle (EEP)
[8,9,10] and created the EEM.

This method is able to calculate atomic chargekeutly faster than commaab initio approaches.
The ab initio charge calculations exhibit time complexity®B*), whereB is greater or equal to the
number of valence electrons. The EEM approach shotismie complexity ofdN°), whereN is the
number of atoms. Nevertheless, accuracy of the E&Nesponds to thab initio methods.

A challenging part of the EEM is the parametermatthat is performed usingp initio charges
obtained for a set of molecules. The parameteoras very time-consuming with time complexity of
O(SB%, whereSis a number of molecules in the set. The most comparameterization of the EEM
is a parameterization for the HF method with th®©S3G basis set, where the charges are calculated
by Mulliken population analysis (MPA) [11,12]. Pcipally, it is also possible to parameterize the
EEM for other basis sets (i.e., 6-31G*) and methodsharge calculation (i.e., CHELPG, MK, NPA,
ESP, Hirshfeld method) [13,14]. First attemptsdtculate EEM parameters were published in eighties
[1,2]. These publications contained only paramefer<C, H, N and O, which were developed using
training sets of about one hundred molecules. Eurngiarameterizations were performed during the
nineties and contained parameters for new elemgitsSi, P, F, Cl) and more complex bases
[15,16,17]. The EEM parameterization still remaatisactive to chemists' attention [18,19,20].

The goal of this work is to perform the EEM paraeneiation based on large sets of organic,
organohalogen and organometal molecules (contaiimgnd Fe) selected from databases NCI DIS
[21] and CSD [22], and to validate the quality afaulated parameters on reference sets of molecules
selected from these databases. The parameterized®performed for STO-3G MPA charges.

2. Theoretical basis
2.1. EEM

Using DFT, the effective (charge-dependent) eleegativity of the atom in a molecule can be
calculated by eq. (1) [1,2 3]:
N
q.
Xi=A+tB.q +k. z — (1)

=164 R

whereN is the number of atoms in the moleculeandg; are the charges distributed on the atoms
and j, respectively,R; is the distance between atomsndj, and « is the adjusting factor. The
coefficientsA; andB; are defined by eq$2):
A=x =X +0x
B =27 =2{p° +4r,) (2)
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wherex is the electronegativity of an isolated neutrahat, 77° is the hardness, agy’ andA7;
describe the molecular environment. The coeffici@ntB; andx are empirical parameters, which must
be obtained via EEM parameterization. Such a paraina&tien is a topic of this work.

According to Sanderson's Electronegativity EqualmatiPrinciple [8, 9, 10], the effective
electronegativity of each atom in the moleculegsas to the molecular electronegativigy.

X1=X2="'=XN =)_( (3)
The total charg€) of the molecule is equal to the sum of all theratocharges:
N 4
zqi =Q )
i=1

The atomic charges are described using the equaygiam (5), which contaird+1 equations with
N+1 unknownsqg, Op, ... ,On and ¥ . This system was derived from equations (1), (8) @) [1]:

B, Rliz o RfN -1 q - A (5)
Rl;l B, - R;N -1} q -A

Rﬁyl Rsyz o BN -1 O - AN

1 i - 1 0 X Q

The matrix of the equation system (5) is called EESrx.
2.2. EEM Parameterization

Empirical parametera;, B; and« (described by egs. (1) and (2)) can be calculetede following
way [17]:
From eq. (1) and (3), eq. (6) can be derived:

)_(:A+Biqi+Kii ©

ISOLDRAN

Eqg. (6) can be rewritten as:

N .
A+Bqg =x-« z i (7)
A0 R
Meaning that eq. (7) is in the form:
A +BXx =Y, (8)

where:
N

X% =0, Yi:)_(_Kz_]
=164 R

Then, empirical parameters can be obtained usinBgm the following way:
1. Selection of a set of molecules used for the EEMmaterization.

2. Abinitio calculation of atomic chargegsfor all atoms within all selected molecules.
3. Calculation of the molecular electronegativify as a harmonic average of atomic

electronegativitieg;” (for isolated atom§:
N1\ 9)
X=NY =
(zl X?j
4. Selection ofk values for which the parameterization will be paried.



Int. J. Mol. Sci. 2007, 8

5. For each of the above selected

Calculation ofx; andy; values for all atoms in all molecules using e{. (8
Separation ok andy; couples into subsets according to the chemicabsyrand
hybridization of the atorn (for exampleC in sp®, C in sp® etc.).
Calculation of parameters; andB; for each of these subsets using the least square

minimization.

6. Finding the optimak value.

3. Methods

575

In this work, two databases were used. The firstvem@the NCI DIS 3D database [21], created as a
part of DTP NCI (Developmental Therapeutics Progrdmlational Cancer Institute). This database
contains organic molecules tested against canpegifgally their topologies and also geometries,
predicted by the program CHEM-X [23] and stored BFSormat [24]. The second database used was
CSD (Cambridge Structural Database) [22], admirestdy CCDC (Cambridge Crystallographic Data
Centre). Geometries of molecules are stored al&DiR format. However, in this case information is
obtained experimentally using the X-ray and/or rmutdiffraction. Both these databases are
sufficiently large, containing more than two hurditkousand molecules.

Table 1: Sets of molecules that were used as training astohtesets for the EEM parameterization.

Database Denotation | Number of Atoms Paosition of the set
of the set molecules included in the database
Npeg 2000 C,O,N,H, S beginning (ID between 1 and 3162
NCI DIS Niid 2000 C,O,N,H,S| middle (ID between 300 000 abd 326)
(predicted Nend 2000 C,O,N,H,S end (ID between 705 000 and7013)
data) Nai 6000 C,O,N,H, S Nbegs Nrid @NANeng
Nhal 4000 C,O,N,H,S, beginning (ID between
Br, Cl, F, | 106498 and 114688)
Cheqg 2000 C,O,N,H, S beginning (ID starting by A &d
Crid 2000 C,O,N,H, S middle (ID starting by J, K dr)d
Cend 2000 C,O,N,H, S end (ID starting by W and Y)
CsD Cal 6000 C,O,N,H,S Ceg Crrid ANUCeng
(crystallo- Chal 4000 C,O,N,H,S,| beginning (ID starting by A, B and C)
graphic F, Cl, Br, |
data) Crret 2000 C,O,N,H,S, beginning (ID starting by A and B)
Fe, Zn
Chm 6000 C,O,N,H, S, Chal ANACpet
F, Cl, Br, |, Fe,
Zn

ID is a unique identification of a molecule in aalzase. In the NSC DIS database, ID is a numbearelea 1 and about

720 000. Database CSD uses alphabetically sontied $Ds that contains six upper case characters.
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From these two databases, several training setsot#cules were selected (see Table 1). Our goal
was to generate training sets, which cover mosbaiding situations and also conformational
variability in real molecules. For that reason, ave chosen large sets containing randomly selected
molecules. As molecules are unsorted in NCI DIS@8® databases, the simplest random selection is
to take a continuous part of the database. Wetselglaree training sets, containing elements GOH,

N and S from each database. To obtain the mosttilergaining sets, we selected first training set
from the beginning, second from the middle andtktvel from the end of the databases. We have also
used unions of these sets. For organohalogenesrgadometals, we did not need so many training
sets as the process of parameterization was aldenlygged on above mentioned six training sets and
their unions. Therefore we used only one trainingo$@®rganohalogenes from each database. Just one
training set (from CSD database) was used for angetals, because the NCI DIS database does not
contain enough organometal molecules. These orgaabraad organohalogene molecules were
selected from the beginning of the databases.

For the parameterizatioab initio charges were calculated using the HF method WweghSTO-3G
basis set for all molecules in all sets. The chargkeulation was performed by Gaussian 98
program [25]. After that, the EEM parameterizatiorsvp&rformed using calculateth initio charges
for all training sets.

Table 2: Quality of parameters that were obtained by EEM patarization using all training sets.

Rroi™ Training set

Lit. Nbeg Nmmid Nend Nall Nhal Cheg Cmid Cend Call Chal Crnet Chm

Nbeg 0.966 | 0.955| 0.962 | 0.930 | 0.959| 0.961] 0.95 0924 0.938 0.945 0.944 280.9 0.938

T Niid 0.957 | 0.939| 0.951 | 0.910 | 0.947| 0.951 | 0.941 | 0.902| 0.932 0.93¢ 0.930 0.918 0.929

e Nend 0.960 | 0.944| 0.958 | 0.922 | 0.944| 0.956/ 0.95¢ 0.894 0.942 0.945 0.932 290.9 0.942

S Nall 0.961 | 0.946| 0.957 | 0.921 | 0.953| 0.956] 0.949 0.907 0.937 0.942 0.935 250.9 0.936

Nhal - - - - - 0.928 - - - - 0.919 - 0.887

Cheg 0.945| 0.918| 0.928 0.87 0.928 0.9300.946 | 0.917 | 0.934| 0.941] 0.93¢ 0.916  0.937

d Crid 0.934 | 0.912| 0.922 0.867 0.921 0.9200.932 | 0.902 | 0.921| 0.928 0.922 0.898 0.921

Cend 0.936 | 0.913] 0.925 0.87 0.922 0.9220.936 | 0.902 | 0.923| 0.930 0.927 0.903 0.927

S Ca | 0.939 | 0.914| 0.925 0.869 0.924 0.9240.938 | 0.907 | 0.926] 0.933 00928 0.906 0.928

€ Cral - - - - - 0.903 - - - - | 0910| - 0.885

t Coret ; - - - - - - - - - - | 0.887 | 0.879
Chr ; ; - - - - - - - - - - | o885

Rra™ describes quality of parameters obtained via EBEkameterization using the training set. This vaduasetween 0
and 1. The closer it is to 1, the more accurategesaare provided employing the EEM method usiegpéwrameters. The
Rmo™? is an average dR., values for all molecules in the training &t is the R-squared value of the linear regression
line, which was inserted into a set of poirggdb initio), gi(EEM)], whereq;(ab initio) andg,(EEM) areab initio and EEM
charges (calculated using the parameters) of atgmrespectively. Lit. means parameters obtained from
literature [17]. For our parameters, the bRgt™" for each tested set is bolded.
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Parameters, calculated for all training sets prtesem Table 1, and also parameters obtained from
the literature were validated for all training seitat contained suitable atoms. Validation of parars
for a selected training set was done in such a thayab initio charges and the EEM charges
calculated for each molecule from the trainingusehg the developed parameters were compared via
the least square method. In other words, the linegession line was fitted to a set of poirggap
initio), qi(EEM)], whereqg(ab initio) and g(EEM) areab initio and EEM charges of the atom
respectively. Correlation betweet initio and EEM charges was described by the R-squared value
[26] of this line. This R-squared value is betweerar@@l 1. The closer it is to 1, the better the
correlation is. The R-squared valug,f) was calculated for each molecule in the trairset} An
average value ofRyn®9) was calculated from aR. values in each set to express the quality of
parameters for the set.

Table 3: Information about numbers of molecules and atonreeimly created training Setsgy, Chal2,
Cmer2 @Ndch mp. FOr more details see the text.

Element | Bond Number of molecules and atoms in faining se
order Chea? Chal2 Crret2 Chmp
molecule | atom: | molecule | atom: | molecule | atom: | molecule atom:
H 1 53C 11187 81C 1321« 1112 2589 3082 6087:
C 1 49¢ 411z 72¢ 512¢ 107(¢ 1091¢ 2841 2435¢
N 1 32t 60¢ 37¢ 68¢ 641 135¢ 159¢ 319t
@) 1 40C 116z 53€ 125¢ 83C 263¢ 218t 603(
S 1 58 11€ 87 16C 16¢ 41€ 35¢ 75€
C 2 51¢ 5871 84: 1005¢ 107¢ 1275¢ 308¢ 37612
N 2 17z 35C 28¢ 561 374 82t 106z 216:
@) 2 401 907 54€ 991 78€ 194: 212: 444¢
Cl 1 - - 45E 115¢ - - 92¢ 231¢
Br 1 - - 211 324 - - 477 73t
F 1 - - 188 80t - - 411 174¢
I 1 - - 57 95 - - 134 20z
Zn 1 - - - - 10z 17¢ 15¢ 26¢
Fe 1 - - - - 18¢€ 317 203 33t
Total 544 24311 87C 34441 115¢ 5723¢ 325¢ 14504:
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4. Results

Table 4: EEM parameters, B andx (see egs. (1) and (2)) obtained via parameté@izating
training set$heg2, Chai2, Cmetz @NACh .

EEM parameters created using training sets
Cheg2 Chal2 Crret2 Ch,m2
K K K K
0.44 0.66 0.42 0.55
Element] Bond order A B A B A B A B
H 1 2396 | 0.959] 2404 1461 2386 0937 2.394 1p12
C 1 2459| 0.611] 2503 0.899 2452 0.593 2476 0[772
N 1 2597 | 0.790, 2.653 1.017 2550 0.663 2.597 0.835
O 1 2.625| 0.858 2.713 1.211 2.624 0.847 2.676 1)077
S 1 2.407| 0.491 2465 0.705 2.424 0400 2.440 0J665
C 2 2464 | 0.565 2516 0.850 2.462 0527 2495 0/704
N 2 2554 | 0.611] 2.633 0.869 2547 0.639 2.600 0.790
O 2 2.580| 0.691] 2.757 1.348 2.567 0.622 2.622 0,850
Cl 1 - - 2.791| 2.365 - - 2.759 2.092
Br 1 - - 2.496| 1.345 - - 2494 1.315
F 1 - - 2.789| 1.494 - - 3.032 2.985
I 1 - - 2.421| 2.309 - - 2.454 1.387
Zn 1 - - - - 2.378] 0.259 2.42p 0.301
Fe 1 - - - - 2,557, 0.061 2.575 0.087

For each training set of molecules in Table 1, tw@meters were found. As it was described in the
Methods section, calculated parameters were valid&br all training sets that contained suitable
atoms and also compared with the parameters ftenaiure [17]. As the literature does not showahe
value (see eq. (1)), we had to find thevalue via our methodology. The best fit f’owas found to
equal 1.25. The results of this parameter qualitidation expressed bR.,*"? are summarized in
Table 2. This table shows that the quality of paransetaries for different training sets. Moreovlg t
quality of parameters from literature is generalightly better than the quality of our parameters.
Therefore, our effort was to further improve our noetology and parameters. The main idea of this
improvement was based on results, obtained famifrgisetsny and its subsetSyeg, Nmig @andneng and
also for training seta With subset®neg, Crig @NdcCeng. It is seen from Table 2 thB*" (na) is better
than the average value froRo™° (Nbeg), Rro™° (Nmid) and Ryo®™® (Nena), but the best results are
obtained for the sebmg. Analogically, in the training seta, the subsetyney provides the best
parameters. Randomly sorted molecules that crdeetraining sets imply the good accuracy of
parameters from subsets,q and C,ey. Therefore, the quality of parameters can be ise@aby
selection of an appropriate subset of the inpurnitrg set. We have tested two methods of apprapriat
subset selection:

1. Select only molecules, which halg, greater than a defined limit (for example 0.8).
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2. Sort molecules from the training setandomly and create a sequence of them (1, #)),.,
where T| is a cardinality off. Calculate parameters for all subsgls whereST; is obtained
from T by removing the subs@ST;. The subseDST; is composed of element§i.1)k+1,
Ti-yk+2 ..., Tik; WhereK can be, for example, 100. Now create the seleatothe
following way: From the input training set, sort@do the above described sequence, delete
every subseDST;, for whichRng®%(T) < Rno™(ST)).

By comparison, the second approach was found tmdwe successful. It is interesting that sets
selected via the first method provide worse quabfy parameters than the input training sets
themselves (results not shown here).

Using method 2, we have performed selections bases®tpey, Chal, Cret @nNdcym and created sets
Cheg2, Chal2, Cmerz @aNdChnp (S€€ Table 3).

Table 5: Comparison of the quality of parameters obtairgdgioriginal sets and their selected

subsets.
R0 Training set
Lit. Cheg Cheq2 Chal Chal2 Crret Crmet2 Chm Chm2
Neg | 0.966| 0.950| 0.968 | 0.944 0.958 0.928 0.95¢ 0.938 0.950
T Nmg | 0.957] 0.941| 0962 | 0.930 0.952 0.918 0.951 0.929 0.943
e Neg | 0.960| 0.956| 0.970 | 0.932 0.953 0.929 0.956 0.94p 0.949
S Nai 0.961| 0.949] 0.967 | 0.935 0.954 0.925 0.955 0.936 0.947
t Nhal - - - 0.919 0.940 - - 0.887 0.927
€ Cheqg | 0.945| 0.946 | 0.960 | 0.936 | 0.954 0.916 | 0.954 0.937 0.947

Cmid | 0934 0.932| 0948 | 0.922 | 0.943 | 0.898 | 0941 | 0.921 0.934
Ced | 0.936) 0936 | 0951 | 0.927 | 0945 | 0.903 | 0944 | 0.927 0.937
S Cai | 0.939| 0.938| 0.953 | 0.928 | 0947 | 0.906 | 0.946 | 0.928 0.939

€ Chal - - - 0.910 | 0.934 - - 0.885 0.921
t Gt . y - ; . 0.887 | 0.927 | 0879 | 0917
Chm . . . - - - - 0.885 0.919

For more details abolR,*"® see Table 2R.,™9 values of our parameters that are better thalitérature parameters
(denoted as Lit., taken from reference [17]) arétatics. The besR,,™" value (our parameters) for each tested set is
bolded.

We have chosen the CSD database as this datab@amesdigh quality experimental data. The set
Cheg Was selected as it exhib® ™" higher thartmig, Cend andcar. The parameters were calculated for
selected subset$ey, Chaiz, Cmez @aNd Chmp (S€€ Table 4). Then the parameters were validatedllfo
training sets containing corresponding atoms (sééeTaand graphs in supplementary materials).
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It is seen that the selected sub®B{g, Cha2, Cmerz @NdChme provide markedly better parameters than
the input set®ney, Chal, Cmer aNdChm themselves. In all cases we have found paramttatsare better
than the literature parameters.

The parameters,ey are of better quality than parameters obtainewh fiterature [17] for both used
databases. The parameters,, Cmez @andc, e are of a worse quality than published parametarshie
NCI DIS database, but are better for the experialetidtabase CSD. Moreover, these parameters
contain new data for halogens or Fe and Zn.

Generally, we can conclude, that it is possiblealzulate parameters using both the predicted and
experimental databases. However, parameters thdiased on experimental structures exhibit better
charge calculation results. It can be caused byfabethat the theoretical structures from NCI DIS
database may include some less realistic geometrapared to the experimental structures from CSD
database. These parameters are more useful as ringyoable and can be used for an arbitrary
molecule that contains atoms for which the pararsetere developed. Our results also show that it is
useful to work with large training sets and selda best subset that provides the highest quality
parameters. It is also reasonable to test sevarairtg sets.

We did a large validation of our parameters. Fonalestration, tables with detailed results of EEM
charge calculation method with our parameters éwerl different organohalogene and organometal
molecules are attached in supplementary materiab Aoordinates and charges on single atoms are
available there.

5. Conclusions

In this work, we have improved the published EEM paters to calculate the STO-3G MPA
charges for C, O, N, H, S, F and Cl. The new pararsgtrovide more accurate charges than those
published previously [17]. We have developed patarsefor elements not yet parameterized,
specifically for Br, |, Fe and Zn.

The EEM parameterization we have performed has bessdlban 12 training sets, which are also
the largest published training sets used for the Hialvameterization ranging from 2000 to 6000
molecules. We have shown that the number of madscul the training set is very important for the
quality of the parameters.

We have performed crossover validation of all oledi parameters using all training sets that
include relevant elements. To the best of our kndgde we have performed the most accurate testing
of EEM parameters quality published so far.

This is the first work to compare EEM parameters dated using two principally different training
sets, one being a database of theoretically pestli8D structures (NCI DIS) and the second being a
database of crystallographic structures (CSD). @sults show that it is possible to use both
databases, but parameters from the CSD databasi@draets give more accurate charges. Moreover,
the parameters obtained from the NCI DIS databeaseirig sets are not very suitable to calculate
charges for molecules from the CSD database.

These improved and newly developed parameters camsée for charge calculation using the
program EEM SOLVER [27], which we have developed ahétkvis freely available via the internet
on http://ncbr.chemi.muni.cz/~n19n/eem_abeem.
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