m entropy

Article

Systems of Precision: Coherent Probabilities on Pre-Dynkin

Systems and Coherent Previsions on Linear Subspaces

Rabanus Derr #

check for
updates

Citation: Derr, R.; Williamson, R.C.
Systems of Precision: Coherent
Probabilities on Pre-Dynkin Systems
and Coherent Previsions on Linear
Subspace. Entropy 2023, 25, 1283.
https://doi.org/10.3390/e25091283

Academic Editors: Andrei

Khrennikov and Karl Svozil

Received: 30 May 2023
Revised: 19 July 2023
Accepted: 25 July 2023
Published: 31 August 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

T

and Robert C. Williamson 2

Department of Computer Science, University of Tiibingen, 72076 Tiibingen, Germany

Department of Computer Science, University of Tiibingen, Germany and Tiibingen Al Center,

72076 Tiibingen, Germany; bob.williamson@uni-tuebingen.de

*  Correspondence: rabanus.derr@uni-tuebingen.de

t  This paper is an extended version of our paper published in Proceedings of the International Symposium on
Imprecise Probability: Theories and Applications, “The Set Structure of Precision” .

Abstract: In the literature on imprecise probability, little attention is paid to the fact that imprecise
probabilities are precise on a set of events. We call these sets systems of precision. We show that,
under mild assumptions, the system of precision of a lower and upper probability form a so-called
(pre-)Dynkin system. Interestingly, there are several settings, ranging from machine learning on
partial data over frequential probability theory to quantum probability theory and decision making
under uncertainty, in which, a priori, the probabilities are only desired to be precise on a specific
underlying set system. Here, (pre-)Dynkin systems have been adopted as systems of precision, too.
We show that, under extendability conditions, those pre-Dynkin systems equipped with probabilities
can be embedded into algebras of sets. Surprisingly, the extendability conditions elaborated in a
strand of work in quantum probability are equivalent to coherence from the imprecise probability
literature. On this basis, we spell out a lattice duality which relates systems of precision to credal sets
of probabilities. We conclude the presentation with a generalization of the framework to expectation-
type counterparts of imprecise probabilities. The analogue of pre-Dynkin systems turns out to be (sets
of) linear subspaces in the space of bounded, real-valued functions. We introduce partial expectations,
natural generalizations of probabilities defined on pre-Dynkin systems. Again, coherence and
extendability are equivalent. A related but more general lattice duality preserves the relation between
systems of precision and credal sets of probabilities.

Keywords: pre-Dynkin system; Dynkin system; coherence; extendability; quantum probability;
intersectionality; prevision; imprecise probability; partial expectation

When posing problems in probability calculus, it should be required to indicate for which events the
probabilities are assumed to exist.
—Andrei Kolmogorov [1] (p. 52)

1. Introduction

Scholarship in imprecise probability largely focuses on the imprecision of probabilities.
However, imprecise probability models often lead to precise probabilistic statements on
certain events or gambles, i.e., bounded, real-valued functions. In this work, we follow a
hitherto untaken route investigating the system of precision, i.e., the set structure on which an
imprecise probability is precise. (We elaborate the exact definition of imprecise probabilities
and expectation used here in Sections 3 and 6). It turns out that (pre-)Dynkin systems (as
shown in Appendix B, (pre-)Dynkin systems appear under plenty of names) describe the
set of events with precise probabilities (cf. Section 3). This event structure is a neglected
object in the literature on imprecise probability. In particular, it constitutes a parametrized
choice somewhat “orthogonal” to the standard. Roughly stated, existing approaches to
imprecise probability generalize the probability measure y, in a classical probability space
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(Q), Fo, tho ). Following Kolmorogov's classical setup, () is the base set, 7, a o-algebra and
Ue a countably additive probability on F;. Approaches to imprecise probability often do not
even presuppose an underlying measure space (e.g., [2]). However, they are often linked to
finitely additive measure spaces (), F, jt), where y is a finitely additive probability, and F
is an algebra of sets (sometimes called a field). We start by generalizing F;; from a c-algebra
to a pre-Dynkin system.

This suggestion is practically motivated: what do the following scenarios have in common?

(a) A machine learning algorithm has access to a restricted subset of attributes. It cannot
jointly query all attributes simultaneously. This is called “learning on partial, aggre-
gated information” [3]. The reasons might be manifold: for privacy preservation,
“not-missing-at-random” features, restricted data base access for acceleration or
multi-measurement data sets.

(b) Quantum physical quantities, e.g., location and impulse, are (statistically) incompatible [4].

(c) A preference ordering on a set of acts gives rise to precise beliefs on a set of events,
whereas this belief is not necessarily precise for intersections of such events [5,6].

In all of these scenarios, there does not exist a precise probability over all attributes
and events. Or, there is no such precise probability accessible. Two attributes might each
on their own exhibit a precise probabilistic description, while a joint precise probabilistic
description does not exist. On a more fundamental level, no intersectability is provided. A
precise probabilistic description of two events does not imply that the intersection of those
events possesses a precise probability. The set system for the description of the events with
precise probabilities which independently turned up in the various, previously mentioned
fields of research is, again, the (pre-)Dynkin system.

The question of intersectability (or “intersectionality”) is of considerable interest in
the social sciences where it is used as a label to describe the problem of the joint effect of
various individual attributes on social outcomes [7-9]. That this notion of intersection-
ality has something to do with set systems is clear already from the fact that the Venn
diagram pictured in Figure 1 is used as an illustration both for the Wikipedia articles on
hypergraphs [10] (another name for a set system [11]) and intersectionality [12].

Figure 1. Exemplary illustration of Venn diagram for four sets (By RupertMillard, CC BY-SA 3.0).

Needless to say, the concept as used in the social sciences is rich, complex, and
somewhat vague, which is not necessarily held to be a weakness: “at least part of its
success has been attributed to its vagueness” [13] (p. 260). Our interest is in under what
circumstances precise probabilities can be ascribed to events; we speculate that such formal
results may well contribute to a deeper empirical understanding of social intersectionality,
without resorting to fuzzy logic [14] with its potential lack of operational definition as
argued for by Cooke [15].

By rethinking the domain of probability measures, one might wonder about the origins
of Kolmogorov’s o-algebra as the set system for events which possess probabilities. This
links back to the old problem of measurability [16] (pp. 1-5). The measurability problem
is the mathematical problem to assign a uniform measure to all subsets of a continuum.
Giuseppe Vitali showed in 1905 that this problem is not solvable for countably additive
measures [16] (p. 5) (from [17]). Hence, more restricted set systems such as the o-algebra
arose. Isaacs et al. [18] reconsidered this century-old discussion to argue for rationality
of imprecise probabilities. We take their argument even further. Inside the borders of
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mathematical measurability, the set of events which ought to be assigned probabilities
is a modeling choice. Measurability is a modeling tool. We show that it is naturally
parametrized by the set of (pre-)Dynkin systems.

All of the preceding considerations bring us to the main question of this paper: What
is the system of precision and how does it relate to an imprecise probability on “all” events? We
approach this question from three perspectives.

1.  First, we show that, under mild assumptions, a pair of lower and upper probabilities
assign precise probabilities, i.e., lower and upper probability coincide, to events which
form a pre-Dynkin system or even a Dynkin system.

2. Second, we define probabilities on pre-Dynkin systems in accordance with the lit-
erature on quantum probability, in particular [19]. We argue that probabilities on
pre-Dynkin systems, as well as their inner and outer extension, exhibit few desirable
properties, e.g., subadditivity cannot be guaranteed. Hence, extendability, the ability
to extend a probability from a pre-Dynkin system to a larger set structure, turns out
to be crucial, as it implies coherence of the probability defined on the pre-Dynkin
system. This observation links together the research from probabilities defined on
weak set structures [6,19,20] to imprecise probabilities [2,21]. Furthermore, extend-
ability guarantees the existence of a nicely behaving, so-called coherent extension.
We finally show that the inner and outer extension of a probability defined on a pre-
Dynkin system is always more pessimistic than its corresponding lower and upper
coherent extension.

3. Last, we develop a duality theory between pre-Dynkin systems on a predefined base
measure space and their respective credal sets of probabilities. The credal sets consist
of all probabilities which coincide with the pre-defined measure on a pre-Dynkin
system. A so-called Galois connection links together the containment structure on the
set of set systems with the containment structure on the set of credal sets.

We conclude our presentation with a generalization to expectation-type counterparts
of imprecise probabilities in Section 6. These are often called previsions, e.g., in [2]. Our
main question thus generalizes to: What is the system of precision and how does it relate to an
imprecise expectation on “all” gambles? In this case, by “system of precision” we mean the
set of gambles on which a lower and upper expectation coincide.

1. First, we propose a generalization of a finitely additive probability defined on a pre-
Dynkin system. More concretely, we define partial expectations which correspond to
expectation functionals which are only defined on a set of linear subspaces of the
space of all gambles. However, on those linear subspaces, they behave like “classical”
(finitely additive) expectations.

2. Second, we show that under some properties, imprecise expectations are precise on a
linear subspace of the linear space of gambles. (cf. Section 3)

3. Third, we present a natural generalization of extendability for partial expectations,
which again turns out to be equivalent to coherence of the partial expectation.

4.  Last, analogous to the lattice duality (A lattice is a poset with pairwise existing mini-
mum and maximum. The duality is expressed via an antitone lattice isomorphism.)
described in Section 5, we present a lattice duality for linear subsets of the space of
gambles and credal sets which define coherent lower and upper previsions.

In summary, our work makes contributions in-between the research field of impre-
cise probabilities, probabilities defined on general set structures, and partially defined
expectation functionals. Part of this work has been presented at the International Sym-
posium on Imprecise Probabilities: Theories and Applications under the title “The Set
Structure of Precision” [22]. The following version is a more complete and exhaustive
presentation of this conference version. We included all omitted proofs of the conference
version. We elaborated the content of Section 5. We added an entire section about the
generalization to expectation-type counterparts of probabilities on pre-Dynkin systems
(Section 6). We presented relations to different research areas in more detail. We shortly
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discussed countably additive probabilities on Dynkin systems in the appendix, as we put
emphasis on finitely additive probabilities in the main text. Before we begin the struc-
tural investigation of pre-Dynkin systems, we first introduce the used notation and fix the
mathematical framework.

Notation and Technical Details

As we deal with a lot of sets, sets of sets, and rarely even sets of sets of sets in this
paper, we agree on the following notation: sets are written with capital Latin or Greek letter,
e.g., A or Q). Sets of sets are denoted A. Sets of sets of sets obtain the notation 2. As usual,
R is reserved for the set of real numbers, N for the natural numbers. The power set of a set
A is written as 24.

In the course of this work, we require the notions of o-algebras and algebras (of sets).
An algebra is a subset of 2© which contains the empty set and is closed under complement
and finite union. A c¢-algebra is an algebra which is closed under countable union [23]
(Definition 1.1). ( Our notion of an algebra should not be confused with the notion of an
algebra over a field.) (Probability) measures are denoted by lowercase Greek letters, e.g.,
u, v and ¥, except for 0. Generally, we use “o” to emphasize the countable nature of a
mathematical object. This becomes clear when we define Dynkin systems (Definition 1).
Other functions are denoted by lowercase Latin letters, e.g., f and g.

Regarding the technical setting, we roughly follow the setup of [2] (§3.6 and Appendix D).
For a summary, see Table 1.

Table 1. Summary of important notations used.

2w
En228

20
£
g

1
Re < ==

My ZB(Q)
my,: 28 — 28

Base set and its power set

Set{1,...,n}

Pre-Dynkin system on () (Definition 1)

Dynkin system on () (Definition 1)

Pre-Dynkin hull of a set system A C 22 (Definition 1)
Finitely additive probability defined on D (Definition 3)
Inner respectively outer extension (Proposition 1)

Lower respectively upper coherent extension (Corollary 1)
Credal set of 4 on D (Corollary 1)

Finitely additive probability defined on 2

Fixed, finitely additive probability defined on 2
Indicator function of the set A C Q)

Set of finitely additive probability measures on 2, set of linear previsions
Credal set function (Definition 6)

Dual credal set function (Definition 7)

Convex, Weak* Closure

Set of real-valued, bounded functions on ()

Set of bounded, signed, finitely additive measures on 20
Partial Expectation (Definition 8)

Linear space of simple gambles on the set system A
Linear space of bounded, F,-measurable functions
Coherent lower prevision (Definition 9)

Coherent upper prevision (Definition 9)

Linear prevision defined on B(Q2) (equivalent to v above)
Fixed, linear prevision defined on B(Q)) (equivalent to ¢ above)
Generalized credal set function (Definition 11)
Generalized dual credal set function (Definition 12)

Let Q) be an arbitrary set. In several examples Q) = [n], where [n] denotes the set
{1,...,n}. The set B(Q)) is defined as the set of all real-valued, bounded functions on Q.
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We call those functions gambles. For instance, x 4, the indicator function of A C (), is in
B(Q). The supremum norm, || f||sup := sup,,cq |f(w)| makes B(Q)) a topological linear
vector space [24]. With ba((Q)), we denote the set of all bounded, signed, finitely additive
measures on 2. In fact, ba(Q) is the topological dual space of B(Q)). So, in particular,
every continuous linear functional v € B(Q)* can be identified with a bounded, signed,
finitely additive measure [24]. ( As the linear functional is defined on a normed space,
continuity and boundedness are equivalent.) For this reason, we use, with minor abuse
of notation, the same notation for bounded, signed, finitely additive measures and for
continuous linear functionals in the dual space of B(Q)), i.e., we write v(f) = [ fdv. The
dual space ba(Q2) gets equipped with the weak* topology, i.e., the weakest topology which
makes all evaluation functionals of the form f* € ba(Q)* such that f*(v) := [ fdv for
some f € B(Q) continuous (for more details see, e.g., [25] (p. 758)). With A C ba(Q2), we
denote the convex, weak*-closed subset of finitely additive probability measures. The set A
plays a major role in Walley’s theory of previsions, as the measures in A are in one-to-one
correspondence to his linear previsions [2] (Theorem 3.2.2). The operator co is the convex,
weak* closure on the space ba(Q)). We further introduce the following two notations: let
F C 29 be an algebra. Then, S(Q,F) C B(Q) denotes the linear subspace of simple
functions on F, i.e., scaled and added indicator functions of a finite number of disjoint sets
(cf. [26] (Definition 4.2.12)). Let F, C 2 be a o-algebra. Then, B(Q), ) C B(Q) denotes
the linear subspace of all bounded, real-valued, F,-measurable functions. Equipped with
these notions and tools we are ready for a first preliminary question.

2. What Is a (Pre-)Dynkin System?

In this work, the main objects under consideration are pre-Dynkin systems and Dynkin
systems. A (pre-)Dynkin system is a set system on Q). It contains the empty set, is closed
under complement and (countable) disjoint union. More formally:

Definition 1 ((Pre-)Dynkin system). We say D C 2 is a pre-Dynkin system on some set Q) if
and only if all of the following conditions hold:

(a) @eD,

(b) D e Dimplies D°:=Q\D €D

(0 C,DeDwithCND =@ impliesCUD € D.

We call D, C 222 a Dynkin system if and only if the conditions (a), (b) and

(') let {D;}icn C Dy, if foralli,j € Nwithi # j it holds D; N Dj = @ then Ujen D; € Dy,
are fulfilled.

Observe that every Dynkin system is a pre-Dynkin system. We will denote pre-Dynkin
systems by the use of D, in contrast to D, for Dynkin systems. This should not be confused
with D(A) for A C 292, which is the intersection of all pre-Dynkin systems which contain A,
i.e., the smallest pre-Dynkin system containing A. (For A = @ we define D(A) = {®, Q}.)
In other words, D(.A) is the pre-Dynkin hull generated by A. The following short lemma
will be helpful in later proofs.

Lemma 1 (Closedness under Set Difference). Let D C 2 be a pre-Dynkin system, if A, B € D
and A C B, then B\ A € D.

Proof. Let A,B € Dand A C B. Then, (B\ A)° = B°UA. Since D is closed under
complement and disjoint union B°U A € D. But, then again, the complement, B \ A,
isinD. O

In classical probability theory, Dynkin systems appear as a technical object required
for the measure-theoretic link between cumulative distribution functions and probability
measures (cf. [23] (Proof of Lemma 1.6)). In particular, every o-algebra, the well-known
domain of probability measures, is a Dynkin system. Thus, all statements within this work
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are generalizations of classical probability theoretical results. We give a short example of a
pre-Dynkin system, which is not an algebra in the following. This example gets reused to
illustrate forthcoming statements.

Example 1. The smallest pre-Dynkin system, up to isomorphisms,which is not an algebra can be
defined on Q4 == {1,2,3,4}. It is given by Dy = {D,12,34,13,24, Oy}, where we write 12 as a
shorthand for {1,2}.

Pre-Dynkin and Dynkin systems naturally arise in probability theory. For instance,

the set of all subsets A C N, such that the natural density y(A) = lim, % exists
is a pre-Dynkin system Dy but not an algebra [20]. It is sometimes called the density
logic [27] and constitutes the foundation of von Mises’ century-old frequential theory of
probability [28] (refined and summarized in [29]). Intriguingly, this was used as an example
by Kolmogorov [1] of a measure defined on a restricted set system for which it is desired
to extend the measure to the power set 2N (cf. § 4); see the discussion in [30] (pp- 11-14),
who observed (page 14) that “the main problem is non-uniqueness of an extension” and that
such extended measures are impossible to verify from observed frequencies, because the
relative frequencies do not converge for events in 2 \ Dy. The non-uniqueness is naturally
handled in the present paper by working with lower and upper previsions (or lower and
upper probabilities) (cf. [31]).

Another class of Dynkin systems occurs in so-called marginal scenarios [32]. Marginal
scenarios are settings in which marginal probability distributions for a subset of a set of
random variables are given, but not the entire joint distribution. This restricted “joint
measurability” of the involved random variables can be expressed via Dynkin systems [33]
(Example 4.2), [34].

Pre-Dynkin systems are so helpful because they structurally align with finitely additive
probability measures. The same statement holds for Dynkin systems and countably additive
probabilities. If we know the probability of an event, then we know the probability of
the complement; i.e., the event does not happen. If we know the probability of several
events which are disjoint, then we know the probability of the union, which is just the sum.
Probabilities following their standard definition go hand in hand with Dynkin systems. We
see this observation manifested in many following statements.

Remarkably, (pre-)Dynkin systems appeared under a variety of names (cf. Appendix B).
Fundamental to all its regular, independent occurences in many research areas is the need
for a set structure which does not allow for arbitrary intersections.

2.1. Compatibility

(Pre-)Dynkin systems are not necessarily closed under intersections. However, when
the intersection of two sets (events) is contained in the (pre-)Dynkin system, we call the
two events compatible.

Definition 2 (Compatibility). Let A, B be elements in a pre-Dynkin system D, then A and B are
compatible if and only if AN B € D.

This definition follows the definitions given in, e.g., [19,33,35]. (It should not be con-
fused with the very similar, and sometimes equivalent, notion of commutativity in logical
structures [36] (Definition 14) (cf. Appendix E).) Compatibility in pre-Dynkin systems
is a symmetric relation, but it is not necessarily transitive. Furthermore, it is comple-
ment inherited, i.e., if A, B are compatible in a pre-Dynkin system, then so are A, B® [4]
(Lemma 3.6). Lastly, compatibility, even though expressed as intersectability, i.e., “closed
under intersection”, can be equivalently expressed as unifiability, i.e., “closed under union”.
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Lemma 2 (Cup gives Cap gives Cup). Let D be a pre-Dynkin system and A, B € D. Then
ANBe D& AUBeD

Proof. Using Lemma 1 for pre-Dynkin systems, we can quickly see that the following two
decompositions give the desired equivalence:

For the “="-direction: AUB = (A\ (ANB))UB. The fact A,ANB,B € D implies
(A\(ANB))UB e D.

For the “<«"-direction: ANB = A\ ((AUB) \ B). The fact A,AUB,B € D implies
A\ ((AUB)\ B) € D. (A related result for Dynkin systems is given in [19] (5.1).) O

Example 2. We reconsider the set ()4 and pre-Dynkin system Dy from Example 1. The elements
12 and 34 are intersectable 12 N 34 = @ € Dy and unifiable 12U 34 = Q4 € Dy. The elements 12
and 13 are not intersectable 12N 13 = 1 ¢ D, and not unifiable 12U 13 = 123 ¢ Dy.

The term “compatibility” underlines that closedness under intersection gets loaded
with further meaning in the context of probability theory. As we define in the next section,
D is the set of “measurable” events, i.e., events which get assigned a probability. Hence,
two events, A, B, are called compatible if and only if a precise joint probabilistic description,
i.e., a precise probability of A N B, exists. For a more thorough discussion of the nature
of compatibility (and its cousin commutativity) we point to the literature on quantum
probability, e.g., [37] (Definition 3.12), or [38].

Compeatibility is not only a property of elements in pre-Dynkin systems. One can take
compatibility as a primary notion; i.e., one requires the statements of Lemma 2 and [4]
(Lemma 3.6) to hold. Then, a set structure which contains the empty set and the entire
base set and is equipped with this notion of compatibility is a pre-Dynkin system [30]
(Definition 5.1). (It is called semi-algebra in [30] (Definition 5.1).)

Interestingly, the assumption of arbitrary compatibility is fundamental to most parts
of probability theory. c-algebras, the domain of probability measures, are exactly those
Dynkin systems in which all events are compatible with all others [35] (Theorem 2.1).
Algebras are exactly those pre-Dynkin systems in which all events are compatible with all
others. Surprisingly, it turns out that, as well, all pre-Dynkin systems can be dissected into
such “blocks” of full compatibility. Every pre-Dynkin system consists of a set of maximal
algebras, which we call blocks. In particular, maximality here stands for the following: there
is no algebra contained in D such that some .4, is a strict sub-algebra of this algebra. Similar
and related results can be found in [39-42].

Theorem 1 (Pre-Dynkin Systems Are Made Out of Algebras). Let D be a pre-Dynkin system
on Q). Then, there is a unique family of maximal algebras { A; }ic| such that D = ;1 A;. We call
these algebras the blocks of D.

Proof. For the proof, we require the definition of a compatible subset of D. A subset
A C D is compatible if all elements are completely compatible, i.e., any finite intersection
of elements in A is contained in D. This is indeed a stronger requirement than pairwise
compatibility (cf. Definition 2). Certainly, every subset A C D is compatible if and only
if every finite subset of A is compatible. Hence, compatibility is a property of so-called
finite character [25] (Definition 3.46). Then, Tuckey’s lemma (e.g., [25] (Theorem 6.20.AC5))
guarantees that any compatible subset of D is contained in a maximal compatible subset.
Since every element D € D is in at least one compatible subset, e.g. {&, D, D¢, Q} C D, the
(unique) set of maximal compatible subsets {.A; };c covers the entire pre-Dynkin system D.
It remains to show that the maximal compatible subsets are algebras. Consider a maximal
compatible subset .A;. First, @ € A; as @ is compatible to all sets in 2. Second, .A; is closed
under finite intersection, otherwise there would exist a finite combination of elements
Aq,...,A; C A; such that An = ]’-l=1 Aj € D, but An ¢ A;. Then, one can easily see that
A; U{An} would be a compatible subset which strictly contained .4;. This is impossible,



Entropy 2023, 25, 1283

8 of 44

since A; is maximal. Finally, A; is closed under complement. Consider A € A;, we show
that A; U {A} is again a compatible subset. Let Ay,..., A, C A; be an arbitrary finite
collection of subsets, then AN ﬂ;?:l A, € D, hence A°N ﬂ}?:l Ay € D [4] (Lemma 3.6). By
maximality of A;, we then know A° € A;. [

Example 3. The pre-Dynkin system Dy of Example 1 consists of the algebras {©,12,34, Q4 } and
{2,13,24, Q)4 }.

Theorem 1 simplifies several follow-up observations. Instead of pre-Dynkin systems,
we can equivalently consider a set of algebras. However, not every union of algebras is a
pre-Dynkin system. If these algebras form a compatibility structure, i.e., a set of maximal
rt-systems, which are non-empty set systems closed under finite intersections, then their
union is a pre-Dynkin system (Definition A2 and Theorem A1 in Appendix A). Analogous
results for Dynkin systems and o-algebras exist and are given in Appendix D.1. In summary,
pre-Dynkin systems are set structures which do not allow for arbitrary intersections but
can be split into maximal intersectable subsets, their blocks.

2.2. Probabilities on Pre-Dynkin Systems

We require a notion of probability on a pre-Dynkin system to elaborate the relationship
of imprecise probability and the system of precision in the following. Probabilities are
classically defined on c-algebras. We generalize this definition as e.g., stated in [23] (p. 18f)
to pre-Dynkin systems.

Definition 3 (Probability Measure on a Pre-Dynkin System). Let D be a pre-Dynkin system.
We call a function y: D — [0,1] a finitely additive probability measure on D if and only if it
fulfills the following two conditions:

(1)  Normalization: (@) = 0and u(Q)) = 1.

(b)  Additivity: let A,B € Dand ANB = Q@. Then, u(AUB) = u(A) + u(B).

If condition (b) can be extended to countable subsets of D, then we call u countably additive
probability measure on D: let I C N and {A;}ic; such that A; € D forall i € I and
AiNAj=Qfori#j i,j€ landUic; A; € D. Then p(Uier Ai) = Lier p(Ai).

For the sake of readability, we use “probability” and “probability measure” exchange-
ably. Probabilities on pre-Dynkin systems are monotone, i.e., for A,B € D, if A C B,
then u(A) < u(B). This can be seen when applying Lemma 1 and Definition 3. But, in
contrast to a probability defined on a o-algebra, a probability on a pre-Dynkin system is not
necessarily modular, i.e., for A,B € D, u(A) + u(B) = u(AUB) + u(A N B) [43] (p. 16). (It
is, however, possible to define modular probabilities on pre-Dynkin systems. This leads to
a fixed parametrization of probability functions already on simple examples [44] (p. 125).)
It is that sophisticated interplay of set structure and probability function which leads us
through this paper. In particular, why should we consider pre-Dynkin systems?

3. Imprecise Probabilities Are Precise on a Pre-Dynkin System

As we now demonstrate, pre-Dynkin systems are, under mild assumptions, the sys-
tems of precision. To make this formal, we solely require a normed, conjugate pair of lower
and upper probability which fulfill super (resp. sub)-additivity and possibly a continuity
assumption.

Theorem 2 (Imprecise Probability Induces a (Pre-)Dynkin System). Let £: 22 — [0,1] and
u: 22 — [0, 1] be two set functions, for which all the following properties hold:

(@) Normalization: u(@) = £(®) = 0.

(b)  Conjugacy: u(A) =1 — £(AC) for A, A¢ € 2.

(c)  Subadditivity of u: for A, B € 22 such that ANB = @, then u(AUB) < u(A) + u(B).
(d)  Superadditivity of ¢: for A,B € 22 such that ANB = @, then {(AUB) > £(A) + {(B).
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Then u and ( define a finitely additive probability measure yu = u|p = {|p on the pre-Dynkin

system D = {A € 22: ((A) = u(A)} C 2. Ifeither u fulfills

(e)  Continuity from below: for A, € 22 with A, C Apyq such that Uy 1 An = A € 29 then
im0 u(An) = u(A),

or ¢ fulfills

(e’)  Continuity from above: for A, € 22 with App1 C Ay suchthat (1 Ap = A€ 29 then
limy 00 0(An) = £(A),

then u and { define a countably additive probability measure yy := u|p, = {|p, on the Dynkin
system Dy = {A € 2?: ((A) = u(A)} C 29

Proof. We start proving the first part of the theorem. Let
D= {A €22 ((A) =u(A)}. (1)
We show that D is a pre-Dynkin system. First, @ € D by assumption (a). Second, let

D € D. Then, u(D°) =1—¢(D) =1 —u(D) = £(D°) by the conjugacy relation. Third, let
{Ai}ier € D for finite I C N such that A; N A; = @ for all i # j, then

A
N

y o) 4<UAZ.>
iel iel

()

Y u(A)

iel

Equaﬁém (1) ZK(AI‘).

iel

INX

—
N

For (x), observe that £(A) < u(A) forall A € 29, since

U(A) + £(A°) < L(AUAS) =1 = u(AU A®) < u(A) + u(A°),

and thus,
L(A)+0(A°) <u(A)+u(A°)
SlUA)+1—u(A) <u(A)+1—4(A)
< L(A) <u(A).

Concluding, we define y = {|p = u|p for which it is trivial to show that it is a finitely
additive probability on D.

For the second part, we first notice that continuity from below and from above are
equivalent for conjugate set functions on set systems which are closed under comple-
ment [43] (Proposition 2.3). Next, we show that subadditivity of u and continuity from
below (of u) imply o-subadditivity of u: for {A;};c; € 2 such that I C Nand A; N Aj=0
foralli # jwithi,j € I then u(U;e; Ai) < Yicp (A;). In the case that I is finite, subadditiv-
ity of u is provided by assumption. For infinite I, we can construct an increasing sequence
of sets, namely Bj = Ui<i<j Aj, so that B; C B;, 1. Furthermore, U]?'°:1 B; = Ujer Ai- Thus,

u <16U1 A,~> =u (]@1 Bj>

© Jim u(Bj)

j—oo /
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= limu U Ai
] 1Si§j

@

< lim ) u(A;)
] 1Si§j

= ZM(AI‘).

i€l

The same argument holds analogously for superadditivity and continuity from above
of ¢ which is implied by continuity from below and the conjugacy relationship [43]
(Proposition 2.3). In summary, the proof of the first part can then be applied again, now
without the restriction that I C N is finite. Instead, it potentially is countable. [

Example 4. Remember, Oy = {1,2,3,4}. We define £: 2% — [0,1] by £(1) = 0, £(2) = 0.3,
£(3) =0, ¢(4) = 0.3, ¢(12) = 0.5, ¢(34) = 0.5, £(13) = 0.2, £(24) = 0.8, £(14) = 0.3,
£(23) = 0.3, £(123) = 0.5, £(124) = 0.8, £(134) = 0.5, £(234) = 0.8, £(Qy) = 1 and
u: 2% — [0,1] by u(A) = 1 — £(A°). It is easy to show that ¢ and u fulfill the assumptions (a),
(b), (c) and (d) in Theorem 2. The imprecise probabilities u and ¢ coincide on {D,12,34,13,24, Q0 },
the pre-Dynkin system described in Example 1. The example is illustrated in Figure 2. In this figure
(= Hp, and u = Jip, .

g (A) HH(A)
Ky (A A pe(A)
1.0 BRPEYEE 1.0
1.0 1.0 1.0 1.0
0.8 124 0.8 0.8 234 0.8
0.7 1.0 0.7 1.0
0.5 123 0.5 0.5 134 0.5

q - EERERER - E

0.2 1 0.2 0.2 3 0.2

0.0 0.0 0.0 0.0
0.5 0.5 0.5 0.5
0.3 2 0.0 0.3 4 0.0

Figure 2. Illustration of the running example. The dark elements are contained in the pre-Dynkin
system D on Q) = {1,2,3,4}. The lower and upper coherent extension, respectively, the inner and
outer extension, are denoted at the sides of the elements in the set system as shown in the example in
the left upper corner. Elements in D possess a precise probability.
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In summary, imprecise probabilities are, under mild assumptions, precise on a pre-
Dynkin system or even a Dynkin system. (The events in the system of precisions are
called unambiguous events in the decision theory literature [5].) This, importantly, is also
the case if the system of precision is strictly larger than the trivial pre-Dynkin systems
{@,Q}. Exemplarily, a pair of conjugate, coherent lower and upper probability (e.g., [2]
(§2.7.4)) fulfills the conditions (a)—(d). However, in several cases (e.g., distorted probability
distributions), imprecise probabilities are just precise on the system of certainty, i.e., the
events which possess 0 or 1 probability (Proposition Al). Concluding, the system of
precision is a pre-Dynkin system D C 2. What if we first define precise, finitely additive
probabilities on a pre-Dynkin system, i.e., we fix a system of precision? We can then ask for
“imprecise probabilities” deduced from this probability which are defined on a larger set
structure, e.g., an algebra in which the pre-Dynkin system is contained.

4. Extending Probabilities on Pre-Dynkin Systems

Precise probabilities on pre-Dynkin system naturally arise in many, distinct, applied scenar-
ios as we argued in the Introduction (Section 1). However, we acknowledge that the definition of
probabilities on pre-Dynkin systems is mathematically cumbersome. The possibilities to prove
standard theorems is very limited as the approaches by Gudder [4,35], Gudder and Zerbe [45]
demonstrate. However, if we consider a probability defined on a pre-Dynkin system as an
imprecise probability on a larger set system with a fixed system of precision, we possibly obtain
a richer, mathematical toolkit to work with. In this case the larger set system preferably is an
algebra in which the pre-Dynkin system is contained. It remains to clarify how we construct the
imprecise probability from the precise probability on the pre-Dynkin sytem.

4.1. Inner and Outer Extension

A simple but, as we show, unsatisfying solution is the use of an inner and outer
measure extension. It does not rely on imposing any conditions on the probability defined
on the pre-Dynkin system. We pay for this generality with the few properties that we can
derive for the obtained extension.

Proposition 1 (Inner and Outer Extension [6] (Lemma 2.2)). Let D be a pre-Dynkin system on
Q) and y a finitely additive probability measure on D. The inner probability measure

p«(A) :=sup{u(B): AD B € D}, VA € 29,
and outer probability measure
p*(A) :=inf{u(B): AC Be D}, VA €29,

define p., p* : 22 — [0,1], i.e., all of the following conditions are fulfilled:

(@)  Normalization: u*(@) =0, pu«(Q)) = 1.

(b)  Conjugacy: u*(A) =1 — p,(A°), VA € 2.

(c)  Monotonicity: for A,B € 22, if A C B, then y*(A) < u*(B).

Furthermore, .. is superadditive, for A,B € 22 if ANB = @, then . (AUB) > p.(A) + u«(B).
But y* is not generally subadditive.

Example 5. For Dy, as in Example 4, let y: Dy — [0, 1] be defined as u(0) = 0,u(12) = 0.5,
1u(34) = 05,1(13) = 0.2,4(24) = 0.8, u(QY) = 1. The inner and outer extension of y on
Dy is px (D) = 0,u+(1) = px(2) = p+(3) = p«(4) = 0,px(12) = 0.5,4+(34) = 0.5,
1,(13) = 02,11,(24) = 0.8,11,(14) = 0,11,(23) = 0,1,(123) = 0.5, 1, (124) = 0.8,
1x(134) = 0.5,14(234) = 0.8, (Qq) = 1 and y* = 1 — p,. The inner and outer ex-
tension are not coherent (Definition 5). In particular, the outer extension is not subadditive:
pF(14) =1 -1, (23) =1 > 02+ 05 = (1 — 1, (234)) + (1 — 12 (123)) = p*(1) + u* (4).
The example is illustrated in Figure 2.
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In conclusion, the inner and outer extension provides an imprecise probability, which
is not necessarily coherent (cf. Definition 5) and it does not fulfill the conditions required
for Theorem 2 to post hoc guarantee that the set of precision is a pre-Dynkin system. We
remark that there exist normalized, conjugate, monotone superadditive but not subadditive
pairs of probabilities, hence possibly inner and outer probabilities as defined here, whose
system of precision is not a pre-Dynkin system (see Example 6). For this reason we now
explore another, more powerful extension method.

Example 6. Let Q3 := {1,2,3}. The probability pair defined by v(®) = v(@) = 0,
v(l) =7(1) =02,v(2) =7(2) =0.2andv(3) = 0,v(3) = 0.6is preciseon {0, 1,2,23,13, 3},
which is obviously not a pre-Dynkin system.

4.2. Extendability and Its Equivalence to Coherence

In the following, we try to entirely embed pre-Dynkin systems equipped with a
probability into larger algebras. Then, we extend the probability defined on the pre-Dynkin
system in all possible ways to probabilities on the algebra. It turns out that this embedding is
only possible under certain conditions on the probability defined on the pre-Dynkin system.
We call this condition extendability. For the sake of generality, we focus on the extension of
finitely additive probabilities from pre-Dynkin systems to algebras here. We treat countably
additive probabilities, Dynkin systems and c-algebras in Appendix D. In addition, all
results until Section 4.3 can be formulated in more general terms for non-structured set
systems. For the sake of simplicity, we remain within the setting of probabilities defined on
pre-Dynkin systems in this work.

Extendability is the property that a probability measure defined on a pre-Dynkin
system can be extended to a probability measure on an algebra containing the pre-Dynkin
system. Formally:

Definition 4 (Extendability). Let D be a pre-Dynkin system on (). We call a finitely additive
probability measure y on D extendable to 2 if and only if there is a finitely additive probability
measure v: 2 — [0,1] such that v|p = p.

We defined extendability with respect to the power set 2. In fact, any relativization
to an arbitrary sub-algebra of 2 is equivalent. A finitely additive probability defined on D
is extendable to any sub-algebra of 2 which contains D if and only if it is extendable to
291 [26] (Theorem 3.4.4).

The definition is non-vacuous [33,46]. For instance, a probability measure on a pre-
Dynkin System is not generally extendable to a measure on the generated algebra (e.g.,
Example 3.1 in [33]). If a probability is extendable, its extension is in general non-unique.

Extendability of probabilities on (pre-)Dynkin systems has already been part of discus-
sions in quantum probability since 1969 [19] up to more current times [47]. It as well has
been of interest in frequential probability theory [20] (Theorem 2). Several necessary and/or
sufficient conditions on the structure of D and/or the values of y are known [33,46,47].
We present here a sufficient and necessary condition discovered by Horn and Tarski [48]
and restated in [26] (Theorem 3.2.10). In fact, Theorem 3 can be stated for a more gen-
eral definition of probabilities on arbitrary set systems e.g., [26] (Theorem 3.2.10), [49]
(Proposition 2.2). For the sake of simplicity, we restrict this result to pre-Dynkin systems
and probabilities defined on pre-Dynkin systems.

Theorem 3 (Extendability Condition [26] (Theorem 3.2.10)). Let D be a pre-Dynkin system on
Q. A finitely additive probability measure u on D is extendable to 22 if and only if
m n m
Yo xp(w) =Y xa(w) >0, VweQ = ) u(B)— ) p(A;) >0 )
k=1 j=1 k=1 j=1

for all finite families of sets in D: Aq,...,An,B1,..., By € D.



Entropy 2023, 25, 1283

13 of 44

Example 7. For Dy as in Example 4 let yu: Dy — [0,1] be defined as u(®@) = 0,u(12) =
0.5,1u(34) = 0.5, u(13) = 0.2,u(24) = 0.8, u(QY) = 1. The probability p on Dy meets the
extendability condition.

Extendability proves to be more than a helpful mathematical property for embedding
pre-Dynkin systems and their respective probabilities into algebras. Whether a probability
defined on D can be extended to a probability on 2 is directly connected to the question
whether the probability measure on D is coherent in the sense of [2] (pp. 68, 84) or not. Co-
herence is a minimal consistency requirement for probabilistic descriptions which has been
introduced in the fundamental work of De Finetti [50] and developed by Walley [2]. Shortly
summarizing, an incoherent imprecise probability is tantamount to an irrational betting
behavior, thus the name. Thus, extendability is, besides its mathematical convenience, a
desirable property of probabilities in pre-Dynkin settings.

We adapt here the definition of coherence of previsions in [2] (Definition 2.5.1) to
probabilities.

Definition 5 (Coherent Probability). Let A C 22 be an arbitrary collection of subsets. A set
function v: A — [0,1] is a coherent lower probability if and only if

j
Slé};) ;(XAi (w) —v(A;)) —m(xa,(w) —v(Ag)) >0,

for any non-negative n,m € N and any Ay, A1, ... Ay € A. If Ais closed under complement,
the conjugate coherent upper probability is given by V(A) = 1 —v(A°) forall A € A. If
furthermore V(A) = v(A) forall A € A, we call v := v a coherent additive probability.

At first sight, the Horn-Tarski condition given in Theorem 3 and the coherence condi-
tion presented here already appear similar. This becomes even more apparent in Walley’s
reformulation of coherence for additive probabilities [2] (Theorem 2.8.7). In the following,
we show that this superficial similarity is indeed based on a rigorous link. Surprisingly,
Walley did not mention Horn and Tarski’s work in his foundational book.

Theorem 4 (Extendability Equals Coherence). Let D be a pre-Dynkin system on ). A finitely
additive probability measure u on D is extendable to 2% if and only if it is a coherent additive
probability on D.

Proof. If y is a coherent additive probability on D, then the linear extension theorem [2]
(Theorem 3.4.2) applies. Hence, a coherent additive probability v: 22 — [0, 1] exists, such
that v|p = u. In particular, v is a finitely additive probability following Definition 3 on
29 [2] (Theorem 2.8.9).

For the converse direction, we observe that if p possess an extension following
Definition 4, then such an extension is a finitely additive probability on 29 following
Definition 3. Hence, Walley [2] (Theorem 2.8.9) guarantees that the extension is a coherent
additive probability (Definition 5). Any restriction to a subdomain D C 2 keeps the
probability coherent and additive. [

The linear extension theorem in Walley [2] (Theorem 3.4.2) used here is a generalization
of de Finetti’s fundamental theorem of probability [50] (Theorems 3.10.1 and 3.10.7). De
Finetti’s theorem is furthermore interesting, as he explicitly states that a coherent additive
probability defined on an arbitrary collection of sets can be extended in a precise way
(so lower and upper probability coincide) to some sets. De Finetti does not characterize
this collection. Our Theorem 2, however, gives an answer to this question: the collection
forms a pre-Dynkin system. It is possible to recover the statement by an argumentation
using credal sets. Roughly, credal sets of coherent lower probabilities consist of all domi-
nating coherent additive probabilities. In the case here, extendability guarantees that the
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credal set of a probability defined on a pre-Dynkin system is non-empty. Furthermore,
Walley [2] introduced another slightly weaker concept than coherence, called “avoiding
sure loss” which is equivalent to non-empty credal sets [2] (Corollary 3.3.4). Coherence
and avoiding sure loss are equivalent for probabilities defined on pre-Dynkin systems [51]
(Theorem 4.12).

Theorem 4 provides a missing link between two strands of work: on the one hand,
probabilities on pre-Dynkin systems and related weak set structures have been closely
investigated in foundational quantum probability theory [4,19] and decision theory [5,6].
On the other hand, coherent probabilities are central to imprecise probability, in particular,
the more general formulations of coherent previsions and risk measures [2,52,53].

The reader familiar with the literature on imprecise probability might well not be
surprised by the equivalence of extendability and coherence. We still think that this
link is indeed valuable to be spelled out explicitly here. The concept of extendability and
coherence have been developed separately in two communities with different goals in focus.
Coherence tries to capture “rational” betting behavior [2,50]. Extendability links to what is
sometimes called “quantum weirdness”. For readers familiar with quantum probability,
we sketch the relationship between extendability and the concepts of compatibility and
contextuality in the following.

4.2.1. Extendability, Compatibility and Contextuality

Extendability in quantum theory tightly interacts with a series of properties and con-
cepts which pervade discussions about the “specialness” of quantum theory in comparison
to other classical physical theories: compatibility, contextuality, hidden variables and more.
To be concrete, two measurements are compatible if, for any initial state, usually repre-
sented as a probability distribution (cf. [4]), there exists a joint measurement such that a
fixed joint distribution for both measurement outcomes exists, whose marginals are the
distribution of the single measurement [54,55]. We remark that this notion of compatibility
is related, but not directly, to our Definition 2. If measurements are incompatible, then there
are potentially still states such that a joint distribution of measurements exists. Only in the
cases that no joint distribution of measurements exists, i.e., extendability is not provided,
a measuring observer observes contextual behavior [55]. Translated to the language of
imprecise probability, contextuality amounts to non-coherence of a probabilistic description.
Compeatibility, in contrast, is a structural notion. If any finitely additive probability on a
pre-Dynkin system is extendable, then the pre-Dynkin system, very roughly, resembles
compatible measurements. We are indeed not the first to notice intriguing links between
imprecise probability and concepts therein to quantum mechanics. Benavoli and collabo-
rators recovered the four postulates of quantum mechanics with desirability as a starting
point [56] (Desirability is a relatively general framework for imprecise probability [57].)

4.2.2. Extendability and Marginal Problem

A particularly helpful special case of probabilities defined on pre-Dynkin systems are
marginal scenarios. Marginal scenarios, as we already stated in Section 2, are settings in
which several (classical) marginal probability distributions, for instance, for three random
variables px, py, pz, are given, but a joint distribution px y 7 is not specified. We note that
we do not define random variables, marginals and probability distributions rigorously
here. Instead, we argue on a vague level to convey the intuition. Such marginal scenarios
can be expressed via probabilities on pre-Dynkin systems as laid out in detail in [34,58]
and [33] (Example 4.2). Central to marginal scenarios is the relation structure of the
marginals. For instance, pxy, pz as well as pxy, py,z or pxy, Py,z, px,z form marginal
scenarios. The so-called marginal problem for marginal scenarios now asks whether for all
instantiations of the marginal scenario there exists a joint distribution, e.g., for all px y, pz a
joint distribution pyx y 7 exists. In contrast, for some assignments pyx y, py,z, px,z there does
not exist a corresponding px y,z. (The attentive reader might have noticed the similarity
to the notion of compatibility, for good reasons [59] (§V.B.2). Marginal scenarios are used
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to represent multi-measurement settings and compatibility among the measurements.)
This question was, some while ago, asked for probabilities on finite spaces [34], countably
additive probabilities [58], finitely additive probabilities (cf. [60]) and recently for even more
general probability models—sets of desirable gambles [61,62]. A recurring theme in all
those studies is the so-called running intersection property which characterizes all solvable
marginal problems. In other words, the running intersection property guarantees that every
instantiation of the marginal distributions is extendable. But there exist marginal problems
for which only specific instantiations of the marginal distributions allow for extendability.

4.3. Coherent Extension

A probability on a pre-Dynkin system D, even when extendable, only allows for prob-
abilistic statements on D itself. However, extendability guarantees that a “nice” embedding
into a larger system of measurable sets exists. More specifically, extendability expressed in
terms of credal sets provides a well-known tool for the worst-case extension of a probability
from a pre-Dynkin system to a larger algebra.

If a finitely additive probability on a pre-Dynkin system is extendable, then we can
obtain lower and upper probabilities of events which are not in the pre-Dynkin system
but on a larger algebra. We follow the idea of natural extensions, e.g., as described by [2]
(p- 136). In particular, [2] (Theorem 3.3.4 (b)) directly applies as long as a probability on a
pre-Dynkin system is extendable.

Corollary 1 (Coherent Extension of Probability). Let D be a pre-Dynkin system on ). For a
finitely additive probability measure y on D we define the credal set

M(u, D) :={veA:v(A) =u(A), YA € D}.
If u on D is extendable to 22, then VA € 29,

A)= inf v(A), up(A):= su v(A).
Hp(A) vt o) (A), Hp(A) VGM(ED) (A)

define a coherent lower respectively upper probability on 2.

Example 8. The coherent extension of p on Dy as defined in Example 7 is p, = Cand fip, = u

where, { and u are defined as in Example 4 (cf. [2] (p. 122)). Figure 2 zllustmtes the coherent
extensions. Even though coherent, . is neither supermodular nor submodular:
—H4

iy, (12) + i, (13) = 0.5+0.2 > 05400 = pu, (123) + (1),
B, (1) + 1, (2) = 0.04+03 < 05400 = p, (12) + iy (D).

This implies that as well Jip, is neither supermodular nor submodular [43] (Proposition 2.3).

These lower and upper probabilities allow for at least two interpretations: We can
assume that a precise probability on a pre-Dynkin systems D C 2 just reveals its values on
D, but is actually defined over 2. Then the lower and upper probability constitute lower
and upper bounds of the precise “hidden probability” on 2, which is solely accessible on
D. On the other hand, we can even reject the existence of such precise “hidden probability”.
Then lower and upper probability are the inherently imprecise probability of an event in
29 but not in D. (As remarked by Walley [2] (p. 138), De Finetti [50] surprisingly only
considered the first mentioned interpretation.)

The obtained lower and upper probabilities represent the imprecise interdependencies
between all events of precise probabilities. We illustrate this statement: in the variety of
updating methods in imprecise probability we pick the generalized Bayes’ rule [2] (§6.4) to
exemplarily compute the conditional probability of two events for the coherent extension of
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a probability from a pre-Dynkin system. For A, B € D such that j(B) > 0, the generalized
Bayes’ rule gives [2] (Theorem 6.4.2):

_ v(ANB) _ SUPuenm(p) V(ANB) 7 (ANB
Hp(A|B) = sup (V(B) ) = = (”(é) = Pl B ), VA,BeD
veM(u,D) 4 4

We can easily rearrange the above as 7i,(A N B) = 75 (A|B)u(B). In this case the impre-
cision of the probability of the intersected event is purely controlled by the conditional
probability 77(A|B) and not by the marginal, which is precise. So, the imprecision captured
by the lower and upper probabilities locates solely in the interdependency of the events.
We remark that Dempster’s rule gives the same conditional probability here [63].

4.4. Inner and Outer Extension Is More Pessimistic Than Coherent Extension

We have presented two extension methods for probabilities defined on pre-Dynkin
systems. We relate the methods in the following. In the case of an extendable probability
we can guarantee the following inequalities to hold.

Theorem 5 (Extension Theorem—Finitely Additive Case). Let D be a pre-Dynkin system on
Q and p a finitely additive probability on D which is extendable to 2. Then,

i (A) < pp(A) <Hip(A) < p*(4),  vAe2”.
Proof. Since D C 22, we easily obtain
u«(A) =sup{u(B): ADBe€ D}
- sup{ED(B): ADBe D}
< sup{ED(B): ADBe 20}
= tp(A)

for all A € 2. The other inequalities follow by the conjugacy of inner and outer measure
and lower and upper coherent extension. [

In words, Theorem 5 states that the inner and outer extension is more “pessimistic”
than the coherent extension. We use “pessimistic” in the sense of giving a looser bound
for the probabilities assigned to elements not in the pre-Dynkin system D but in 2. We
remark that Walley has shown that for a probability defined on a set algebra, inner and
lower coherent extension, as well as outer and upper coherent extension, coincide [2]
(Theorem 3.1.5). Walley even characterizes the sets for which a unique coherent extension
exists [2] (Theorem 3.1.9). In Appendix D, we demonstrate analogous inequalities for
countably additive probabilities on Dynkin systems.

5. The Credal Set and Its Relation to Pre-Dynkin System Structure

In the earlier parts of the paper, we derived pre-Dynkin systems as the system of
precision for relatively general imprecise probabilities. Then, we showed that, under ex-
tendability conditions, a precise probability on a pre-Dynkin system gives rise to a coherent
imprecise probability on an encompassing algebra. In other words, imprecise probabilities
can be “mapped” to pre-Dynkin systems and vice versa. We concretize these mappings
in the following. This manifestation then reveals structure in the interplay between the
systems of precision, i.e., pre-Dynkin systems, and coherent imprecise probabilities. In
particular, we argue that the order structure of pre-Dynkin systems can be mapped to
the space of finitely additive probabilities. This provides a (lattice) duality for coherent
imprecise probabilities with precise probabilities on pre-Dynkin systems. More concretely,
the duality allows for the interpolation from imprecise probabilities which are precise on
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“all” events to imprecise probabilities which are precise only on the empty set and the
entire set.

In the following discussion, we assume, in addition to the technicalities presented
in Section 1, that a fixed finitely additive probability on 2, which we call g, is given.
The finitely additive probability ¢ with the algebra 2* and the base set () constitute our
“base measure space” analogous to the choice of a base measure space in the theory of
coherent risk measures [52]. The probability i can be interpreted as the pivot point around
which we define increasingly imprecise coherent lower and upper probabilities. The choice
of 1 particularly influences the sets of measure zero, which will play a major role in
characterizing so-called bipolar-closed set systems. In comparison to the previous sections,
we use 1 instead of y as “reference measure” to emphasize the difference that 4 was defined
on a relatively arbitrary pre-Dynkin systems D on (2, while ¢ is defined and fixed on the
algebra 29 on Q).

5.1. Credal Set Function Maps From Pre-Dynkin Systems to Coherent Probabilities

Equipped with a reference measure i we define the credal set function. The name
arises due to its close link to the credal set as defined in Corollary 1.

Definition 6 (Credal Set Function). Let A be the set of all finitely additive probabilities on 2.
For a fixed, finitely additive probability ¢ € A, we call

my: 22 28 my(A) = {v € A: v(A) = p(A), VA € A},
the credal set function.

Example 9. Let Oy = {1,2,3,4} as in Example 1. With abuse of notation, we define the probability
p: 2% — [0, 1] via its corresponding point on the simplex P € A, ¥ = 0.2, = 0.3, 3 = 0.5,
P4 = 0. It follows, e.g., my({12,3}) = {v € A: vi + 1, = 0.5,v3 = 0.5}. In the subsequent
examples, we implicitly assume the here defined 1.

We stress that although not notated explicitly, the credal set function depends upon
the choice of . For a fixed i on 2, the credal set function 1y maps a subset of the algebra
29 to the set of all finitely additive probabilities which coincide with i on this subset.
It should be noticed that by definition of 9, my(.A) # @ for every non-empty A C 29,
because y € my/(A) for every A C 2.

This defined mapping now simplifies our discussion about how pre-Dynkin systems
and imprecise probabilities correspond. For instance, one can easily see that the extreme
case A = 2 corresponds to my(A) = {¢} and A = @ to my(A) = A. More generally, we
observe the following two properties of the credal set function.

Proposition 2 (Credal Set Function is Invariant to Pre-Dynkin Hull). Let my be the credal set
function. For any A C 29,

my(A) = my(D(A)).
Proof. We need to show that
{veA:v(A)=y(A), Ac Ay ={veA: v(A)=yp(A), Ac D(A)}.

The set inclusion of the right hand side in the left hand side is trivial. For the reverse
direction, consider an element v € A such that v(A) = (A) for A € A. Let

H = {A e D(A): v(A) = p(A)}.
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By Theorem 2 # is a pre-Dynkin system. Since A C H we know D(A) C H. Hence,
v(A) = u(A) for A € D(A). This gives the desired inclusion. We remark that for A = @
the equality still holds, since D(@) = {©,Q}. O

Example 10. The credal set my({12,3}) = {v € A: v1 +v, = 0.5,v3 = 0.5} given in Example 9
nicely illustrates Proposition 2:

my({12,3}) = {v € Az vy + 12 = 05,13 = 0.5,v4 = 0} = my({D,12,3,4,34,123,124, Q4 }).

Proposition 3 (Credal Set Function Maps to Weak*-Closed Convex Sets). Let my, be the
credal set function. For every non-empty A C 22, my(A) is weak*-closed convex.

Proof. The reference probability ¢ is by definition coherent. Hence, for all non-empty
A C 29 the set my (A)isthesetof allv € A which dominate . This set is, by Theorem 3.6.1
in [2], weak*-closed and convex. [

In words, the credal set on some set system coincides with the credal set on its
generated pre-Dynkin system. And the credal set of probabilities is always weak*-closed
and convex. Proposition 2 allows us to work with credal sets of arbitrary set systems
instead of the entire pre-Dynkin system. Thus, it resembles the well-known 77-A-Theorem,
which is fundamental to classical probability theory [23] (Lemma A.1.3). On the other hand,
this result justifies our focus on pre-Dynkin systems instead of arbitrary set systems. We do
not lose generality when considering pre-Dynkin systems instead of non-structured sets
of sets.

Proposition 3 guarantees that the images of the credal set function behave “nicely”.
Specifically, these weak*-closed convex sets correspond to coherent previsions, i.e., gen-
eralizations of coherent probabilities as already stated by Walley [2] (Theorem 3.6.1). We
elaborate this observation in Section 5.4. In conclusion, credal set functions map pre-Dynkin
systems to coherent probabilities. What about the reverse mapping?

5.2. The Dual Credal Set Function

The following is a natural definition of a dual credal set function. We justify this name
by Proposition 4 below.

Definition 7 (Dual Credal Set Function). Let A be the set of all finitely additive probabilities on
29, Fix a finitely additive probability  on 22, We call

my: 2% =227, 5 (Q) = {A €27 v(A) = p(A), W € Q}
the dual credal set function.

The dual credal set function also depends upon ¢, but we do not notate this explicitly.
The dual credal set function maps an arbitrary set of finitely additive probability measures
on 22 to the (largest) set of events on which all contained probabilities coincide. We
remark that each set of finitely additive probability measures can be linked to an imprecise
probability.

We suggestively called the antagonist to the credal set function the “dual credal set
function”. The duality appearing here is a well-known fundamental relationship between
partially ordered sets: a Galois connection. A Galois connection is a pair of mappings
f: X — Yand f°: Y — X on partially ordered sets (Y, <) and (X, <), which preserves
order structure (cf. Corollary 2). More formally, f and f° are a Galois connection if and
onlyifforallx € X,y € Y, x < f(y) & y < f°(x) [64] (§V.8). Galois connections, even
though they do not form an order isomorphism, induce a lattice duality. We exploit this
lattice duality to provide an order-theoretic interpolation from no compatibility at all to full
compatability. For this purpose, we first establish the Galois connection.
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Proposition 4 (Galois Connection by (Dual) Credal Set Function). The credal set function my
and the dual credal set function my, form a Galois connection.

Proof. my and my form a Galois connection if and only if A C my(Q) < Q € my(A) [64]
(§V.8). First, we show the left to right implication. We assume A C my, (Q),ie everyv e Q
coincides with ¢ on A. Hence,

veQ=v(A)=y(A),VAc A
=ve{v e V(A)=y(A)VA e A} =my(A).

In case of the right to left implication, we suppose Q C my(.A). Thus,

AcA=v(A)=y(A),YWweQ
= Ae{A €2 v(A) = p(A"), Vv € Q} = my(Q).
O

The mappings involved in the Galois connection are antitone, i.e., they reverse the
order structure from domain to codomain. Their pairwise application is extensive, i.e., the
image of an object contains the object. In summary, the following rules of calculation hold:

Corollary 2 (Rules for (Dual) Credal Set Function). Let my, be the credal set function and ml‘;]
be the dual credal set function. For arbitrary Ay, Ay, A C 22 and Q1,Q2,Q C A,

Ay C Ay = my(Az) Cmy(Ar), Q1 C Qo= my(Q2) C my(Qr), (antitone)
Q C my(my(Q)), A C my(my(A)), (extensive)
my(A) = my(my(my(A))), my(Q) = my (my (my

Proof. [64] (§V.7and V.8) O

(Q))),  (pseudo-inverse).

Proposition 4 provides a tool to further investigate the dual credal set function. The
reader might have noticed the similarity of the dual credal set function and the main
question of Section 3: given a lower and upper probability, on which set systems do both
coincide? In fact, we obtain an analogous result to Theorem 2, and again an imprecise
probability is mapped to the set of events on which it is precise.

Proposition 5 (Dual Credal Set Function Maps to Pre-Dynkin Systems). Let my, be the dual
credal set function. For all non-empty Q C A, m@(Q) is a pre-Dynkin system.

Proof. We show the statement by establishing the equality D(imy,(Q)) = my(Q). Trivially,
D(’”f}(Q)) D) m;(Q) Furthermore,

D(m5(Q)) T S (my(D(m(Q))))
2 (my (m(Q))) & m(Q).

O

Proposition 6 (Dual Credal Set Function is Invariant to Weak*-Closed Convex Hull). Let
my, be the dual credal set function. Forany Q € A, my(Q) = my(co Q).

Proof. By Corollary 2, my (Q) = my (my(my(Q))). Furthermore, Q € my (my(Q)). Via,

Proposition 3 we obtain €0 Q C my (my(Q)). Hence, the result follows. [
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Example 11. Let Q = {v} where we identify the probability v on 2% with an element v € Ay.
For instance, v1 = 0,1, = 0.5,v3 = 0,v4 = 0.5. It is easy to see that ml‘l’](Q) = D({12,3}) as
given in Example 10.

In summary, credal set functions map pre-Dynkin systems to weak*-closed convex
credal sets. Dual credal set functions map (weak*-closed convex) credal sets to pre-Dynkin
systems. In addition, the two functions form a Galois connection. In fact, every Galois
connection defines closure operators, i.e., extensive, monotone and idempotent maps [25]
(Definition 4.5.a). The closure operators are defined as the sequential application of the
credal set function and the dual credal set function to subsets of A or 2. In symbols:
A = my (my(A)), Q = my(my(Q)). In particular, these closure operators define bipolar-
closed sets.

5.3. Bipolar-Closed Sets

Bipolar-closed sets are sets A C 2 such that A = my (my(A)), respectively, Q C A
such that Q = my(my(Q)). Most importantly, the bipolar-closed sets form two antitone
isomorphic lattices ordered by set inclusion [64] (Theorem V.8.20). This relationship gives
us a lattice duality between set systems and credal sets of probabilities. See Figure 3 for an
illustration of bipolar-closed sets and the Galois connection.

m*(m(f))

Figure 3. Galois connection between the lattice of pre-Dynkin systems and the set of credal sets. In
the illustrated case, we have my, (Q) = my (my(my(A))), respectively, my (A) = my(my(my(Q))).
The set containment on both sides follows from Proposition 2, Corollary 2 and Proposition 6.

Example 12. The pre-Dynkin system D({12,3}) already discussed in Example 10 and Example 11
is a bipolar-closed set. In contrast, the set {12,3} cannot be a bipolar-closed set, as it is not a pre-
Dynkin system.

More precisely, bipolar-closed sets in the set of finitely additive probability distribu-
tions are weak*-closed convex (Proposition 3). These map to bipolar-closed subsets of 2,
which are pre-Dynkin systems (Proposition 5). All of the stated properties of bipolar-closed
sets are necessary. But are they sufficient?

Sufficient Conditions for Bipolar-Closed Sets

In the search for sufficient conditions for bipolar-closed sets we focus on bipolar-
closed subsets of 22. We leave bipolar-closed subsets of A to future investigations. Already,
bipolar-closed subsets of 2? are surprisingly difficult to characterize. We show that bipolar-
closed sets are exactly the pre-Dynkin systems if the reference probability measure has
support on all elements of a finite set. To this end, let us start with a simple implication of
Proposition 2 and Corollary 2.
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Corollary 3. Let my be the credal set function and my, be the dual credal set function. For an
arbitrary subset A C 22 we have

D(A) C miy(my(A)).
o

Proof. By Proposition 2, my,(my(A)) = my(my(D(A))). By Corollary 2, the statement
follows. O

This corollary gives rise to the follow-up question: under which circumstances does
D(A) = my(my(A))? As the following theorem demonstrates, this question is closely
connected to the sets of measure zero of the base probability ¢ and its problems (cf. [65]).

Proposition 7 (“Closedness” under Measure Zero Sets). Let my be the credal set function and
my, be the dual credal set function. Let A C 29 Forany A € my (my(A)), if p(A) = 0, then all

B,C € 2% such that BC A and C D A€ are in my (my (A)).

Proof. Let A € my (my(A)) for arbitrary A C 22 with ¢(A) = 0. Consider two sets
B,C € 22 such that B C A, respectively, C O A°. Then, ¢(B) = 0 and ¢(C) = 1.
Furthermore, for any v € my (my (my(A))), we have v(B) = 0 (respectively, v(C) = 1).
Since my (my (my(A))) = my(A), we obtain B, C € my(my(A)). O

A pre-Dynkin system D(.A) can only coincide with 1y, (my(A)) if subsets of measure
zero are included. Thus, Proposition 7 provides a further necessary condition for bipolar-
closed subsets of 2°. Yet, it turns out that the sets of measure zero as well can give a
sufficient condition for bipolar-closed sets at least in a finite setting.

Theorem 6 (Pre-Dynkin Hull is Bipolar-Closure in Finite, Discrete Setting). Let () = [n]. Fix
a finitely additive probability 1 on 2 such that Y(A) > 0 for every A € 22\ {@}. Let D C 29
be a pre-Dynkin system. Then,

D = my(my(D)).

Proof. If D = 2" the result follows directly. Thus, from now on we assume D ¢ 2[".
The set inclusion D C my, (my(D)) is given by Corollary 3. We show D 2 my, (my (D)) by
proving that for every B € 2/ \ D there exists v € my(D) such that v(B) # ¢(B).

Let us consider an arbitrary B € 2["l \ D. Without loss of generality (Lemma A2) we
can decompose

B=BpUA,

where Bp € D and A ¢ D is a weak atom with respect to D (Definition A3). Thus, we can
leverage Lemma A3: there exists v € my(D) such that v(A) # (A). Thus,

v(B) = v(Bp) +v(A) = ¢(Bp) +v(A) # ¢(Bp) + $(A).
It follows that B ¢ my (my (D)), concluding the proof. [

We emphasize that the statement does not hold as long as there are non-empty subsets
of () which get assigned zero probability.

Example 13 (Bipolar-Closure is Strictly Greater Than Pre-Dynkin Hull). Let Q)3 = {1,2,3}
and P({1}) = 1,9({2}) = 0,9 ({3}) = 0 constitute a base probability space. We have D({1}) =
{2,1,23,03}, but my (my({1})) = 2.
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Whether this theorem can be extended to more general sets () is an open question.
Seemingly, proofs along the line of Theorem 6 are doomed to fail, since one cannot argue
via probabilities on atoms of ().

5.4. Interpolation From Algebra to Trivial Pre-Dynkin System

In probability theory there is a choice to be made regarding which events should get
assigned probabilities [1] (p. 52). This significant choice has (mathematically) been stan-
dardized to form a (c-)algebra (cf. standard probability space). But, already Kolmogorov,
the “father” of modern probability theory, emphasized that this choice is not universal but
should depend on the problem at hand. More recently, Khrennikov [66] argued that a more
appropriate probabilistic modeling should appeal to weaker domains for probabilities to,
for instance, represent physical observations such as quantum phenomena.

In particular, it cannot always be taken for granted that all events are compatible
with all others, as implied by a (c-)algebra (cf. Section 2.1). For instance, von Mises’
axiomatization of probability inherently reflects potential incompatible events in terms of a
pre-Dynkin system [20,29]. In other words, there is a choice to be made about the system of
precision. Which sets should be compatible to each other, and which should not? How do
the choices of the systems of precision relate to each other?

We neglect, without loss of generality, arbitrary systems of precision and focus on
pre-Dynkin systems (cf. Proposition 2). The range of choices is captured by the system of
pre-Dynkin systems.

Proposition 8 (Set of Pre-Dynkin Systems is a Lattice). Theset ® := {D C 2©: D = D(D)}
is ordered by set inclusion. Furthermore, (D, C) is a lattice with
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Proof. On the one hand, it is easy to show that the intersection of pre-Dynkin systems
forms a pre-Dynkin system again. On other hand, the smallest pre-Dynkin system which
contains a finite set of pre-Dynkin systems is by definition the pre-Dynkin system generated
by the union over all elements in this finite set of pre-Dynkin systems. [

Example 14. Let Q)4 be as defined in Example 9. The minimal element in © then is {®, Q4}. The
maximal element is 24, For the sake of brevity, we omit all further elements in ® and remain with
the observation that Dy of Example 1 and D({12,3}) are elements of ©.

The lattice ® spans a range of choices from D = 29, i.e., complete compatibility
and only a single probability distribution in its credal set, namely my(2?) = {¢}, to
D = {@,Q}, i.e.,, no compatibility and the entire space of probability distributions consti-
tute its credal set my({©, Q}) = A. How “close” D is to the algebra 2 determines how
“classical” the credal set behaves. In other words, (D, C) parametrizes a family of credal
sets. Thus, it parametrizes coherent probabilities. The knob of compatibility can be turned
from trivially nothing ({@, Q}), to everything (2*). How does the “amount of compatibility”
of the pre-Dynkin system map to the credal sets? Or, e.g., given two pre-Dynkin systems
on which a probability is defined, what is the credal set of the union of these systems?

Proposition 9 (Lattice of Dynkin Systems and Credal Sets). The credal set function my
(Definition 6) together with the lattice (D, C) provides a parametrized family of credal sets for which
hold (VDl,Dz €D):

my(Dy V Da) = my(Dy UDy) = my(D1) Nmy(Dz)
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my(Dy ADy) = my(Dy N Da) 2 my(Dy) Umy(Dy).

Proof. Concerning the first equality, we observe that for arbitrary Dy, D, € ©
my(D1V Dz) = my(D(D1V Dy)) = my(D1 UDs),

by Proposition 2. Consequently,

my(DyUDy) = {v € A: v(D) = (D), VD € Dy UD,}
={veA:v(D)=y¢(D), VD e D1} Nn{v e A:v(D) = ¢(D), VD € D,}
= mlp(Dl)ﬁmlp('Dz)

The second line follows by the definition of infimum on the lattice of pre-Dynkin systems
and simple set containment: my(Dy) C my(D1 N'Dy) and my(D,) C my(D1 NDy). O

Unfortunately, the mentioned interpolation is slightly improper. It turns out that there
are pre-Dynkin systems D; # D, such that my(D;) = my(Dy).

Example 15 (Non-Injectivity of Credal Set Function). Let Q3 = {1,2,3} and ¢({1}) =
1,9({2}) = 0,¥({3}) = 0 constitute a base probability space, cf. Example 13. Then, obviously

my(D({1})) = my(2?), but D({1}) # 2.

The reason for this collision of credal sets is that not every pre-Dynkin system D C 29
is a bipolar-closed set.

Proposition 10 (Credal Set Function is Injective on Bipolar-Closed Sets). Let my be the credal
set and my, be the dual credal set function. Let D1, Dy € D be pre-Dynkin systems, which are
bipolar-closed. If Dy # D,, then my(D1) # my(D2).

Proof. We prove the claim by contraposition:
my(D1) = my(Dy) = my(my(Dy)) = my(my(D,)) = D1 = D,.
O

Hence, it is reasonable to focus on the set of bipolar-closed sets contained in 2. We
define the set of interpolating pre-Dynkin systems € := {C C 29: C = my, (my(C))}. We know
that ¢ C ® (Proposition 5) and € is even a lattice contained in ®.

Proposition 11 (Lattice of Bipolar-Closed Sets and Credal Sets). Let my be the credal set
function and my, be the dual credal set function. The set of interpolating pre-Dynkin systems €
equipped with the C-ordering forms a lattice:

({09

In particular, this lattice € is antitone isomorphic to the lattice of bipolar-closed sets in 2. It holds
(We denote the composition of functions with o.):
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M¢(C1 V Cz) = m¢(C1 UCz) = M¢(C1) N M¢(C2)
my(C1 A Ca) = my(C1 N Ca) = (my omy) (my(Cr) Umy(Ca)).
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Proof. By Theorem V.8.20 in [64], € is a lattice and my an antitone lattice isomorphism on
¢. The equations hold by simple manipulations

TYZL/;(Cl \ Cz) = m(p(mf;,(m,p(cl UCz))) = m¢(C1 UGy = M¢(C1) N mlp(C2),
and

my(C1 A Ca) = my(my (my(Cr N C2))) = (my o my) (my(Cr) Umy(Ca)).
O]

Note that € is not generally a sublattice of ©. It is a lattice contained in the lattice ©, but
the closure operator for the supremum is distinct. Interestingly, the order structure which
both lattices, © and ¢, induce on the set of credal sets via my is identical. Every set my, (A)
for arbitrary A C 2 is bipolar-closed (Corollary 2). Hence, the lattice of bipolar-closed
sets in 22 is the domain of my for elements in © and €. In other words, the lattices © and
¢ provide one and the same parametrized family of credal sets, thus one and the same
parametrized family of imprecise probabilities.

In comparison to other parametrized families of imprecise probability, such as dis-
tortion risk measures [67], which heavily rely on convex analysis, the duality used here is
structurally weaker. Lattice isomorphisms give a glimpse of structure to the involved dual
spaces. Convex dualities as exploited in [68] are far more informative, but apparently not
able to handle the structural knob which we presented in this work: the set of sets which
get assigned precise probabilities. Nevertheless, a natural question arises from this lattice
duality: how does this lattice duality relate to a convex duality? We leave this question
open to further research. A first attempt to an answer is discussed in Appendix C, where
we link the parametrized family of distorted probabilities to the pre-Dynkin system family
of imprecise probabilities.

6. A More General Perspective—The Set of Gambles with Precise Expectation

To this point, we have exclusively focused on probabilities and set systems of events
to which we assign probabilities. In fact, there is a more general story to be told. In the
literature on imprecise probability, focus often lies on expectation-type functionals instead
of probabilities and on sets of gambles (bounded functions from the base set () to the real
numbers) instead of sets of events. One can easily see that the latter is more general and
can recover the former. Indicator functions of events are gambles. An expectation-type
functional evaluated on an indicator gamble of an event corresponds to a generalized
probability of the event. The converse direction, i.e., recovering a unique expectation-type
functional from an imprecise probability, however, is not always possible [2] (§2.7.3). In
the following, we reiterate several questions which we asked in the preceding sections for
probabilities and set systems.

6.1. Partial Expectations Generalize Finitely Additive Probabilities on (Pre-)Dynkin Systems

We propose the following definition of partial expectation and show afterwards that
it is a natural generalization of finitely additive probabilities defined on (pre-)Dynkin
systems.

Definition 8 (Partial Expectation). Let {L;};c; be a non-empty family of linear subspaces of
B(Q). Wecall E: |J;c; Li — R a partial expectation if and only if all of the following conditions
are fulfilled:

(a)  foranyi € Iandforall f,g € L, then E(f +g) = E(f) + E(g), (Partial Linearity),
(b)  foranyi € Iandany f € L;, then E(f) > inf f, (Coherence).

We remark that for this definition, we leveraged the requirements for a linear prevision
(Definition 9) on a linear space given in [2] (Theorem 2.8.4). In other words, a partial
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expectation is a functional which is defined on a union of linear subspaces and behaves
like a “classical” (finitely additive) expectation on each of the subspaces but not necessarily
on all simultaneously. It is a linear prevision when restricted to one of the subspaces L; (cf.
Definition 9).

There is a one-to-one correspondence of linear previsions and coherent additive
probabilities. For every coherent additive probability v defined on an algebra A, there is
a unique linear prevision, which we equivalently denote v, the set of all .A-measurable
gambles, which agrees with the probability v on the indicator gambles of the sets in A [2]
(Theorem 3.2.2). The following Proposition exploits this correspondence. A finitely additive
probability defined on a pre-Dynkin system relates one-to-one to a partial expectation which
is defined on the set of linear spaces induced by the simple gambles on the blocks of the
pre-Dynkin system. To this end, we introduce the following two notations: let F C 2
be an algebra. Then, S(Q), ) C B(Q) denotes the linear subspace of simple gambles on
F, ie., scaled and added indicator gambles of a finite number of disjoint sets (cf. [26]
(Definition 4.2.12)). Let 7, C 2 be a c-algebra. Then B(Q), F,;) C B(Q) denotes the linear
subspace of all bounded, real-valued, F,-measurable gambles.

Proposition 12 (Finitely Additive Probability on Pre-Dynkin System and its Partial Expec-
tation). Let D C 22 be a pre-Dynkin system. Let y: D — [0,1] be a finitely additive probability
defined on the pre-Dynkin system with block structure {A;};c;. Then, y is in one-to-one corre-
spondence to a partial expectation E: J;c; S(Q), A;) — R defined on the union of linear spaces of
simple gambles induced by all blocks A; of D.

Proof. By Theorem 1, we can decompose the pre-Dynkin system D into a set of blocks
{A;}ic;. Since, A; C 29 for all i € I, each of the blocks induces a the linear subspace of
simple gambles S(Q), A4;) C B(Q). Given a finitely additive measure y: D — [0,1], we now
define E: U;e;S(Q), A;) — Rby

E(f) = [ fanla it f € S(0,4).

Forevery i € I, E[g(q, 4, is a linear prevision in one-to-one correspondence to the finitely
additive probability | 4, [2] (Theorem 3.2.2). Hence, conditions (a) and (b) in Definition 8
are met [2] (Theorem 2.8.4). For f € S(Q, A;) NS(Q, A;j) (i # j,i,j € I), we know that
f€5(Q, AN A;) (Lemma A4), hence,

[ fanla = [ fanlana = [ fdula,

Thus, E is well-defined and there is no other partial expectation which agrees with y on the
indicator gambles of the sets in D. 0

The attentive reader might have noticed that we defined the partial expectation in
Proposition 12 on very specific linear subspaces of B(()), namely the linear subspaces of
simple gambles. In fact, the statement would still hold when enlarging the linear subspaces
of simple gambles S((, A;) for every i € I to linear subspaces of functions which are
“convergence in measure”-approximated by gambles in S(Q), A;). For more details, we refer
the reader to [26] (Definition 4.4.5 and Corollary 4.4.9).

But, it is not the case that we can extend the definition to all sets of bounded, A;-
measurable functions, i.e., bounded functions whose pre-images of sets in the smallest
algebra which contains all open sets of the real numbers are contained in .4;. For an
algebra A C 2, the set of A-measurable gambles is not necessarily a linear subspace of
B(Q) [2] (p. 129).

This is different for a o-algebra A, C 22 The set of bounded, A,-measurable func-
tions B(Q), A, ) forms a linear subspace of B(Q) [2] (p. 129). Here, measurability is defined
as the pre-image of every Borel-measurable set in R is in \A. In this case, the set of linear
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spaces on which the partial expectation is defined is given by all bounded, measurable
functions on the o-blocks.

Proposition 13 (Finitely Additive Probability on Dynkin Systems and its Partial Expec-
tation). Let D, C 22 be a Dynkin system on the base set Q). Let u: Dy — [0,1] be a finitely
additive probability defined on the Dynkin system. Then y is in one-to-one correspondence to a
partial expectation E: |J;c; B(Q), A;) — R defined on the union of linear spaces of measurable
gambles induced by all o-blocks A; of Dy

Proof. By Theorem A2, we can decompose the Dynkin system D, into a set of o-blocks
{A;}ic;- Since, A; C 29 forall i € I, each of the o-blocks induce a linear subspace of B(Q2),
which we denote as B(Q), A;). Given a finitely additive measure y: D, — [0, 1], we now
define E: U;e; B(Q), A;) — Rby

E(F) = [ faula,if £ € B, A).

Forevery i € I, E|g(,4,) is a linear prevision in one-to-one correspondence to the finitely
additive probability | 4, [2] (Theorem 3.2.2). Hence, conditions (a) and (b) in Definition 8
are met [2] (Theorem 2.8.4). For f € B(Q, A;) NB(Q, A;) (i # j,i,j € I), we know that
feB, AN Aj) (Lemma A5); hence,

/fd}”Ai = /fdMA,-ﬁAj = /fdﬂlA,-.

Thus, E is well-defined and there is no other partial expectation which agrees with y on the
indicator gambles of the sets in D. [

It remains to emphasize that there are partial expectations defined on families of linear
subspaces which are not induced by finitely additive probabilities on Dynkin systems. A
simple example is given by a linear space which does not contain the constant gamble
corresponding to the indicator gamble of the set (3. Hence, the definition of a partial
expectation is indeed a generalization of the definition of a finitely additive probability on
a pre-Dynkin system.

Under the name “partially specified probabilities”, Lehrer [69] introduced a closely re-
lated notion to our partial expectation. Lehrer, however, assumed that there is by definition
an underlying probability distribution over the entire base set (or better said, a o-algebra
on the base set). Hence, his partially specified probabilities are by definition extendable
(see Definition 10), a fact, which he implicitly exploited by re-defining the natural extension
following [2] (Lemma 3.1.3 (e)) of partially specified probabilities [70] (§3.2). Lehrer did
not ask for the structure of the set of gambles with precise expectations, nor did he draw
any connection to Walley’s work, nor did he link his “partially specified probabilities” to
finitely additive probabilities on pre-Dynkin systems.

6.2. System of Precision—The Space of Gambles with Precise Expectations

In Section 3, we have shown that imprecise probabilities are precise on (pre-)Dynkin
systems. The natural analogue of this set structure of precision is the space of gambles with
precise expectation, which actually forms a linear subspace. The space of gambles with
precise expectation is known as a set of ambiguity-free or unambiguous gambles in the
finance and decision theory literature [71].

Theorem 7. (Imprecise Expectations Are Precise on a Linear Subspace of Precise Gambles)
Let B(Q)) be the linear space of bounded, real-valued functions on Q. Let L: B(Q)) — R and
U: B(Q) — R be two functionals, for which all the following properties hold:

(@) Normalization: L(xq) = U(xa) =1

(b)  Conjugacy: U(f) = —L(—f) for f € B(Q).
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(c)  Subadditivity of U: for f,g € B(Q), we have U(f + g) < U(f) + U(g).

(d)  Superadditivity of L: for f,g € B(Q), we have L(f + g) > L(f) + L(g).

(e)  Positive Homogeneity: for a« € [0,00) and f € B(Q), we have L(af) = «L(f) and
U(af) = al(f).

Then L and U coincide on the linear space S := {f € B(Q)): L(f) = U(f)} C B(Q), the space

of gambles with precise expectation, which contains all constant gambles.

Proof. We define

S:={f €B(Q): L(f) = U(f)}, ®)
and show that S forms a linear subspace of B(Q)). First, let f,¢g € S, then

)

(@) *) ( Eq3
L(f) +L(g) < L(f+&) < U(f+g) < U(f) +U(g) = L(f)+ L(g)-
For (x) observe that L(f) < U(f) for all f € B(Q), since

L(F) + L(—f) < L(0) "2 0“1 o) < u() + u(-s),

we have

L(f) + L(=f) SU(f) + U(=f) & L(f) = U(f) <U(f) = L(f) & L(f) < U(f).

Second, let f € Sand « € R. If « > 0, then

Laf) Car(r) L au(r) € uaf).

Otherwise,

(e)
«

Third, S contains all constant gambles by (a), (b) and (e). Hence, we have shown that S
forms a linear subspace of B(Q)) which contains all constant gambles. [

The choice of properties for the lower and upper expectation functional is not arbitrary.
We tried to resemble the properties involved in the analogous statement for lower and upper
probabilities (Theorem 2). One can easily check that a lower and upper expectation with the
given properties (a)-(d) forms a lower and upper probability as required in Theorem 2 if
the expectation is restricted to indicator gambles. However, we added property (e), positive
homogeneity.

Without the property of positive homogeneity, the resulting set of gambles with precise
expectations would not form a proper linear subspace, as then one can only guarantee
closedness of S under rational multiplication. The condition of positive homogeneity “fills
up” the gaps with all real-scaled functions. Instead of positive homogeneity one can as
well demand a continuity assumption of the lower and upper functional L and U, e.g., [2]
(Property (1) Theorem 2.6.1).

It is known that the system of precision of coherent lower and upper probability
is a linear space [72]. The derivation here slightly generalizes this to not necessarily
coherent lower and upper functionals L and U. We emphasize that coherent previsions (see
Definition 9) fulfill all of the demanded properties [2] (Theorem 2.6.1).

In Theorem 2, we did not only derive the structure of the system of precision for
events, we as well showed that the restriction of the lower and upper probability to this
system give us a probability defined on a (pre-)Dynkin system. In the statement here,
we can define a similar restriction P: & — R with P := L|s = U|s. However, P is not
necessarily coherent and not necessarily a partial expectation. In other words, we cannot
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directly recover a partial expectation on subdomain of B(Q)) induced by a lower and upper
expectation functional. For probabilities, this recovery was possible.

But, we can sidestep this restriction. Any pair of lower and upper expectations, as
we defined them here, induce a unique lower and upper probability. The resulting finitely
additive probability on the set structure of precision gives rise to a partial expectation
(Proposition 12) on a set of linear subspaces contained in the space of gambles with precise
expectation S of L and U.

A converse construction, however, is not possible. There is no unique lower and
upper expectation functional with the given properties associated with a lower and upper
probability fulfilling the axioms of Theorem 2 [2] (§2.7.3). Concluding, lower and upper
expectation as defined here are not the “perfect” analogues of lower and upper probabilities.

This as well explains the mismatch between systems of precision for probabilities and
expectations. A lower and upper expectation fulfills the properties of a lower and upper
probability but not vice versa. Hence, only weaker statements about the system of precision
are possible for probabilities. As a result, the analogue of the set structure of precision,
a pre-Dynkin system, is the space of gambles with precise expectations, a single linear
subspace. In Definition 8, however, we equated pre-Dynkin systems with sefs of linear
subspaces. In this case, a one-to-one correspondence between a finitely additive probability
on a pre-Dynkin system and a generalized expectation, concretely a partial expectation, can
be established. Hence, the analogy of pre-Dynkin systems and linear subspaces of gambles
depends on the correspondence of probability and expectation.

6.3. Generalized Extendability Is Equivalent to Coherence

Partial expectations are, as we have shown, a natural generalization of finitely additive
probabilities on pre-Dynkin systems. Hence, it is not far-fetched to ask for definitions of
coherence and extendability again, now in the more general context. It turns out that the
same story can be re-told on a more general scale: The definition of coherent probabilities
(Definition 5) is in fact just the reduction of the following definition of a coherent prevision
to indicator gambles.

Definition 9 (Coherent Prevision [2] (Definition 2.5.1)). Let L C B(Q) be an arbitrary subset
of the linear space of bounded functions. A functional E: L — R is a coherent lower prevision if
and only if

J
sup ) (fi(w) —E(fi)) — m(fo(w) —E(fo)) =0,

weN =1

for non-negative n,m € Nand fo, f1,... fn € L. If L = —L, the conjugate coherent upper
prevision is given by E(f) :== —E(—f) for all f € L. If, furthermore, E(f) = E(f) forall f € L,
we callv := E = E a linear prevision.

This definition of coherent previsions is substantiated by consistency of gamblers
regarding their betting behavior on gambles with uncertain outcome, e.g., [2] (§2.3.1).
Importantly, the rather opaque but general definition of coherence can be simplified greatly
for coherent previsions defined on linear subspaces of B(Q2). Theorem 2.5.5 in [2] shows
that coherence for lower previsions on linear subspaces can be expressed as superadditivity,
positive homogeneity, and accepting sure gains (see [2] (Definition 2.3.3)).

Having introduced the notion of a coherent prevision, we now envisage the link
between partial expectations and coherent previsions. We introduced extendability for
finitely additive probabilities on pre-Dynkin systems as a useful property. It guarantees
that the probability can “nicely” be embedded into “larger” finitely additive probability
which is defined on an encompassing algebra. Hence, the analogue for partial expectations
is straightforward.
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Definition 10 (General Extendability). A partial expectation E: |J;c; L; — R is extendable if
and only if there exists a partial expectation E': B(Q) — R such that E'|j,_, 1, = E.

Interestingly, the extendability condition provided in Theorem 3 has a (more general)
cousin adapted to the setting of gambles instead of events.

Proposition 14 (Extendability Condition for Previsions). (cf. [60] (Theorem 6.1).) Let {L;}ic1
be a non-empty family of linear subspaces of B(Q}). A partial expectation E: ;c;L; — R is
extendable if and only if for every finite collection of functions fi,. .., fu € {Li}icr,

=

fl’ >0 = E(fi) > 0.

1

Il 2
,_.l ]
Il

—

1

Proof. It seems that Theorem 6.1 [60] is equivalent to our statement. However, there is
a subtlety which we want to argue here is indeed irrelevant. Extendability of a partial
expectation requires the existence of a positive, normed, linear functional on B(Q}), whose
restriction on the according linear subspaces coincides with the partial expectation. Theo-
rem 6.1 in [60] only guarantees that a positive, linear functionals exists. But, normedness of
such functional is automatically given if xo € L; for some i € I. Otherwise, we extend the
partial expectation E to E': {axq: « € R} U;cr Li — R such that

roe . Juif f e {axa: a € R}
B = {E(f) otherwise.

Then again, Theorem 6.1 [60] applies. [J

Against the background that extendability and coherence define the same concept
for finitely additive probabilities on pre-Dynkin systems, the resulting equivalence of
extendability and coherence for partial expectations is of little surprise.

Proposition 15 (Extendability is Equivalent to Coherence). Let {L;};c; be a non-empty family
of linear subspaces of B(QQ). The partial expectation E: J;c; L; — R is extendable if and only if E
is a linear prevision, i.e., is coherent.

Proof. If E is a linear prevision on ;¢ L;, then there is a linear prevision E’: B(Q?) — R
such that E’ |U[e ,L; = E [2] (Theorem 3.4.2). Conversely, if E is an extendable partial
expectation, then its extension is obviously a linear prevision, and hence it is coherent.
The restriction of a coherent linear prevision to any subset of gambles is coherent (and
linear). [

6.4. A Duality Theory for Previsions and Families of Linear Subspaces

In Section 5, we step by step spelled out an order relationship between the set structure
of precision and credal sets, a model for (coherent) imprecise probabilities. Naturally the
presented generalization begs the question whether a related relationship between credal
sets and the spaces of gambles with precise expectations exists. We answer affirmatively. We
redefine the credal and dual credal set function and shortly discuss its analogous properties.
Again, we require a “reference measure”. In this case, it is a fixed linear prevision i on
the space of all gambles B((2), which is indeed in one-to-one correspondence to a finitely
additive probability measure on 2.

Definition 11 (Generalized Credal Set Function). Let A be the set of linear previsions on the
Banach space B(Q). For a fixed linear prevision ¢ € A, we call

My 2B(Q) 27 my(G) ={veA:v(g) =1y(g) Vg cq}
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the generalized credal set function.

Definition 12 (Generalized Dual Credal Set Function). Let A be the set of linear previsions on
the Banach space B(Q)). For a fixed linear prevision € A, we call

my: 28 — 28 e (Q) = {g € B(Q): v(g) = $(g), Vv € Q},
the generalized dual credal set function.

Why can we call those functions “generalized”? Simply because any system of sets is
equivalently represented as its set of indicator gambles which span their own linear space
of simple gambles, i.e., linear combinations of indicator gambles.

The generalized credal set function maps, as the credal set function in Definition 6,
to weak*-closed, convex subsets of A. The generalized dual credal set function, however,
reveals a first subtlety. It maps to linear subspaces of B(Q2). The dual credal set function fol-
lowing Definition 7 mapped to pre-Dynkin systems. In Proposition 12 and Proposition 13,
families of linear subspaces were the analogues of (pre-)Dynkin systems. Here, a single
linear subspace is the analogue of a pre-Dynkin system. For a first step towards an ex-
planation of this asymmetry, see Section 6.2. Finally, the pair of functions constitute a
Galois connection.

Proposition 16 (Properties of Generalized (Dual) Credal Set Function). Let my be a general-
ized credal set function and my, be a generalized dual credal set function. All the following properties
hold:

(a) The generalized credal set function my maps to weak*-closed, convex sets.
(b) The generalized dual credal set function my maps to a linear subspace.

(c) The generalized credal set function my and generalized dual credal set function my, form a
Galois connection.

Proof. (a) We have fixed 1 to a linear prevision. Hence, it is coherent. For any G C
B(Q), my(G) is the set of all linear previsions which dominate ¢ on G. Theorem 3.6.1
in [2] then states that this set is weak*-closed and convex.

(b) LetQ CA.

Additivity  Let f,g € m$(Q). Then, forallv € A,
v(f+8) =v(f) +v(g) = ¢(f) +¥(8) = v(f +8).
ie, f+g€my(Q).
Homogeneity ~ Let f € m5,(Q) and « € R. Then, forall v € A,
v(af) = av(f) = ap(f) = p(af),

ie,af € m;(Q). For homogeneity we need the easy fact that a linear pre-
vision is not only positive homogeneous but generally homogeneous. For
this consider a linear prevision v and any gamble f € B(Q)) with « < 0, then

v(af) = —v(—af) = av(f).
(c) The two functions constitute a Galois connection (cf. Proposition 4), G C m@(Q) &
Q C my(G). To this end, we show the left to right implication,

veQ=v(g) =¢(g) Vg €G=vemy(G),

and the right to left implication,

g§€G=v(g) =9(g), Ve Q=gemy(Q).
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This concludes the proof. [

Galois connections possess a series of helpful properties [64] (§V.7 and V.8). For
instance, they give rise to a bipolar-closure operator. A non-empty subset Q@ C A is bipolar-
closed if and only if Q = my(my(Q)). A non-empty subset G C B(€) is bipolar-closed if
and only if G = my (my(G)). Furthermore, Proposition 16 provides necessary conditions
for bipolar-closed sets. For instance, a bipolar-closed set G C B(Q) is a linear subspace. But
is every such linear subspace a bipolar-closed set? No.

Example 16. Let Q) = {1,2}, then B((2) = {mxq1) + a2x(z): a1,22 € R}. Hence, lin-
ear functionals on B(Q)y) are defined via their behavior on the basis. Let (x(1y) = 1. Then,
{axqay: a1 € R} C B(Oy) is a linear subspace, but it is, as one can easily check, not bipolar-
closed, because the demand for normalization of any linear prevision v which coincides with { on

X{1y requires v(x(5y) = 0.

Again, it seems to be more intricate than expected to characterize bipolar-closed sets.
For pre-Dynkin systems and finitely additive measures we already collected some first
hints that sets of measure zero play an important role in the characterization of bipolar-
closed sets. In the case of linear subspaces and linear previsions, we observe a similar
“combinatorial restriction”. In order to improve understanding, let us replace 2* by 2°2(?)
in Definition 11, Definition 12 and Proposition 16 (The proposition still holds.), which is
equivalent to stating that linear previsions are not necessarily normalized, nor positive.
Then, by leveraging the Hahn-Banach-type Theorem 1.5.14 in [26], one can easily see that
linearity of a subset G C B((}) is not only a necessary, but as well a sufficient condition
for bipolar-closedness for those modified “credal set functions”. Thus, the restriction to
actual linear previsions makes the characterization of bipolar-closed sets more complex. A
compelling, more exhaustive answer still waits to be found.

Analogous to the discussion in Section 5.4, it is possible to provide a lattice duality and
interpolation scheme via the generalized (dual) credal set functions. Instead of the lattice of
pre-Dynkin systems (©, C), the interpolation is directed by the lattice of linear subspaces
(L, Q) of B(Q) As commonly known, the lattice of linear subspaces has the two operations
Ly ALy := LyNLyand Ly V L := lin(L; U Ly). We denote the linear span with lin. Its
minimal element is the trivial zero vector linear subspace {0}. Its maximal element is the
entire space of all gambles B(Q2). Due to higher generality of the here-presented (dual)
credal set function, the interpolation provided is more fine-grained than for the previously
given interpolation by pre-Dynkin systems. The following set containment (trivially) holds:

{mlp(D)i De @} - {mlp(L): Le E},

where my (D) = my({xp: D € D}). In other words, the lattice of pre-Dynkin systems is
“contained” in the lattice of of linear subspaces. However, as for pre-Dynkin systems the
interpolation via linear subspaces is improper. The reason for this is again that not every
linear subspace is bipolar-closed. By restriction to linear, bipolar-closed subspaces one can
clean up the setup. For details we refer to Section 5.4. We do not make explicit the detailed
reiteration of the same argument here.

In summary, we confirmed our findings of Section 5 extended to previsions. The
generalized dual lattice setup underlines the structural consistency between the system of
precision and its corresponding imprecise probability.

7. Conclusions and Open Questions

In this paper, we have explicated relations between the systems of precision and
imprecise probabilities (respectively expectations). First, we have shown that the system
of precision forms a pre-Dynkin system (respectively, a linear subspace). This structural
insight raises a series of follow-up questions: How does the system of precision of a
coherent prevision relate to the set of desirable gambles of this prevision? How does the
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preference ordering change the set structure of precision for the corresponding beliefs?
What is the role of coherence with respect to the system of precision?

Second, we defined finitely additive probabilities on pre-Dynkin systems. The equiv-
alence of extendability and coherence of such probabilities strengthens the link between
quantum probability and imprecise probability. We speculate that further insights can be
obtained by exploiting this relationship. In addition, the generalization of finitely additive
probabilities on pre-Dynkin systems to partial expectations directly opens the door to
machine learning applications. In robust machine learning, the expected risk minimization
framework is extended to more general expectation functionals. Partial expectation can,
possibly after more computational investigations, deliver the desired robustness against
dependencies in specific domains, such as privacy preservation, “not-missing-at-random”
features, restricted data base access or multi-measurement data.

Finally, we developed a duality theory of systems of precision and imprecise prob-
abilities (respectively expectations). A Galois connection defines a parametrized family
of imprecise probabilities which follow an order structure provided by the lattice of pre-
Dynkin systems (respectively the lattice of linear subspaces).

In modern statistics, especially in machine learning, probabilistic statements are in-
creasingly tailored to individuals. Individual probabilistic statements, however, require
justification. One can interpret probabilities on pre-Dynkin systems as probabilities which
do not allow for such statements in the first place. One could perceive this fact as a weak-
ness. We, in contrast, embrace its strength, when for ethical, legislative or other reasons,
individualistic assignments are harmful, unjustifiable, forbidden or not desirable. We pro-
vide a first, rough interpolation scheme via the lattice duality. It demonstrates the space of
adjustability of probabilistic assumptions in real-world scenarios. The involved pre-Dynkin
systems are mathematical definitions of levels of group resolution. The question of how to
choose such set-systems is related to the questions of intersectionality.

Several fundamental, technical questions remain open: how does the lattice duality
imposed by pre-Dynkin systems or linear spaces relate to other dualities, such as convex
duality, exploited in the field of imprecise probability. Can one easily characterize the
bipolar-closed sets? Why is there no clear analogy between pre-Dynkin systems and
linear subspaces?

We leave this collection of intriguing questions open to future work contributing to an
understanding of the system of precision and the imprecise probability model.

Author Contributions: Conceptualization, R.D. and R.C.W.; Formal analysis, R.D.; Funding acqui-
sition, R.C.W.; Investigation, R.D.; Methodology, R.D.; Project administration, R.C.W.; Supervision,
R.C.W,; Validation, R.C.W.,; Visualization, R.D.; Writing—original draft, R.D.; Writing—review &
editing, R.C.W. All authors have read and agreed to the published version of the manuscript.

Funding: This work was funded in part by the Deutsche Forschungsgemeinschaft (DFG, Ger-
man Research Foundation) under Germany’s Excellence Strategy—EXC number 2064 /1—Project
number 390727645.

Institutional Review Board Statement: Not applicable.
Informed Consent Statement: Not applicable.
Data Availability Statement: Not applicable.

Acknowledgments: The authors thank the International Max Planck Research School for Intelligent
System (IMPRS-IS) for supporting Rabanus Derr. Many thanks to Christian Frohlich for helpful
discussions and feedback. We thank all anonymous reviewers on a first version for the detailed
and helpful feedback. In particular, with their help, the statements and proofs of Theorem 4 and
Theorem 5 have been cleaned and shortened substantially.

Conflicts of Interest: The authors declare no conflict of interest.



Entropy 2023, 25, 1283

33 of 44

Appendix A. Lemmas and Proofs
Appendix A.1. Compatibility Structure

We have shown in Theorem 1 that every pre-Dynkin system can be decomposed into
a union of algebras. A trivial follow-up question remains to be answered: is every union of
algebras a pre-Dynkin system? The general answer is no.

Example A1 (Union of Algebras is not Necessarily Pre-Dynkin System). Let () = {1,2,3}.
Then, Ay = {D,1,23,Q} and A, = {D,12,3,Q} are algebras on Q). However, A1 U A, do not
form a pre-Dynkin system, as e.g., 1U3 =13 ¢ A1 U A,.

However, we can give sufficient conditions under which the union over a set of
algebras form a pre-Dynkin system. To this end, we have to introduce the so-called
compatibility structure, which is made out of 7r-systems.

Definition A1 (7t-System). Let Q) be an arbitrary base set. A rt-system I is a non-empty subset
of 2 such that for arbitrary Ay, ..., Ay € I, Ni<j<n Ai € T.

Definition A2 (Compatibility Structure). A set of mt-systems {Z; } ;¢ is called a compatibility
structure of A if and only if the following two conditions hold:

@ UierZi= A

(b)  For every m-system T C A there exist i € I such that T C 1.

A “compatibility structure” is a system of set systems. We call it compatibility structure,
because every finite intersection of elements in a 71-system is compatible with every other
finite intersection of elements from the same 77-system. The 77-systems in the compatibility
structure are not necessarily disjoint. Given a set of 7r-systems, the union of these 7r-systems
is not necessarily a compatibility structure. In fact, there are possible incompatibilities
between the 7r-systems (e.g., Example Al). It turns out that being a compatibility structure
is a sufficient condition for a set of algebras to form a pre-Dynkin system.

Theorem A1 (Union of Algebras is Pre-Dynkin System if Compatibility Structure). Let
{A;}ics be a family of algebras. If { A;}ic1 is a compatibility structure, then A, == U;e; A; is a
pre-Dynkin system.

Proof. We show that Ay is a pre-Dynkin system if it is the union of the compatibility
structure. First, it contains the empty set. Second, if A € A, there is an i such that A € A;.
Then A° € A;, thus A° € Ay. Third, let {A}};c|,) be a subset of Ay with n € N such that
Ac # O, Al # Qand A N A = Qforallk # L3k, € [n]. Thus, {A;}jc,) U {D} is closed
under finite intersection. Hence, it is a 77-system. By definition of a compatibility structure,
thereis ani € I such that {A;} ., U{®@} C A;. Since A; is an algebra, it is closed under
disjoint union. Thus, Ujejy 4; € A € Au. O

Appendix A.2. Supremum of a Chain of Algebras Is an Algebra

The following lemma is used to prove that every pre-Dynkin system can be dissected
into algebras (Theorem 1).

Lemma A1 (Supremum of a Chain of Algebras is an Algebra). Let ({A;}ic;, C) be a non-
empty chain of algebras. Then it has an upper bounding algebra Asyp.

Proof. Let Asuyp = Ujer A;j. Trivially, A; € Asyp for every i € I. It remains to show
that Agyp is an algebra. It is non-empty by construction. Consider any finite subset
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{A1,..., Ap} C Asup. Without loss of generality, there exist j € I such that {Ay,..., Ay} C
A]-. Thus,

n
U Al S A] g Asup.

i=1

Furthermore, for every A € Agup, there exist j € I such that A € .Aj. Thus,
AC € A] g Asupr
which concludes the proof. O

Appendix A.3. Sufficient Conditions for Bipolar-Closed Sets

In order to give sufficient conditions for bipolar-closed sets we introduce the following
notion.

Definition A3 (Weak Atom with Respect to Pre-Dynkin System). A weak atom with respect
to a pre-Dynkin system D on QY is a set A C Q) such that every B € D with B C A is either B = @
or B=A.

Weak atoms always exist, for instance the empty set is a weak atom with respect to
any pre-Dynkin system D on any non-empty set ().

Lemma A2 (Decomposition into Pre-Dynkin Set and Atom). Let D C 22 be a pre-Dynkin
system. Every element B € 2\ D can be expressed as a disjoint union of an element Bp € D and
a weak atom A € 22\ D with respect to D.

Proof. We define Bp C B as a maximal set Bp € D such that for all H € D with Bp C
H C B we have H = Bp. By Zorn’s lemma, such an element always exists. To see this,
consider the poset of all subsets of B which are in D ordered by set inclusion. Then, we
decompose B \ Bp = A. Clearly, A # @. Furthermore, A ¢ D and there isno H € D such
that H C A except of the empty set, otherwise Bp would not have been maximal in our
sense. Both statements follow from the closedness of D under disjoint union. Thus, A is a
weak atom with respect to D. [

With these definitions at hand we can show the following crucial lemma.

Lemma A3 (Weak Atoms Are Not in the Bipolar-Closed Sets — Finite, Discrete Setting). Let
Q = [n]. Wefix a finitely additive probability ¥ on 22 such that ¥(F) > 0 for every F € 22\ {@}.
Let D C 2 be a pre-Dynkin system. Then, for every weak atom A with respect to D such that
A & D, we have

A & my(my(D)),
where my and my, are defined following Definitions 6 and 7, respectively.

Proof. We show the Lemma by constructing, for every weak atom A C ) with respect to
D such that A ¢ D, a probability measure on 2 which coincides with ¢ on the pre-Dynkin
system D but differs to i on the event A. Observe, weak atoms A ¢ D exist as long as
D # 22 (by Lemma A2). Second, the weak atom A contains an element i € A such that
{i} ¢ D. Otherwise, A € D.

So, we fix an arbitrary weak atom A with respect to D such that A ¢ D. Due to the
finiteness of [n] we can represent every measure v € A as vy, ..., v, with the constraints
0 <vx <land )} ;v = 1. With this in mind, we construct a probability v € A such that
v(B) = ¢(B) forall B € Dbutv(A) # p(A).
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To this end, we define v on all elements in [1]. We choose
vi=1Yi+e€

for the i € A specified earlier, with € := min¢(,] §¢. By assumption, € > 0.

By Theorem 1 we know that we can decompose D into sub-algebras. In fact, we can
decompose D into a finite set of sub-algebras as D is finite itself. Furthermore, set algebras
on finite sets are build upon a finite set of atoms [26] (Remark 1.1.17.(2)). Those atoms
form a partition of the finite set; hence, each set algebra on a finite set is in one-to-one
correspondence to a partition (cf. [26] (Proposition 1.1.18)). Hence, D determines a family
of partitions corresponding to its blocks. In detail, D = J,co A, for set algebras A, and
finite O (Theorem 1). Then, we define {13, },c0 as the corresponding set of partitions. In
particular, D(B,) = A,. Thus, D = Uyco D(By) = D(Uoeco Bo), because

U D(B,) € D( U B,) CD(D) =D = U A, = U D(Bo)'

0€0 0€e0 0€0 0€0

For every partition B, we have one B, € B, such thati € B,. Obviously, B, N A # @.
But as well, B, N A® # @. Otherwise, B, C A, thus B, = @, because A is a weak atom
which is not contained in the pre-Dynkin system D. Thus, there is at least j, € B, with
jo &€ A. For one such j,, we define the probability

€
Vo =¥ T [y 0 € O

By choice of e and 1 < [{jo: 0 € O}| < oo we have v;, > 0. Observe, we divide e by the
number of atoms on which we decrease the probability to guarantee normalization of v.
Finally, for all I € [n]\ ({jo: 0 € O} U A), we set v; = ;. This assignment leads to the
following conclusions: v(B,) = (B,) for every o € O. More generally, for all B € J,c0 Bo,
we have v(B) = ¢(B).

The probability distribution v is uniquely determined by the probability on the par-
titions, because D = D(U,co Bo) (see above) and the 71-A-Theorem [23] (Lemma A.1.3).
So, v € my(D). But, v(A) = v({i}) +v(A\ {i}) = p({i}) + p(A\{i}) + e # ¢(A). Thus,
A & my(my(D)). O

Appendix A.4. Intersection of Linear Subspaces
Lemma A4 (Intersection of Simple Gamble Spaces). Let A, B C 2 be two algebras. Then,

S(Q), A) NS(Q, B) = S(Q, AN B).

Proof. It is clear that S(QQ, AN B) C S(Q, A) and S(Q, AN B) C S(Q, B), which makes
the right to left set inclusion obvious. For the left to right inclusion, observe that a function
f € S(Q, A) NS(Q), B) is a linear combination of indicator gambles of disjoint events
A,...,An € A aq,...,ay € Rand a linear combination of indicator gambles of disjoint
events By,..., By € B, B1,...,Bm € R. Without loss of generality, we can demand that
all aq, ..., &, (respectively By, ..., Bm) have to be pairwise distinct, because we can replace
indicator gambles scaled with the same factor by the appropriately scaled indicator function
of the disjoint union of the events. Then, there is i € [n] for every j € [m] such that a; = B;
and vice versa. More importantly, there is i € [n] for every j € [m] such that A; = B; and
vice versa. Hence, {A1,..., Ay} ={By,...,Bu} € ANB. O

Lemma A5 (Intersection of Measurable Gamble Spaces). Let A, By C 29 pe two o-algebras.
Then,

B(Q, Ag) ﬂ B(Q, Bg) - B(Q, Ag ﬂ Bg‘)
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Proof. It is clear that B(Q), A, N By) C B(Q, Ay) and B(Q), A, N B,) C B(Q, B, ), which
makes the right to left set inclusion obvious. For the left to right inclusion, observe that
for a function f € B(Q), A,) NB(Q, By), the preimage of any Borel-measurable set in R is
contained in A, and B,. O

Appendix B. Names of Pre-Dynkin Systems and Dynkin Systems

See Table Al for a list of names for pre-Dynkin systems. Table A2 summarizes a list of
names for Dynkin systems.

Table Al. A summary of names for pre-Dynkin systems found in the literature.

pre-Dynkin system [20]

additive-class [26] (p. 2)

concrete logic [46,73]

partial field [74]

quantum-mechanical algebra [75]
semi-algebra [30] (p. 13)

set-representable orthomodular poset [76]

Table A2. A summary of names for Dynkin systems found in the literature.

Dynkin system [77]

d-system [23] (p. 193)

A-class [78] (p. 7)
quantum-mechanical o-algebra [75]
o-class [33]

Appendix C. Credal Sets of Pre-Dynkin System Probabilities—Credal Sets of
Distorted Probabilities

To the best of the authors’ knowledge, there has not been any attempt to parametrize a
family of imprecise probabilities via the set of induced precise probabilities. In fact, a much
better known class of imprecise probabilities is parametrized via distortion functions [67].
We use distorted probability functions as they regularly occur as examples of imprecise
probabilities [2,67,68]. In particular, there is a one-to-one correspondence of distorted
probabilities as defined in the following and so-called spectral risk measures, an important
class of coherent upper previsions often used in economics and finance [68].

Definition A4 (Credal Set of Distorted Probability). Let «v: [0,1] — [0,1] be a concave,
increasing function with y(0) = 0 and (1) = 1. Let ¢ denotes a finitely additive probability on
an algebra 22 on Q). We overload the definition of a credal set

M(w,7) = {v € A: v(F) < y(y(F)), VF € 27}

How does the credal set of probabilities for distorted probabilities relate to the credal
set of probabilities for a probability defined on a Dynkin system?

Lemma A6 (Distortion Lemma). Let y: [0,1] — [0, 1] be a concave, increasing function with
v(0) = 0and (1) = 1. If y is not the identity function, then «y(x) > x for all x € (0,1).

7(x)

Proof. As 1 is concave, it is, in particular, quasi-concave. Thus, x — ==

(Definition 10.1.1). This gives the following inequalities:

is decreasing [79]
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for 0 < x < x’. This implies, if there were x € (0,1) such that y(x) = x, then y would be
the identity function. We excluded this by assumption, and thus it follows y(x) > x for all
x€(0,1). O

In the following Proposition, we show that the set of events on which all measures
of a credal set M(¢,y) coincide forms a pre-Dynkin system. Actually, it is the system of
certainty, i.e., the set of all events which get assigned either the value 0 or the value 1. We
reuse the notation of the dual credal set function mjy, which, as we noted earlier, maps a set
of probabilities to the set structure on which those probabilities coincide.

Proposition A1 (Events of Precise Probability for Distorted Probabilities). Let y: [0,1] —
[0,1] be a concave, increasing function with y(0) = 0 and (1) = 1, which is not the identity
function. Let  denote a finitely additive probability on an algebra 2 on Q). Let M(yp,y) be the
credal set (Definition A4) and my, the dual credal set function (Definition 7). Let Fo = {F €
29 ¢(F) = 0} denote the set of all measure zero sets and Fyy = {F € 22: ¢(F) = Oor
Y(F) = 1} denote the set of all measure zero or one sets. Then,

m(M(p,7)) = D(Fo) = For.

Proof. We show the equality of all sets via a circular set containment.

@@  Fo € D(F)
If F € 29 such that ¢(F) = 0, then clearly F € Fy C D(Fp). If F € 2 such that
¢(F) =1, then ¢(F°) = 0. Thus, F¢ € F{ because pre-Dynkin systems are closed
under complement F € D(Fp).

(®)  D(Fo) € my(M(y,7))
First, we write out

my(M(9,7)) = {F € 2% v(F) = 9(F), W € {v/ € A: v/(F) < 4(p(F)), VF € 2°}}

Since 7(0) = 0, it is easy to see that Fo C my (M(yp,7)). By Proposition 5, we know
that my,(M(, 7)) is a pre-Dynkin system. Thus, D(Fo) C my(M(y,7)).

©  my(M(y,7)) € Fou

We show this set inclusion via contraposition. If F € 2* has measure ¢(F) € (0,1),
then F ¢ my(M(y,7)). For this we have to argue that there is a measure vp €
M(,7) for every F € 22 with ¢(F) € (0,1) such that vp(F) # ¢(F).

Observe that <y o i defines a normalized, monotone, submodular set function on
20 [43] (p. 17). Furthermore, any normalized, monotone, submodular set function
induces a translation equivariant, monotone, positively homogeneous and sub-
additive functional Lqoy on all f € B(Q) such that Loy (xr) = (7o ¢)(F) for all
F € 292 [80] (p- 260), [2] (p. 130), [43] (Proposition 5.1, Theorem 6.3). Hence, Loy
is a coherent upper prevision [2] (p. 65). Thus, Walley’s extreme point theorem
applies [2] (Theorem 3.6.2 (c)). (Even though this theorem is stated in terms of
coherent lower previsions, it applies to coherent upper previsions, too. The weak*-
compactness of the credal set M(i,y), which is given by the coherence of Loy
and [2] (Theorem 3.6.1), is crucial.) For any function f € B(Q2), in particular any xp
with F € 29, there is a linear prevision f — (f,v) with v € A on B(Q) dominated
by Loy such that (xr,v) = Lyoy(xr). More concretely, for any F € 2 there is a
vp € M(y,y) such thatvp(F) = (yoy)(F). If ¢(F) € (0,1), then Lemma A6 applies
and vp(F) = (yo ¢)(F) = v(¢(F)) > ¢(F) gives the desired inequality. In conclu-
sion, there is no F € 2 with measure ¢(F) € (0,1) such that F € my, (M(, 7))
This implication finalizes the proof.

O

We call the set Fy; a system of certainty for ip. Hence, the system of precision of a
distorted probability is the system of certainty. Since the proposition clarifies the relation
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from distorted imprecise probability to probability on Dynkin systems, the reverse question
immediately follows: when is M(¢|p, D) C M(¢,y)? In other words, given an extendable
probability defined on a pre-Dynkin system, what is a distortion function of an extension
of this probability such that the credal set of the former is contained in the credal set of the
latter. The simple example below gives an instantiation of this problem for which it is easy
to find a solution. However, the problem is harder for more general cases.

Example A2. Let Q = {1,2} and (1) = ¢(2) = 0.5. Let D = {@,Q}. Then, for the
admittedly extreme distortion function y(0) = 0, otherwise y(a) =1, for a € (0, 1] the credal set
M(y, ) = Ais the set of all probability measures. Hence, M(¢|p, D) = A C M(y, ).

Appendix D. Dynkin Systems and Countably Additive Probability

In the main text, we presented the majority of the results for the general case: pre-
Dynkin systems and finitely additive probabilities. We did so, as we emphasize clearly
here, not for the sake of mathematical generality. There are probabilistic problems which
demand for the use of finitely additive probabilities, e.g., von Mises frequentistic notion of
probability [20,29]. As pre-Dynkin systems and finitely additive probabilities walk hand
in hand, so too do Dynkin systems and countably additive probabilities. It is possible
to strengthen some results when we assume Dynkin systems and countably additive
probabilities. Furthermore, countably additive probabilities are more familiar to students
of probability theory. Finitely additive probabilities still eke out an exotic living [26,81,82].
Nevertheless, they are central in large parts of literature on imprecise probability [2,21].

Appendix D.1. Dynkin Systems

Many of the following results are analogous to the statements for pre-Dynkin systems.
The subsequent theorem is analogous to Theorem 1. We remark, however, that we cannot
use the same proof-technique as in Theorem 1 because the generalization of Lemma A1 to
o-algebras does not hold. Hence, we use a different technique to prove Theorem A2 for
Dynkin systems and c-algebras.

Theorem A2 (Dynkin Systems are made out of o-Algebras). Let D, be a Dynkin system
on an arbitrary set Q). Then, there is a unique family of maximal o-algebras {A;};cy such that
Dy = Ujer Ai. We call these o-algebras the o-blocks of Dy.

Proof. Since Dynkin systems are pre-Dynkin systems, Theorem 1 guarantees that D, is
constituted of a set of algebras {A; };c;. Each algebra 4, is closed under finite intersection.
Thus, it is a “compatible collection” following the terms of Gudder [35]. It follows that A;
is contained in a sub-c-algebra of D, by Theorem 2.1 in [35]. As any sub-c-algebra is an
algebra and A; is maximal, i.e., there is no algebra contained in D such that A; is a strict
sub-algebra of this algebra, 4; itself is a c-algebra. Hence, A; are the o-blocks of D,. [

Not every union of o-algebras is a Dynkin system (cf. Appendix A.1). But, if a union
of o-algebras forms a compatibility structure, then it is a Dynkin system.

Theorem A3 (Union of o-Algebras is Dynkin system if Compatibility Structure). Let
{Ai}ici be a family of o-algebras on an arbitrary Q. If {A;}ics is a compatibility structure,
then Ay := Ujc; Aj is a Dynkin system.

Proof. We show that A, is a Dynkin system if it is the union of the compatibility structure.
First, it contains the empty set. Second, if A € Ay there is an i such that A € A;. Then
Af € A;, thus A° € A. Third, let {A]-}jej be a subset of Ay with ] C N such that Ay # @,
A #@and AyNA; = Qforallk # I;k,1 € ]. Thus, {A}};c; U {D} is closed under finite
intersection. It is thus a 77-system. By definition of a compatibility structure thereisani € I
such that {A;};c; U{@} C A;. Since A; is a c-algebra, it is closed under countable disjoint
union. Thus, Uje; A4j € A; C Ay, O
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Appendix D.2. Technical Setup

In order to work on firm ground when introducing countably additive probabilities,
we change our basic technical setup. We summarize the used notations in Table A3.

Table A3. Summary of used notations in Appendix D.

(@) Polish Space
Dy Dynkin system on ) (Definition 1)
Uo Countably additive probability defined on D, (Definition 3)
a(A) c-algebra hull of set system A C 20

Fo Borel-c-algebra on ()

ca(Q, Fy) Set of bounded, signed, countably additive measures on F

Ay (Q), Fo) respectively Ay Set of countably additive probability measures on F;
My (pe, D) o-Credal set of ji, on D, (Proposition A3)
Pp,r Wp, Lower respectively upper coherent o-extension (Proposition A4)

First, we assume now that () is a Polish space, that is, a separable completely metrizable
topological space [80] (p. 20). We denote by F, the Borel-c-algebra with respect to the
given topology. With ca(Q), F, ), we denote the space of all finite, signed countably additive
measures on (Q, F,) (cf. [80] (p. 20)).

We define A, C ca(Q), F,) as the set of all probability measures on (Q), 7). Every
measure in A, is regular [80] (p. 20). The set ca((), ) is equipped with the total variation
distance dry (v,v') := sup 45 [v(A) — V/(A)] [83] (p. 366). We emphasize that this is a
different topology in comparison to the topology used above. The weak* topology is
weaker than the topology induced by the total variation distance.

Lastly, we denote the smallest o-algebra which contains A with o(A). We say that
o (A) is the o-algebra hull of A.

Appendix D.3. Dynkin Probability Spaces

The definition of probability measures on pre-Dynkin systems directly applies to
Dynkin systems, too. Analogous to Kolmogorov’s probability space, we can now leverage
Definition 3 for a definition of a Dynkin probability space.

Definition A5 (Dynkin Probability Space [19] (p. 296)). The triple (), Dy, i) is called a
Dynkin probability space if and only if (a) ) is a non-empty base space, (b) Dy is a Dynkin
system on Q) and (c) . is a countably additive probability measure on Dy following Definition 3.

Dynkin probability spaces have been called “quantum probability spaces” in quantum
probability theory [19]. Dynkin probability spaces generalize Kolmogorov’s probability
spaces. If D, were a o-algebra, then the Dynkin probability space would become a classical
probability space. Theorem A2 provides another interesting link between Dynkin and
classical probability spaces.

Proposition A2. Every Dynkin probability space (Q), Dy, jis) defines a collection of classical
probability space {(Q), A;, 1;) }ic1 where Dy = Ujer Aj and p; = g| 4, are consistent, i.e.,
#i(A) = uj(A) forany A € ;N Ajandi,j € .

Such “multi-Kolmogorov” probability spaces have similarly been formalized in [37]
(p- 32) or [34] (p. 154). The multiplicity of probability spaces has been interpreted as a col-
lection of contexts. Each context possesses its own classical probability space. (In quantum
physics, we obtain classical behavior in single context and quantum behavior across context.
In machine learning, each marginal scenario gets equipped an own probability space, i.e.,
an own context (cf. [3,32]).) Again, as for pre-Dynkin systems and finitely additive prob-
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abilities, the question of embedding Dynkin probability spaces into classical probability
spaces arises.

Appendix D.4. Conditions for Extendability for Countably Additive Probabilities

Definition A6 (r-Extendability). Let F be the Borel-c-algebra on a Polish space ) and Dy a
Dynkin system contained in this o-algebra. With A, we denote the set of all countably additive
probability measures on (Q), Fy). We call a countably additive probability s on D, o-extendable
if and only if there is a countably additive probability measure v € Ay such that v|p, = -

We call this extendability “c” to emphasize the difference to Definition 4 and the
properties of countably additive probability measures. Extendability of Dynkin probability
spaces, as well as for finitely additive probabilities on pre-Dynkin systems, has already been
part of discussions in quantum probability since 1969 [19] up to more current times [47].
Most of the results, e.g., [33,46,47], are only stated in terms of finitely additive probability
measure and/or apply only on a structurally restricted class of Dynkin systems. A theorem
due to Maharam [60] in the literature on marginal probabilities can be tweaked to give a
universal sufficient and necessary criterion for o-extendability.

Theorem A4 (c-Extendability Condition for Countably Additive Probability). Let F, be
the Borel-o-algebra on a Polish space Q) and D, a Dynkin system contained in this o-algebra
such that 0(Dy) = Fy. Let o be a countably additive probability on D,. For each o-block
A; of Dy we assume that p; = g|y, is inner regular, ie., if u(G) = sup{pu(K): K C
G, K compact and measurable} [25] (p. 808). The probability y, is o-extendable if and only if

Y Flw) >0, VweQ = i/ﬂfj(w)dyij(w) >0
j=1 j=1

for all finite families of measurable simple gambles {f;}jc) € S(Q, Dy).

Proof. Proposition A2 separates the Dynkin probability space into a set of Kolmogorov
probability spaces. Then, Theorem 8.1 in [60] applies. As technical requirements, we
emphasize that () is a Hausdorff space and all restrictions y; are inner regular. Thus, there
exists a probability measure on the algebra generated by D,.. Since the probability measure
is countably additive, Caratheodory’s Extension Theorem [23] (Theorem 1.7) states that it
can be uniquely extended to the Borel-o-algebra 7 = 0(Dy). O

Similar and related results can be found in [34,48,58]. In particular, every so-called
marginal scenario can be represented as a countably additive probability on a Dynkin
system (cf. [34], [33] (Example 4.2)). Marginal scenarios often arise in practical setups. They
are defined as settings in which for a collection of random variables only specific partial
joint distributions of the random variables are given. For those scenarios there are purely
combinatorial conditions on the Dynkin system sufficient for the extendability [34,58].

Appendix D.5. Credal Set of Countably Additive Probabilities on Dynkin Systems

The credal set of probabilities which we defined in Corollary 1 contains finitely additive
probabilities, some of which might not be countably additive. For this reason we redefine
the credal set for countably additive probabilities. The credal set is the set of all countably
additive probabilities which coincide with the reference probability y, on D, .

Proposition A3 (0-Credal Set for Probabilities on Dynkin Systems). Let F, be the Borel-o-
algebra on a Polish space ) and D, a Dynkin system contained in this o-algebra. Let yu, be a
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countably additive probability on D, and A, the set of all countably additive probabilities on F.
We call

My (po, Dy) = {v € Ay: V(A) = us(A), VA € Dy},
the o-credal set of yy on Dy. If My (yy, Dy) # @, then it is closed and convex.

Proof. Convexity Let {v;}ic(y) C Mo(pio, Do) and o; € [0,1] for all i € [n] with YL, a;,
then YI' ; a;v; € My (o, Do), because

n n
Y ai(A) =Y wipe(A) = o (A), VA € Dy.
i=1 i=1

Closedness We assumed ca(Q2, F,) to be equipped with the total variation distance. Hence,
of aset Q C ca(Q), F,) can be identified via the convergence of sequences in Q [84]
(Lemma 21.2).

Suppose v1, ;... € My(ugs, Dy) is a sequence of probability measures such that

. TV .. . . .
limy, o vy = v. This directly implies set-wise convergence,

v(A) = nlgr.}o v (A) = nlgrgo to(A) = us(A), VA € D,.
It follows that v € My (yg, Dy ).
O

In fact, one can even guarantee weak closure of the o-credal set, since it is convex [85]
(Theorem II.A.4). Rather obviously, the following corollary holds.

Corollary Al (c-Extendability and oc-Credal Set). Let F; be the Borel-o-algebra on a Polish
space Q) and Dy a Dynkin system contained in this o-algebra. The countably additive probability
Ho on Dy is o-extendable if and only if My (o, Do) # D.

Thus, we can redefine the lower and upper coherent extension if the Dynkin probability
space is continuously extendable. This extension is then derived from a set of countably
additive probability measures.

Proposition A4 (Coherent o-Extension of Probability). Let F be the Borel-c-algebra on a
Polish space Q) and D, a Dynkin system contained in this o-algebra. Assume the countably additive
probability u, on Dy is o-extendable. Then,

A) = inf v(A), 7p (A):= su v(A), VA € Fo,
o, )= epif VA = e ’

define a coherent lower (respectively, upper) probability on F, in the sense of [2].

Proof. First, we notice the every countably additive probability is also finitely additive.
Via Theorem 4 and application of Theorem 3.3.4 (b) in [2], we directly obtain the result. [

The coherent extension is one of two methods of measure extension presented in this
paper. Again, we ask how the coherent o-extension relates to the inner and outer measure
construction.

Corollary A2 (Extension Theorem—Countably Additive Case). Let F, be the Borel-o-algebra
on a Polish space Q) and D, a Dynkin system contained in this c-algebra. Suppose the countably
additive probability y, on D, is o-extendable. Then,

pa(A) < pp (A) <Tip,(A) <p™(4),  VAEFo
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Proof. Since My (o, Dy) € M(po, Dy), clearly

inf v(A) > inf  v(A), VA € Fg,

vEMo (1ir, Do) " veM(uo, Do)
sup v(A)< sup v(A), VA € Fp.
vEMy (to, Do) veM(po, Do)

Hence, the analogous Theorem 5 gives the result. [

Appendix E. From Set Systems to Logical Structures and Back

In the year 1936, Stone demonstrated a celebrated representation result of logical alge-
bras [86]. In particular, he showed that any Boolean algebra can be equivalently represented
by an algebra of sets and vice versa. This representation results opened the door to many
generalizations of the domain of probabilities (see [36] for a nice summary). For instance,
Boolean algebras can be replaced by weaker logical structures, such as orthomodular lat-
tices. Interestingly, modular ortholattices and orthomodular lattices have been investigated
as representational structures for quantum theoretic descriptions and measurements [87,88].
Furthermore, it turned out that an analogue to Stone’s representation holds for some ortho-
modular lattices. Some orthomodular lattices are isomorphic to pre-Dynkin systems [74].
On the other hand, every (pre-)Dynkin system is isomorphic to an (¢-)orthomodular poset,
a order-theoretic generalization of an orthomodular lattice (cf. [41]). In summary, the
investigation of probabilities on general logical structures parallels our work presented
here. We, however, have stuck to set structures as the domain of probabilities.
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