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#### Abstract

We discuss qubit-state superpositions in the probability representation of quantum mechanics. We study probability distributions describing separable qubit states. We consider entangled states on the example of a system of two qubits (Bell states) using the corresponding superpositions of the wave functions associated with these states. We establish the connection with the properties and structure of entangled probability distributions.
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## 1. Introduction

The conventional probability theory plays a crucial role in considering quantum phenomena [1-4]. In connection with the development of quantum mechanics and discovery of such phenomena as entanglement and Bell inequality [5,6], the role of conditional probabilities was discussed in [7], where it was associated with quantum formalism for dichotomic probabilities. The other aspects of Bell states were discussed in [8].

In conventual formulation of quantum mechanics, the quantum system states are associated with the vectors $|\psi\rangle$ in a Hilbert space $\mathcal{H}$ [9] (for pure states) or with the density operators (for mixed or pure states) $\hat{\rho}[10,11]$ acting in the Hilbert space. The vectors $|\psi\rangle$ or operators $\hat{\rho}$ are described by the wave functions $\psi(x)$ or density matrices $\rho\left(x, x^{\prime}\right)$ in the position representation or other representations, like the Wigner function [12]. Stratonovich introduced an analogous representation of spin state using a concept of the operator [13], later on known as quantizer [14]. The wave functions or density matrices provide the possibility to obtain probability distributions, either $|\psi(x)|^{2}$ or $\rho(x, x)$. Recently, the probability representation of quantum mechanics was constructed [15] for systems with continuous variables like oscillator or systems with discrete variables like spin-1/2 or qubits [16]. The construction of probability representations was developed using the concept of quantizer and dequantizer [17,18]. Some properties of the probability distributions used in quantum mechanics were discussed in [19-23].

The probability representation of quantum states is based on the possibility to construct an invertible map of density operators $\hat{\rho}$ acting in a Hilbert space $\mathcal{H}$ onto the probability distribution functions describing all physical properties of quantum states, which, in turn, are described by the conventional formalism of wave functions or density matrices both for systems with continuous variables and systems with discrete variables. This means that, for a known operator $\hat{\rho}$ of any quantum system state, there exists the probability distribution function $w$, i.e., $\hat{\rho} \longleftrightarrow w$ containing the same information on the system state, which is available in the density operator $\hat{\rho}$. For oscillator's system states, including the entangled states, the probability distributions were studied in [24,25].

Thus, quantum mechanics provides the possibility to study new properties of probability distributions that were not discussed in the literature. There was no use of the probability theory associated with quantum formalism because the classical science did not consider such notions as the wave function or the Hilbert space vectors and density operators. The aim of our work is to consider some aspects of probability distributions describing some properties of qubit states and their relations to the superposition principle of quantum mechanics. We consider a simple example of the entangled state of two qubits (Bell state) in the probability representation of quantum states. We show that the superpositions of two-qubit state vectors describing the spin projections in the opposite directions of $x, y$, and $z$ axes can be described by the conditional probability distributions of two random dichotomic variables. This probability distribution, called the entangled probability distribution, is related to the probability distribution describing the two-qubit state associated with a separable state, for which the density matrix is a convex sum of two terms of tensor products of two density matrices of each spin- $1 / 2$ state. The structure of entangled probability distribution reflects the difference in the spin-state superposition and an extra term containing the influence of correlations available in entangled quantum states. We construct explicit forms of the conditional probability distributions of entangled and separable states and express the purity parameter of these states in terms of the probabilities describing these states. Also, we establish the rule of a group-like product of probability distributions in view of the multiplication rule of density operators.

This paper is organized as follows.
In Section 2, we discuss the formalism of quantizer-dequantizer operators acting in the Hilbert space of qubit states to be used for constructing the probability distributions describing both entangled and separable two-qubit states. In Section 3, the qubit probability distributions are constructed. Explicit expressions for dequantizer operators for two-qubit states are obtained in Section 4. The unitary transforms of these probability distributions are studied in Section 5. Then, in Section 6, we consider the superposition state vectors in the Hilbert space and the structure of probability distributions describing the entangled states. Sections 7 and 8 are devoted to entangled two-qubit states in the probability representation. The relations of introduced separable probability distribution and entangled probability distribution are discussed in Section 9. Finally, the conclusions and prospectives are provided in Section 10.

## 2. Hilbert Spaces and Quantizer-Dequantizer Operator Formalism

To describe the probability representation of qubit and qudit states, first we present the method of an invertible map of operators $\hat{A}$, acting on vectors in a Hilbert space $\mathcal{H}$, onto functions $f_{\hat{A}}(\vec{X})$ using two families of operators $\hat{U}(\vec{X})$ and $\hat{D}(\vec{X})$, acting in the same Hilbert space $\mathcal{H}$, where $\vec{X}=\left(X_{1}, X_{2}, \ldots, X_{N}\right)$ and parameters $\vec{X}_{k} ; k=1,2, \ldots, N$ can be either discrete or continuous ones [17,18].

Assume that we found the following relations:

$$
\begin{array}{r}
f_{\hat{A}}(\vec{X})=\operatorname{Tr} \hat{A} \hat{U}(\vec{X}), \\
\hat{A}=\int f_{\hat{A}}(\vec{X}) \hat{D}(\vec{X}) d \vec{X} \tag{2}
\end{array}
$$

Operators $\hat{U}(\vec{X})$ map operators onto functions and they are called dequantizers, while operators $\hat{D}(\vec{X})$ map functions onto operators and they are called quantizers.

In the case where functions $f_{\hat{A}}(\vec{X})$ for operators $\hat{A}$ turn out to be probability distribution functions, we call the representation of the operators $\hat{A}$ the probability representation.

If the operators $\hat{A}$ have the properties of density operators, i.e., $\hat{\rho}^{\dagger}=\hat{\rho}, \operatorname{Tr} \hat{\rho}=1$, and all the eigenvalues of the operator $\hat{A}$ are nonnegative, and the dequantizer operators $\hat{U}(\vec{X})$ have the same properties, we arrive at the probability representation of operators $\hat{A}$,
in view of Born's rule [26-28]. The vector $\vec{X}$ can contain parameters of random variables and condition parameters for the case of the probability representation of the density operator $\hat{\rho}$.

In the cases where discussed above properties of operators $\hat{U}(\vec{X})$ are violated, we have other representations of density operators $\hat{\rho}=\hat{A}$, like the Wigner representation [12], or the quasiprobability representations, like the Husimi quasiprobability representation [29] and Glauber-Sudarshan quasiprobability representation [30,31].

In this paper, we consider the two-dimensional Hilbert spaces (examples of qubits) and four-dimensional Hilbert spaces (examples of ququarts); for infinite-dimensional probability representations (tomograms), see [32].

Assume that we have three operators $\hat{U}(\vec{X})$, namely

$$
\hat{U}(1)=\left(\begin{array}{ll}
1 & 0  \tag{3}\\
0 & 0
\end{array}\right), \quad \hat{U}(2)=\left(\begin{array}{ll}
1 / 2 & 1 / 2 \\
1 / 2 & 1 / 2
\end{array}\right), \quad \hat{U}(3)=\left(\begin{array}{cc}
1 / 2 & -i / 2 \\
i / 2 & 1 / 2
\end{array}\right)
$$

which have the properties of density operators and, due to this reason, an arbitrary density $2 \times 2$ matrix

$$
\hat{\rho}=\left(\begin{array}{ll}
\rho_{11} & \rho_{12}  \tag{4}\\
\rho_{21} & \rho_{22}
\end{array}\right)
$$

can be expressed as follows:

$$
\hat{\rho}=\left(\begin{array}{cc}
p_{3} & \left(p_{1}-1 / 2\right)-i\left(p_{2}-1 / 2\right)  \tag{5}\\
\left(p_{1}-1 / 2\right)+i\left(p_{2}-1 / 2\right) & 1-p_{3}
\end{array}\right)
$$

where the numbers $p_{1}, p_{2}$, and $p_{3}$ are nonnegative and correspond to the probability distributions of dichotomic random spin- $1 / 2$ projections.

## 3. Qubit Probability Distributions

We introduce conditional probability distributions describing qubit states using the notation $w(X \mid j)$, where parameter $X$ can take two values $X=+1 / 2,-1 / 2$ and parameter $j$ takes three values $j=1,2,3$. Parameter $X$ describes the spin $-1 / 2$ projection $\pm 1 / 2$ onto three perpendicular directions $x, y$, and $z$. Thus, the spin- $1 / 2$ state is described by the conditional probability distribution $w(X \mid j)$, where nonnegative numbers $0 \leq p_{1}, p_{2}, p_{3} \leq 1$ are given by the functions

$$
\begin{array}{r}
w(+1 / 2 \mid 1)=p_{1}, \quad w(+1 / 2 \mid 2)=p_{2}, \quad w(+1 / 2 \mid 3)=p_{3}  \tag{6}\\
w(-1 / 2 \mid 1)=1-p_{1}, \quad w(-1 / 2 \mid 2)=1-p_{2}, \quad w(-1 / 2 \mid 3)=1-p_{3} .
\end{array}
$$

These numbers satisfy the condition

$$
\begin{equation*}
\left(p_{1}-1 / 2\right)^{2}+\left(p_{2}-1 / 2\right)^{2}+\left(p_{3}-1 / 2\right)^{2} \leq 1 / 4 \tag{7}
\end{equation*}
$$

corresponding to the properties of Hermitian density matrix $\rho$ of the qubit state, which has nonnegative eigenvalues and $\operatorname{Tr} \rho=1$.

One can see that there exists the relation between the quantizer-dequantizer approach and the generalized Bloch decomposition of an operator on a finite-dimensional Hilbert space through an operator basis; see [33]. In particular, there is a direct connection between the qubit parameters $p_{j} ; j=1,2,3$ and the components of the Bloch vector of a qubit state in its Bloch representation. Also, analogous relations can be found for probabilities describing ququart states with the qudit state approach developed in [34,35].

Thus, we associate the qubit state with the conditional probability distribution $w(X \mid j)$, where parameter $j$ corresponds to the direction of the axes $x, y$, and $z$ in the space. Different
kinds of the conditional probability distributions were found in [16], where number of conditions were infinite.

Also, we can introduce the joint probability distribution $W(X, j)=w(X \mid j) \Pi(j)$, where the nonnegative function $\Pi(j)$ has the properties $\sum_{j=1}^{3} \Pi(j)=1$; i.e., it is the probability distribution of random directions of three axes $x, y$, and $z$ in the space. So, we have

$$
\begin{equation*}
\sum_{j=1}^{3} W(+1 / 2, j)+W(-1 / 2, j)=1 \tag{8}
\end{equation*}
$$

We can choose the distribution $\Pi(j)=1 / 3$. For all possible distributions $\Pi(j)$, the density matrix $\rho$ has the same form.

Thus, we introduced probability distributions $w(X \mid j)(6)$ and $W(X, j)$, which contain the same information on qubit state as available in the density matrix $\hat{\rho}$ (4).

### 3.1. Conditional Probability Distributions of the Pure Qubit State

Now, we consider the pure qubit state vector of the form

$$
\begin{equation*}
|\psi\rangle=\binom{\psi_{1}}{\psi_{2}} \cdot \frac{1}{\sqrt{\left|\psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}}} \tag{9}
\end{equation*}
$$

For the density matrix $\rho_{\psi}$ of the pure state $|\psi\rangle$, namely $\hat{\rho}=|\psi\rangle\langle\psi|$, we have

$$
\hat{\rho}=\left(\begin{array}{ll}
\psi_{1} \psi_{1}^{*} & \psi_{1} \psi_{2}^{*}  \tag{10}\\
\psi_{2} \psi_{1}^{*} & \psi_{2} \psi_{2}^{*}
\end{array}\right) \cdot \frac{1}{\left|\psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}}
$$

thus, we obtain $p_{3}=\frac{\psi_{1} \psi_{1}^{*}}{\left|\psi_{1}\right|^{2}+\left|\psi_{2}\right|^{2}}$. The density operator has the properties

$$
\begin{equation*}
\hat{\rho}^{\dagger}=\hat{\rho}, \quad \operatorname{Tr} \hat{\rho}=1, \quad \hat{\rho}^{2}=\hat{\rho} \tag{11}
\end{equation*}
$$

Also, the purity parameter $\mu$ of state (9) reads $\mu=\operatorname{Tr} \rho_{\psi}^{2}=1$.

### 3.2. Product of Probability Distributions of Two-Qubit States

We calculate probability distributions of two products of qubit-state density operators; they read

$$
\left(\begin{array}{cc}
p_{3} & p^{*}  \tag{12}\\
p & 1-p_{3}
\end{array}\right) \cdot\left(\begin{array}{cc}
\mathcal{P}_{3} & \mathcal{P}^{*} \\
\mathcal{P} & 1-\mathcal{P}_{3}
\end{array}\right)=\left(\begin{array}{cc}
p_{3} \mathcal{P}_{3}+p^{*} \mathcal{P} & p_{3} \mathcal{P}^{*}+p^{*}\left(1-\mathcal{P}_{3}\right) \\
p \mathcal{P}_{3}+\left(1-p_{3}\right) \mathcal{P} & p \mathcal{P}^{*}+\left(1-p_{3}\right)\left(1-\mathcal{P}_{3}\right)
\end{array}\right)
$$

We introduce the notion of a group-like product of two probability distributions $w(X \mid j)$ and $w(Y \mid k)$, in view of (6) and (7); this rule is expressed in terms of the anticommutator

$$
\frac{1}{N}\left\{\left(\begin{array}{cc}
p_{3} & p^{*}  \tag{13}\\
p & 1-p_{3}
\end{array}\right),\left(\begin{array}{cc}
\mathcal{P}_{3} & \mathcal{P}^{*} \\
\mathcal{P} & 1-\mathcal{P}_{3}
\end{array}\right)\right\}=\left(\begin{array}{cc}
\Pi_{3} & \Pi^{*} \\
\Pi & 1-\Pi_{3}
\end{array}\right)
$$

Here, $N$ is the trace of anticommutator, and numbers $\Pi=\left(\Pi_{1}-1 / 2\right)+i\left(\Pi_{2}-1 / 2\right)$ are the probabilities determining the qubit density matrix $\rho_{\Pi}=\frac{1}{N}\left(\hat{\rho}_{p} \hat{\rho}_{\mathcal{P}}+\hat{\rho}_{\mathcal{P}} \hat{\rho}_{p}\right)$ in the probability representation of qubit states. The introduced product of probability distributions, determining the product of density matrices, is similar to the product of group elements; thus, we arrive at

$$
\begin{equation*}
\Pi_{3}=2\left[p_{3} \mathcal{P}_{3}+\frac{1}{2}\left(p^{*} \mathcal{P}+\mathcal{P}^{*} p\right)\right] \frac{1}{N}, \quad \Pi=(p+\mathcal{P}) \frac{1}{N} \tag{14}
\end{equation*}
$$

Formula (6) provides the rule of how to express a group-like multiplication of probability distributions $w_{1}(X \mid j), w_{2}(X \mid j)$, and $w_{3}(X \mid j)$ corresponding to products of proba-
bility values $p_{1}, p_{2}, p_{3}$ and $\mathcal{P}_{1}, \mathcal{P}_{2}, \mathcal{P}_{3}$ and providing the probabilities $\Pi_{1}, \Pi_{2}, \Pi_{3}$. In the state $\rho_{\Pi}$, the density matrices must be Hermitian and have the trace equal to one; these constraints are satisfied by the construction of matrix $\rho_{\Pi}$, but they must have only nonnegative eigenvalues. The example of such possibility is matrix $\rho^{2}=\frac{1}{N}(\rho \rho+\rho \rho)$, where $\rho_{\Pi}=\frac{1}{N} \rho^{2}$ for matrix $\rho$, which is the density matrix of qubit state with the probability distribution determined by the probability numbers $p_{1}, p_{2}, p_{3}$ and $\mathcal{P}_{1}=p_{1}, \mathcal{P}_{2}=p_{2}, \mathcal{P}_{3}=p_{3}$.

For pure states, $\rho^{2}=\rho$.
For mixed states, the normalization constant $N=\operatorname{Tr} \rho^{2}=\mu$ is called the purity parameter. The purity parameter in the probability representation of quantum qubit state reads

$$
\begin{equation*}
\mu=2\left(p_{1}^{2}+p_{2}^{2}+p_{3}^{2}-p_{1}-p_{2}-p_{3}+1\right) \tag{15}
\end{equation*}
$$

it is a new characteristic of the state expressed in terms of probabilities describing the states.
The other explicit example of the dependence of probabilities $\Pi_{1}, \Pi_{2}, \Pi_{3}$ on probabilities $p_{1}, p_{2}, p_{3}$ and $\mathcal{P}_{1}, \mathcal{P}_{2}, \mathcal{P}_{3}$ can be obtained for density matrices $\rho_{p}$ and $\rho_{\mathcal{P}}$ of qubit states, which may simultaneously be diagonalyzed and commute. This means that we have an explicit formula for the dependence of probabilities $\Pi_{1}, \Pi_{2}, \Pi_{3}$ as the functions of probabilities $p_{1}, p_{2}, p_{3}$ and $\mathcal{P}_{1}, \mathcal{P}_{2}, \mathcal{P}_{3}$ and the trace of matrix $\rho_{\Pi}^{2}=\left[\frac{1}{N}\left(\rho_{p} \rho_{\mathcal{P}}+\rho_{\mathcal{P}} \rho_{p}\right)\right]^{2}$. The previous example is the partial case of this one where $\rho_{p}=\rho_{\mathcal{P}}$, i.e., $p_{j}=\mathcal{P}_{j}$. Other cases take place for the situations where matrix $\rho_{p} \rho_{\mathcal{P}}+\rho_{\mathcal{P}} \rho_{p}$ has nonnegative eigenvalues.

Also, we introduce the density matrix of the direct product of density matrices of two-qubit states in the probability representation,

$$
\left(\begin{array}{cc}
p_{3} & p^{*}  \tag{16}\\
p & 1-p_{3}
\end{array}\right) \otimes\left(\begin{array}{cc}
\mathcal{P}_{3} & \mathcal{P}^{*} \\
\mathcal{P} & 1-\mathcal{P}_{3}
\end{array}\right)=\left(\begin{array}{cc}
p_{3}\left(\begin{array}{cc}
\mathcal{P}_{3} & \mathcal{P}^{*} \\
\mathcal{P} & 1-\mathcal{P}_{3}
\end{array}\right) & p^{*}\left(\begin{array}{cc}
\mathcal{P}_{3} & \mathcal{P}^{*} \\
\mathcal{P} & 1-\mathcal{P}_{3}
\end{array}\right) \\
p\left(\begin{array}{cc}
\mathcal{P}_{3} & \mathcal{P}^{*} \\
\mathcal{P} & 1-\mathcal{P}_{3}
\end{array}\right) & \left(1-p_{3}\right)\left(\begin{array}{cc}
\mathcal{P}_{3} & \mathcal{P}^{*} \\
\mathcal{P} & 1-\mathcal{P}_{3}
\end{array}\right)
\end{array}\right) .
$$

Thus, for our example, we obtain the equations for matrix elements of ququart density matrix,

$$
\begin{array}{r}
1=p_{3} \mathcal{P}_{3}, \quad p_{3} \mathcal{P}^{*}=0, \quad p^{*} \mathcal{P}_{3}=0, \quad p^{*} \mathcal{P}^{*}=0, \\
0=p_{3} \mathcal{P}, \quad p_{3}(1-\mathcal{P})=0, \quad p^{*} \mathcal{P}=0, \quad p^{*}\left(1-\mathcal{P}_{3}\right)=0 ; \tag{17}
\end{array}
$$

in both matrices, there is only one nonzero matrix element, with $p_{3}=\mathcal{P}_{3}=1$.

### 3.3. Notation for Separable and Entangled Probability Distributions

Now, we discuss the notation for probability distributions of dichotomic random variables. For a single qubit state, we use the notation of conditional probability distribution, namely random parameter $X$ takes two values $+1 / 2$ and $-1 / 2$ and the condition parameters take three values $j, k=1,2,3$.

For two qubits, we adopt the conditional probability distribution function $w(X, Y \mid j, k)$, where random parameters $X= \pm 1 / 2, Y= \pm 1 / 2$, and condition parameters $j, k=1,2,3$. The real nonnegative conditional probability distributions satisfy the normalization condition

$$
\begin{equation*}
\sum_{X} \sum_{Y} w(X, Y \mid j, k)=1 . \tag{18}
\end{equation*}
$$

For quqauart state, there are probability distributions determined by probabilities $p_{1}, p_{2}, p_{3}$ and $\mathcal{P}_{1}, \mathcal{P}_{2}, \mathcal{P}_{3}$, which provide the density matrices of the form giving separable and entangled probability distributions determining the states.

## 4. Dequantizer Operator $\hat{U}(X \mid j)$ for Qubit State

Let us check that one can obtain the dequantizer operator for the qubit state, with the density $2 \times 2$-matrix $\hat{\rho}$ determining the probability distribution $w(X \mid j)$ for dichotomic random variables, which take values $X= \pm 1 / 2$, i.e., spin- $1 / 2$ projections on three axes $x, y$, and $z$ in the space labeled by numbers $j=1,2,3$ called the condition parameters. For this, we consider normalized eigenvectors of Pauli matrices

$$
\sigma_{x}=\left(\begin{array}{cc}
0 & 1  \tag{19}\\
1 & 0
\end{array}\right), \quad \sigma_{y}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

Their normalized eigenvectors determining the spin-1/2 states are eigenstates of operators -spin- $1 / 2$ projections $\hat{s}_{x}=\frac{1}{2} \sigma_{x}, \hat{s}_{y}=\frac{1}{2} \sigma_{y}$, and $\hat{s}_{z}=\frac{1}{2} \sigma_{z}$, namely

$$
\begin{equation*}
\left|\psi_{x+}\right\rangle=\binom{\frac{1}{\sqrt{2}}}{\frac{1}{\sqrt{2}}}, \quad\left|\psi_{y+}\right\rangle=\binom{\frac{1}{\sqrt{2}}}{\frac{i}{\sqrt{2}}}, \quad\left|\psi_{z+}\right\rangle=\binom{1}{0} \tag{20}
\end{equation*}
$$

such that

$$
\begin{equation*}
\hat{s}_{x}\left|\psi_{x+}\right\rangle=\frac{1}{2}\left|\psi_{x+}\right\rangle, \quad \hat{s}_{y}\left|\psi_{y+}\right\rangle=\frac{1}{2}\left|\psi_{y+}\right\rangle, \quad \hat{s}_{z}\left|\psi_{z+}\right\rangle=\frac{1}{2}\left|\psi_{z+}\right\rangle \tag{21}
\end{equation*}
$$

Also, we have the other eigenstates - vectors

$$
\begin{equation*}
\left|\psi_{x-}\right\rangle=\binom{\frac{1}{\sqrt{2}}}{-\frac{1}{\sqrt{2}}}, \quad\left|\psi_{y-}\right\rangle=\binom{\frac{1}{\sqrt{2}}}{-\frac{i}{\sqrt{2}}}, \quad\left|\psi_{z-}\right\rangle=\binom{0}{1} \tag{22}
\end{equation*}
$$

for which the spin projections on three axes $x, y$, and $z$ in the space are equal to $-1 / 2$.
Thus, we have three density operators $\hat{\rho}(+1 / 2 \mid j) \equiv \hat{U}(+1 / 2 \mid j) ; j=1,2,3$. They read

$$
\hat{U}(+1 / 2 \mid 1)=\left(\begin{array}{ll}
1 / 2 & 1 / 2  \tag{23}\\
1 / 2 & 1 / 2
\end{array}\right), \hat{U}(+1 / 2 \mid 2)=\left(\begin{array}{cc}
1 / 2 & -i / 2 \\
i / 2 & 1 / 2
\end{array}\right), \hat{U}(+1 / 2 \mid 3)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)
$$

and satisfy the properties of spin-state density operators describing the pure states of the spin with spin projections on three axes $x, y$, and $z$ in the space equal to $+1 / 2$.

Also, we have three density operators $\hat{\rho}(-1 / 2 \mid j) \equiv \hat{U}(-1 / 2 \mid j) ; j=1,2,3$. They read
$\hat{U}(-1 / 2 \mid 1)=\left(\begin{array}{cc}1 / 2 & -1 / 2 \\ -1 / 2 & 1 / 2\end{array}\right), \hat{U}(-1 / 2 \mid 2)=\left(\begin{array}{cc}1 / 2 & i / 2 \\ -i / 2 & 1 / 2\end{array}\right), \hat{U}(-1 / 2 \mid 3)=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$
and satisfy the properties of spin-state density operators describing the pure states of the spin with spin projections on three axes $x, y$, and $z$ in the space equal to $-1 / 2$.

In view of Born's rule, numbers $\operatorname{Tr}[\hat{\rho}(+1 / 2 \mid j) \hat{\rho}]$ and $\operatorname{Tr}[\hat{\rho}(-1 / 2 \mid j) \hat{\rho}]$ for an arbitrary density operator $\hat{\rho}$ are probabilities, i.e.,

$$
\begin{align*}
w(+1 / 2 \mid j) & =\operatorname{Tr}[\hat{\rho} \hat{U}(+1 / 2 \mid j)]  \tag{25}\\
w(-1 / 2 \mid j) & =\operatorname{Tr}[\hat{\rho} \hat{U}(-1 / 2 \mid j)] . \tag{26}
\end{align*}
$$

One can check that these conditional probabilities are equal to numbers $p_{1}, 1-p_{1}, p_{2}$, $1-p_{2}$, and $p_{3}, 1-p_{3}$ determining the spin states, with the density matrix $\hat{\rho}$ of the form

$$
\hat{\rho}=\left(\begin{array}{cc}
p_{3} & \left(p_{1}-1 / 2\right)-i\left(p_{2}-1 / 2\right)  \tag{27}\\
\left(p_{1}-1 / 2\right)+i\left(p_{2}-1 / 2\right) & 1-p_{3}
\end{array}\right) .
$$

For pure states, $\hat{\rho}^{2}=\hat{\rho}$, the probabilities $p_{1}, p_{2}$, and $p_{3}$, as well as $w( \pm 1 / 2 \mid j)$, satisfy the condition given by the following matrix relation:

$$
\left(\begin{array}{cc}
p_{3} & \Delta^{*}  \tag{28}\\
\Delta & 1-p_{3}
\end{array}\right) \cdot\left(\begin{array}{cc}
p_{3} & \Delta^{*} \\
\Delta & 1-p_{3}
\end{array}\right)=\left(\begin{array}{cc}
p_{3} & \Delta^{*} \\
\Delta & 1-p_{3}
\end{array}\right)
$$

where $\Delta=\frac{1}{2}[w(+1 / 2 \mid 1)+i w(+1 / 2 \mid 2)]-\frac{1}{2}[w(-1 / 2 \mid 1)+i w(-1 / 2 \mid 2)]$, $p_{3}=w(+1 / 2 \mid 3)$, and $1-p_{3}=w(-1 / 2 \mid 3)$.

## 5. Unitary Transforms of Probability Distributions Determining Spin States

The above presented description of spin states by conditional probability distributions $w(X \mid j)$ demonstrates that the probability distributions can be used to introduce their unitary transforms corresponding to unitary transforms of the spin-state density operators.

The Schrödinger and von Neumann equations for density operators $\hat{\rho}(t)$ of spin states

$$
\begin{equation*}
\frac{\partial \hat{\rho}(t)}{\partial t}+i[\hat{H}, \rho(t)]=0 \tag{29}
\end{equation*}
$$

have the solution of the form

$$
\begin{equation*}
\hat{\rho}(t)=e^{-i \hat{H} t} \hat{\rho}(0) e^{i \hat{H} t} \tag{30}
\end{equation*}
$$

where $\hat{H}$ is Hermitian Hamiltonian, and $2 \times 2$-matrix $\hat{u}=e^{-i \hat{H} t}$ provides the possibility to introduce the unitary transform of conditional probability distributions given by the following matrix relationship:

$$
\begin{array}{r}
\left(\begin{array}{ll}
u_{11} & u_{12} \\
u_{21} & u_{22}
\end{array}\right)\left(\begin{array}{cc}
w(+1 / 2 \mid 3) & \Delta^{*} \\
\Delta & w(-1 / 2 \mid 3)
\end{array}\right)\left(\begin{array}{ll}
u_{11}^{*} & u_{21}^{*} \\
u_{12}^{*} & u_{22}^{*}
\end{array}\right) \\
=\left(\begin{array}{cc}
w(+1 / 2 \mid 3, t) & \Delta^{*}(t) \\
\Delta(t) & w(-1 / 2 \mid 3, t)
\end{array}\right), \tag{31}
\end{array}
$$

where probabilities $w( \pm 1 / 2 \mid j, t)$ are obtained as transformed conditional probabilities $w( \pm 1 / 2 \mid j)$ and

$$
\Delta(t)=\frac{1}{2}[w(+1 / 2 \mid 1, t)-i w(-1 / 2 \mid 1, t)]+\frac{1}{2}[w(+1 / 2 \mid 2, t)-i w(-1 / 2 \mid 2, t)] .
$$

Thus, we introduced the notion of unitary transforms of conditional probability distributions $w( \pm 1 / 2 \mid j)$, which follows from the formalism of quantum mechanics of the spin system evolution and has not been considered in the literature.

For example, we have the probability $w(+1 / 2 \mid 3, t)$, which reads

$$
\begin{equation*}
u_{11}^{*}\left[u_{11} w(+1 / 2 \mid 3)+u_{12} \Delta\right]+u_{12}^{*}\left[u_{11} \Delta^{*}+u_{12} w(-1 / 2 \mid 3)\right]=w(+1 / 2 \mid 3, t) . \tag{32}
\end{equation*}
$$

## 6. Superposition of Probabilities

Let us obtain the probability distribution of the pure qubit state given by the superposition principle. Given two spin states with normalized state vectors $\left|\psi_{1}\right\rangle$ and $\left|\psi_{2}\right\rangle$, i.e., $C_{1}\left|\psi_{1}\right\rangle+C_{2}\left|\psi_{2}\right\rangle=|\psi\rangle$ and $\left\langle\psi_{1} \mid \psi_{1}\right\rangle=\left\langle\psi_{2} \mid \psi_{2}\right\rangle=\langle\psi \mid \psi\rangle=1$, the probability distribution $w(X \mid j)$ of state $\hat{\rho}=|\psi\rangle\langle\psi|$ is then given by the relation

$$
\begin{equation*}
w(X \mid j)=\operatorname{Tr}[\hat{U}(X \mid j) \hat{\rho}]=\langle\psi| \hat{U}(X \mid j)|\psi\rangle . \tag{33}
\end{equation*}
$$

Also, the probability distribution is expressed in terms of normalized vectors $\left|\psi_{1}\right\rangle=\binom{a}{b}$ and $\left|\psi_{2}\right\rangle=\binom{A}{B}$ as well as in terms of complex numbers $C_{1}$ and $C_{2}$ as follows:

$$
\begin{align*}
w(X \mid j)= & \left|C_{1}\right|^{2}\left\langle\psi_{1}\right| \hat{U}(X \mid j)\left|\psi_{1}\right\rangle+\left|C_{2}\right|^{2}\left\langle\psi_{2}\right| \hat{U}(X \mid j)\left|\psi_{2}\right\rangle \\
& +C_{1}^{*} C_{2}\left\langle\psi_{1}\right| \hat{U}(X \mid j)\left|\psi_{2}\right\rangle+C_{2}^{*} C_{1}\left\langle\psi_{2}\right| \hat{U}(X \mid j)\left|\psi_{1}\right\rangle . \tag{34}
\end{align*}
$$

For $\left|\psi_{1}\right\rangle=\binom{a}{b}$ and $\left|\psi_{2}\right\rangle=\binom{A}{B}$, in terms of parameters $a, b$ and $A, B$, with properties $|a|^{2}+|b|^{2}=|A|^{2}+|B|^{2}=1$, we arrive at the superposition rule for probabilities $w(X \mid j)$, where $X=+1 / 2,-1 / 2 ; j=1,2,3$, determined by complex parameter $C_{1}$ and $C_{2}$ such that $\langle\psi \mid \psi\rangle=1$. It reads

$$
\begin{align*}
w(X \mid j)= & \left|C_{1}\right|^{2}\left(a^{*}, b^{*}\right) \hat{U}(X \mid j)\binom{a}{b}+\left|C_{2}\right|^{2}\left(A^{*}, B^{*}\right) \hat{U}(X \mid j)\binom{A}{B} \\
& +C_{1}^{*} C_{2}\left(a^{*}, b^{*}\right) \hat{U}(X \mid j)\binom{A}{B}+C_{2}^{*} C_{1}\left(A^{*}, B^{*}\right) \hat{U}(X \mid j)\binom{a}{b} . \tag{35}
\end{align*}
$$

Here, we use the standard multiplication rule of rectangular and quadratic matrices to obtain the probabilities $w(X \mid j)$ determining the superposition state $C_{1}\left|\psi_{1}\right\rangle+C_{2}\left|\psi_{2}\right\rangle$, which depends on parameters $a, b$ and $A, B$, as well as $C_{1}$ and $C_{2}$.

For a single state $\left|\psi_{1}\right\rangle=\binom{a}{b}$, the probability distribution $w_{1}(X \mid j)$ reads

$$
\begin{equation*}
w_{1}(X \mid j)=\left(a^{*}, b^{*}\right) \hat{U}(X \mid j)\binom{a}{b} \tag{36}
\end{equation*}
$$

Also, for a single state $\left|\psi_{2}\right\rangle=\binom{A}{B}$, the probability distribution $w_{2}(X \mid j)$ is

$$
\begin{equation*}
w_{2}(X \mid j)=\left(A^{*}, B^{*}\right) \hat{U}(X \mid j)\binom{A}{B} . \tag{37}
\end{equation*}
$$

For the superposition of these two states, we have additional terms; see (35).
For the discussed pure states, the obtained probability distributions $w(X \mid j)$ satisfy the condition $\hat{\rho}_{\psi}^{2}=\hat{\rho}_{\psi}$, where the pure-state operators $\hat{\rho}_{\psi}$ are determined by the probability distributions.

## 7. Probability Distributions Determined by Different Pairs of Quantizer-Dequantizer Operators

The formalism of different pairs of quantizer-dequantizer operators, $\hat{U}_{1}(\vec{X}), \hat{D}_{1}(\vec{X})$ and $\hat{U}_{2}(\vec{Y}), \hat{D}_{2}(\vec{Y})$, such that the state density operator $\hat{\rho}_{w_{12}}$, with matrix elements $\hat{\rho}_{\alpha \beta}^{(1)}$ and $\hat{\rho}_{\gamma \delta}^{(2)}$, reading either as

$$
\begin{equation*}
\hat{\rho}_{w_{1}}^{(1)}=\int w_{1}(\vec{X}) \hat{D}_{1}(\vec{X}) d \vec{X} \tag{38}
\end{equation*}
$$

or as

$$
\begin{equation*}
\hat{\rho}_{w_{2}}^{(1)}=\int w_{2}(\vec{Y}) \hat{D}_{2}(\vec{Y}) d \vec{Y}, \tag{39}
\end{equation*}
$$

provides the possibility to introduce the relation of functions $w_{1}(\vec{X})$ and $w_{2}(\vec{Y})$, which are symbols of the density operator $\hat{\rho}$ corresponding to dequantizers $\hat{U}_{1}(\vec{X})$ and $\hat{U}_{2}(\vec{Y})$.

In the case of dequantizers, which have the properties of density matrices, the possibility arises to introduce the probability distributions, which are symbols $w_{1}(\vec{X})$ and $w_{2}(\vec{Y})$.

If dequantizer $\hat{U}_{1}(\vec{X})$ does not have the properties of density operators, symbols $w_{1}(\vec{X})$ are not the probability distributions. In this case, there exists the relation that provides the possibility to express the probability distribution $w_{2}(\vec{Y})$ in terms of symbols of the density operator $w_{1}(\vec{X})$, namely

$$
\begin{equation*}
w_{2}(\vec{Y})=\int w_{1}(\vec{X}) \operatorname{Tr}\left[\hat{D}_{1}(\vec{X}) U_{2}(\vec{Y})\right] d \vec{X} \tag{40}
\end{equation*}
$$

This is a new method to construct probability distribution functions.
Now, we consider the example of pure qubit states $|\psi\rangle$ such that $\langle\psi \mid \psi\rangle=1$, where $|\psi\rangle=\binom{a}{b}$ and $|a|^{2}+|b|^{2}=1$, with $\hat{\rho}^{2}=|\psi\rangle\langle\psi|$. Then, the introduced probability distributions $w_{\psi}(X \mid j)$, with $X=(+1 / 2,-1 / 2) ; j=1,2,3$, read

$$
\begin{align*}
w_{\psi}(+1 / 2 \mid 1) & =\left(a^{*}, b^{*}\right)\left(\begin{array}{cc}
1 / 2 & 1 / 2 \\
1 / 2 & 1 / 2
\end{array}\right)\binom{a}{b}=\frac{1}{2}+\frac{a^{*} b+a b^{*}}{2} \\
w_{\psi}(+1 / 2 \mid 2) & =\left(a^{*}, b^{*}\right)\left(\begin{array}{cc}
1 / 2 & -i / 2 \\
i / 2 & 1 / 2
\end{array}\right)\binom{a}{b}=\frac{1}{2}-\frac{i\left(a^{*} b-a b^{*}\right)}{2} \\
w_{\psi}(+1 / 2 \mid 3) & =\left(a^{*}, b^{*}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & 0
\end{array}\right)\binom{a}{b}=a^{*} a  \tag{41}\\
w_{\psi}(-1 / 2 \mid 1) & =\frac{1}{2}-\frac{a^{*} b+b^{*} a}{2} \\
w_{\psi}(-1 / 2 \mid 2) & =\frac{1}{2}+\frac{i\left(a^{*} b-b^{*} a\right)}{2} \\
w_{\psi}(-1 / 2 \mid 3) & =b^{*} b .
\end{align*}
$$

The obtained probabilities determine the probability distributions describing the qubit states in terms of their wave functions. Analogous relations for continuous variables, in the case of oscillator state, were found in [36], where the tomographic probability distribution of the state was expressed in terms of the Radon transform of its wave function.

The numbers $a$ and $b$ satisfy the condition for pure-state density operators $\hat{\rho}_{\psi}^{2}=\hat{\rho}_{\psi}$, i.e.,

$$
\left(\begin{array}{cc}
a^{*} a & a b^{*}  \tag{42}\\
a^{*} b & b^{*} b
\end{array}\right)\left(\begin{array}{cc}
a^{*} a & a b^{*} \\
a^{*} b & b b^{*}
\end{array}\right)=\left(\begin{array}{cc}
a^{*} a & a b^{*} \\
a^{*} b & b b^{*}
\end{array}\right)
$$

this property means the corresponding equality for the conditional probability distribution $w_{\psi}(X \mid j)$ since

$$
\begin{array}{cl}
a^{*} b+b^{*} a=1-2 w_{\psi}(-1 / 2 \mid 1), & i\left(a^{*} b-a b^{*}\right)=2 w_{\psi}(-1 / 2 \mid 2)-1,  \tag{43}\\
a^{*} a=w_{\psi}(+1 / 2 \mid 3), & b^{*} b=w_{\psi}(-1 / 2 \mid 3) .
\end{array}
$$

## 8. Entangled Two-Qubit Probability Distributions

Now, we consider pure two-qubit states $|\psi\rangle$ as pure ququart states, with state vectors of the form $|\psi\rangle=\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle$, where $\left|\psi_{1}\right\rangle=\binom{a}{b}$ and $\left|\psi_{2}\right\rangle=\binom{A}{B}$. The density matrix of these states $\rho=\left|\psi_{1}\right\rangle\left|\psi_{2}\right\rangle\left\langle\psi_{1}\right|\left\langle\psi_{2}\right|$ is $4 \times 4$ Hermitian density matrix

$$
\begin{equation*}
\rho=\binom{a}{b} \otimes\binom{A}{B}\left(a^{*}, b^{*}\right) \otimes\left(A^{*}, B^{*}\right) . \tag{44}
\end{equation*}
$$

To obtain the probability representations of these states, we introduce the dequantizer operator $\hat{U}(X, Y \mid j, k)$, with $X=+1 / 2,-1 / 2, Y=+1 / 2,-1 / 2, j=1,2,3$, and $k=1,2,3$, which are $4 \times 4$ matrices constructed as a direct product

$$
\begin{equation*}
\hat{U}(X, Y \mid j, k)=\hat{U}(X \mid j) \otimes \hat{U}(Y \mid k) . \tag{45}
\end{equation*}
$$

Since our goal is to calculate entangled probability distributions, we need to obtain traces of density operator product with dequantizers,

$$
w_{\psi}(X=+1 / 2, Y=+1 / 2 \mid 3,3)=\operatorname{Tr}\left[\hat{\rho}_{\text {Bell }} \hat{U}(+1 / 2,+1 / 2 \mid 3,3)\right]
$$

where the density matrix of Bell state reads

$$
\hat{\rho}_{\text {Bell }}=\left(\begin{array}{cccc}
1 / 2 & 0 & 0 & 1 / 2  \tag{46}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 / 2 & 0 & 0 & 1 / 2
\end{array}\right)
$$

Then, we choose the dequantizer $\hat{U}(+1 / 2,+1 / 2 \mid 3,3)=\left(\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$ and calculate the entangled probability distribution term

$$
w_{\text {Bell }}(X=+1 / 2, Y=+1 / 2 \mid 3,3)=\operatorname{Tr}\left[\left(\begin{array}{cccc}
1 / 2 & 0 & 0 & 1 / 2  \tag{47}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 / 2 & 0 & 0 & 1 / 2
\end{array}\right)\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)\right]=\frac{1}{2} .
$$

We list the other dequantizers

$$
\hat{U}(+1 / 2,+1 / 2 \mid 3,1)=\left(\begin{array}{cccc}
\frac{1}{2} & \frac{1}{2} & 0 & 0  \tag{48}\\
\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) ; \quad \hat{U}(+1 / 2,+1 / 2 \mid 3,2)=\left(\begin{array}{cccc}
\frac{1}{2} & -\frac{i}{2} & 0 & 0 \\
\frac{i}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

and

$$
\hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 1,3\right)=\left(\begin{array}{cccc}
\frac{1}{2} & 0 & \frac{1}{2} & 0  \tag{49}\\
0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0
\end{array}\right) ; \quad \hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 1,2\right)=\left(\begin{array}{cccc}
\frac{1}{4} & -\frac{i}{4} & \frac{1}{4} & -\frac{i}{4} \\
\frac{i}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & -\frac{i}{4} \\
\frac{i}{4} & \frac{1}{4} & \frac{i}{4} & \frac{1}{4}
\end{array}\right)
$$

they provide the possibility to calculate the other probabilities describing the entangled probability distributions. In a similar way, we can obtain the general result, namely
$w_{\text {Bell }}(X, Y \mid j, k)=\frac{1}{2}\left[\hat{U}_{11}(X, Y \mid j, k)+\hat{U}_{14}(X, Y \mid j, k)+\hat{U}_{41}(X, Y \mid j, k)+\hat{U}_{44}(X, Y \mid j, k)\right]$,
with $\hat{U}(X, Y \mid j, k)$ given by (48) and (49). Explicit values following from this general result are

$$
\begin{align*}
& \hat{U}\left(\left.+\frac{1}{2} \right\rvert\, 2\right) \otimes \hat{U}\left(\left.+\frac{1}{2} \right\rvert\, 2\right)=\left(\begin{array}{cc}
\frac{1}{2} & -\frac{i}{2} \\
\frac{i}{2} & \frac{1}{2}
\end{array}\right) \otimes\left(\begin{array}{cc}
\frac{1}{2} & -\frac{i}{2} \\
\frac{i}{2} & \frac{1}{2}
\end{array}\right)=\left(\begin{array}{cccc}
\frac{1}{4} & -\frac{i}{4} & -\frac{i}{4} & -\frac{1}{4} \\
\frac{i}{4} & \frac{1}{4} & \frac{1}{4} & -\frac{i}{4} \\
\frac{i}{4} & \frac{1}{4} & \frac{1}{4} & -\frac{i}{4} \\
-\frac{1}{4} & \frac{i}{4} & \frac{i}{4} & \frac{1}{4}
\end{array}\right),  \tag{50}\\
& \hat{U}(+1 / 2,+1 / 2 \mid 1,1)=\left(\begin{array}{cccc}
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4}
\end{array}\right),  \tag{51}\\
& \hat{U}(-1 / 2 \mid 3) \otimes \hat{U}(+1 / 2 \mid 3)=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) \otimes\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right),  \tag{52}\\
& \hat{U}(-1 / 2,-1 / 2 \mid 3,3)=\left(\begin{array}{cc}
0 & 0 \\
0 & 1
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right),  \tag{53}\\
& \hat{U}(+1 / 2,-1 / 2 \mid 3,3)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \otimes\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right),  \tag{54}\\
& \hat{U}(-1 / 2,+1 / 2 \mid 3,1)=\left(\begin{array}{cc}
0 & 0 \\
0 & 1
\end{array}\right) \otimes\left(\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2}
\end{array}\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & \frac{1}{2} & \frac{1}{2}
\end{array}\right),  \tag{55}\\
& \hat{U}(-1 / 2,-1 / 2 \mid 3,1)=\left(\begin{array}{cc}
0 & 0 \\
0 & 1
\end{array}\right) \otimes\left(\begin{array}{cc}
\frac{1}{2} & -\frac{1}{2} \\
-\frac{1}{2} & \frac{1}{2}
\end{array}\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & -\frac{1}{2} \\
0 & 0 & -\frac{1}{2} & \frac{1}{2}
\end{array}\right) . \tag{56}
\end{align*}
$$

According to the relationship valid for the conditional probability,

$$
w_{\text {Bell }}(X, Y \mid j, k)=\operatorname{Tr}\left[\hat{\rho}_{\text {Bell }} \hat{U}(X, Y \mid j, k)\right]
$$

we can obtain the following probabilities:

$$
\begin{array}{ll}
w_{\text {Bell }}(+1 / 2,+1 / 2 \mid 3,1)=1 / 4, & w_{\text {Bell }}(+1 / 2,+1 / 2 \mid 3,2)=1 / 4 \\
w_{\text {Bell }}(+1 / 2,+1 / 2 \mid 1,3)=1 / 4, & w_{\text {Bell }}(+1 / 2,+1 / 2 \mid 1,2)=1 / 4 \tag{57}
\end{array}
$$

Analogously, we obtain

$$
\begin{array}{ll}
w_{\text {Bell }}(+1 / 2,+1 / 2 \mid 2,2)=0, & w_{\text {Bell }}(+1 / 2,+1 / 2 \mid 1,1)=1 / 2 \\
w_{\text {Bell }}(-1 / 2,+1 / 2 \mid 3,3)=0, & w_{\text {Bell }}(-1 / 2,-1 / 2 \mid 3,3)=1 / 2  \tag{58}\\
w_{\text {Bell }}(+1 / 2,-1 / 2 \mid 3,3)=0, & w_{\text {Bell }}(-1 / 2,+1 / 2 \mid 3,1)=1 / 4
\end{array}
$$

Now, we explicitly present all the other dequantizers $\hat{U}(X, Y \mid j, k)$ in the form of $4 \times 4$-matrices; they read

$$
\begin{aligned}
& \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 1,1\right)=\left(\begin{array}{cccc}
\frac{1}{4} & -\frac{1}{4} & \frac{1}{4} & -\frac{1}{4} \\
-\frac{1}{4} & \frac{1}{4} & -\frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & -\frac{1}{4} & \frac{1}{4} & -\frac{1}{4} \\
-\frac{1}{4} & \frac{1}{4} & -\frac{1}{4} & \frac{1}{4}
\end{array}\right), \quad \hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 1,2\right)=\left(\begin{array}{cccc}
\frac{1}{4} & -\frac{i}{4} & \frac{1}{4} & -\frac{i}{4} \\
\frac{i}{4} & \frac{1}{4} & \frac{i}{4} & \frac{1}{4} \\
\frac{1}{4} & -\frac{i}{4} & \frac{1}{4} & -\frac{i}{4} \\
\frac{i}{4} & \frac{1}{4} & \frac{i}{4} & \frac{1}{4}
\end{array}\right), \\
& \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 1,2\right)=\left(\begin{array}{cccc}
\frac{1}{4} & \frac{i}{4} & \frac{1}{4} & \frac{i}{4} \\
-\frac{i}{4} & \frac{1}{4} & -\frac{i}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{i}{4} & \frac{1}{4} & \frac{i}{4} \\
-\frac{i}{4} & \frac{1}{4} & -\frac{i}{4} & \frac{1}{4}
\end{array}\right), \hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 1,3\right)=\left(\begin{array}{cccc}
\frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
& \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 1,3\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & \frac{1}{2} \\
0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & \frac{1}{2}
\end{array}\right), \quad \hat{U}\left(-\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 1,1\right)=\left(\begin{array}{cccc}
\frac{1}{4} & \frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} \\
-\frac{1}{4} & -\frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
-\frac{1}{4} & -\frac{1}{4} & \frac{1}{4} & \frac{1}{4}
\end{array}\right), \\
& \hat{U}\left(-\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 1,1\right)=\left(\begin{array}{cccc}
\frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} & \frac{1}{4} \\
-\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & -\frac{1}{4} \\
-\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & -\frac{1}{4} \\
\frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} & \frac{1}{4}
\end{array}\right), \quad \hat{U}\left(-\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 1,2\right)=\left(\begin{array}{cccc}
\frac{1}{4} & -\frac{i}{4} & -\frac{1}{4} & \frac{i}{4} \\
\frac{i}{4} & \frac{1}{4} & -\frac{i}{4} & -\frac{1}{4} \\
-\frac{1}{4} & \frac{i}{4} & \frac{1}{4} & -\frac{i}{4} \\
-\frac{i}{4} & -\frac{1}{4} & \frac{i}{4} & \frac{1}{4}
\end{array}\right), \\
& \hat{U}\left(-\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 1,2\right)=\left(\begin{array}{cccc}
\frac{1}{4} & \frac{i}{4} & -\frac{1}{4} & -\frac{i}{4} \\
-\frac{i}{4} & \frac{1}{4} & \frac{i}{4} & -\frac{1}{4} \\
-\frac{1}{4} & -\frac{i}{4} & \frac{1}{4} & \frac{i}{4} \\
\frac{i}{4} & -\frac{1}{4} & -\frac{i}{4} & \frac{1}{4}
\end{array}\right), \quad \hat{U}\left(-\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 1,3\right)=\left(\begin{array}{cccc}
\frac{1}{2} & 0 & -\frac{1}{2} & 0 \\
0 & 0 & 0 & 0 \\
-\frac{1}{2} & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
& \hat{U}\left(-\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 1,3\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & -\frac{1}{2} \\
0 & 0 & 0 & 0 \\
0 & -\frac{1}{2} & 0 & \frac{1}{2}
\end{array}\right), \hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 2,1\right)=\left(\begin{array}{cccc}
\frac{1}{4} & \frac{1}{4} & -\frac{i}{4} & -\frac{i}{4} \\
\frac{1}{4} & \frac{1}{4} & -\frac{i}{4} & -\frac{i}{4} \\
\frac{i}{4} & \frac{i}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{i}{4} & \frac{i}{4} & \frac{1}{4} & \frac{1}{4}
\end{array}\right), \\
& \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 2,1\right)=\left(\begin{array}{cccc}
\frac{1}{4} & -\frac{1}{4} & -\frac{i}{4} & \frac{i}{4} \\
-\frac{i}{4} & \frac{1}{4} & \frac{i}{4} & -\frac{i}{4} \\
\frac{i}{4} & -\frac{i}{4} & \frac{1}{4} & -\frac{1}{4} \\
-\frac{i}{4} & \frac{i}{4} & -\frac{1}{4} & \frac{1}{4}
\end{array}\right), \hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 2,2\right)=\left(\begin{array}{cccc}
\frac{1}{4} & -\frac{i}{4} & -\frac{i}{4} & -\frac{1}{4} \\
\frac{i}{4} & \frac{1}{4} & \frac{i}{4} & -\frac{i}{4} \\
\frac{i}{4} & \frac{1}{4} & \frac{i}{4} & -\frac{i}{4} \\
-\frac{1}{4} & \frac{i}{4} & \frac{i}{4} & \frac{1}{4}
\end{array}\right),
\end{aligned}
$$

$$
\begin{aligned}
& \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 2,2\right)=\left(\begin{array}{cccc}
\frac{1}{4} & \frac{i}{4} & -\frac{i}{4} & \frac{1}{4} \\
-\frac{i}{4} & \frac{1}{4} & -\frac{1}{4} & -\frac{i}{4} \\
\frac{i}{4} & -\frac{1}{4} & \frac{1}{4} & \frac{i}{4} \\
\frac{1}{4} & \frac{i}{4} & -\frac{i}{4} & \frac{1}{4}
\end{array}\right) \hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 2,3\right)=\left(\begin{array}{cccc}
\frac{1}{2} & 0 & -\frac{i}{2} & 0 \\
0 & 0 & 0 & 0 \\
\frac{i}{2} & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
& \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 2,3\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & -\frac{i}{2} \\
0 & 0 & 0 & 0 \\
0 & \frac{i}{2} & 0 & \frac{1}{2}
\end{array}\right), \hat{U}\left(-\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 2,1\right)=\left(\begin{array}{cccc}
\frac{1}{4} & \frac{1}{4} & \frac{i}{4} & \frac{i}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{i}{4} & \frac{i}{4} \\
-\frac{i}{4} & -\frac{i}{4} & \frac{1}{4} & \frac{1}{4} \\
-\frac{i}{4} & -\frac{i}{4} & \frac{1}{4} & \frac{1}{4}
\end{array}\right), \\
& \hat{U}\left(-\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 2,1\right)=\left(\begin{array}{cccc}
\frac{1}{4} & -\frac{1}{4} & \frac{i}{4} & -\frac{i}{4} \\
-\frac{1}{4} & \frac{1}{4} & -\frac{i}{4} & \frac{i}{4} \\
-\frac{i}{4} & \frac{i}{4} & \frac{1}{4} & -\frac{1}{4} \\
\frac{i}{4} & -\frac{i}{4} & -\frac{1}{4} & \frac{1}{4}
\end{array}\right), \quad \hat{U}\left(-\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 2,2\right)=\left(\begin{array}{cccc}
\frac{1}{4} & -\frac{i}{4} & \frac{i}{4} & \frac{1}{4} \\
\frac{i}{4} & \frac{1}{4} & -\frac{1}{4} & \frac{i}{4} \\
-\frac{i}{4} & -\frac{1}{4} & \frac{1}{4} & -\frac{i}{4} \\
\frac{1}{4} & -\frac{i}{4} & \frac{i}{4} & \frac{1}{4}
\end{array}\right), \\
& \hat{U}\left(-\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 2,2\right)=\left(\begin{array}{cccc}
\frac{1}{4} & \frac{i}{4} & \frac{i}{4} & -\frac{1}{4} \\
-\frac{i}{4} & \frac{1}{4} & \frac{1}{4} & \frac{i}{4} \\
-\frac{i}{4} & \frac{1}{4} & \frac{1}{4} & \frac{i}{4} \\
-\frac{1}{4} & -\frac{i}{4} & -\frac{i}{4} & \frac{1}{4}
\end{array}\right), \quad \hat{U}\left(-\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 2,3\right)=\left(\begin{array}{cccc}
\frac{1}{2} & 0 & \frac{i}{2} & 0 \\
0 & 0 & 0 & 0 \\
-\frac{i}{2} & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
& \hat{U}\left(-\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 2,3\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & \frac{i}{2} \\
0 & 0 & 0 & 0 \\
0 & -\frac{i}{2} & 0 & \frac{1}{2}
\end{array}\right), \quad \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 3,1\right)=\left(\begin{array}{cccc}
\frac{1}{2} & -\frac{1}{2} & 0 & 0 \\
-\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
& \hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 3,2\right)=\left(\begin{array}{cccc}
\frac{1}{2} & -\frac{i}{2} & 0 & 0 \\
\frac{i}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 3,2\right)=\left(\begin{array}{cccc}
\frac{1}{2} & \frac{i}{2} & 0 & 0 \\
-\frac{i}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
& \hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 3,3\right)=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 3,3\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
& \hat{U}\left(-\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 3,1\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & \frac{1}{2} & \frac{1}{2}
\end{array}\right), \quad \hat{U}\left(\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 3,1\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & -\frac{1}{2} \\
0 & 0 & -\frac{1}{2} & \frac{1}{2}
\end{array}\right),
\end{aligned}
$$

$$
\begin{gathered}
\hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 3,2\right)=\left(\begin{array}{cccc}
\frac{1}{2} & -\frac{i}{2} & 0 & 0 \\
\frac{i}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 3,2\right)=\left(\begin{array}{cccc}
\frac{1}{2} & \frac{i}{2} & 0 & 0 \\
-\frac{i}{2} & \frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
\hat{U}\left(+\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 3,3\right)=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad \hat{U}\left(+\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 3,3\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \\
\hat{U}\left(-\frac{1}{2}, \left.+\frac{1}{2} \right\rvert\, 3,2\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & -\frac{i}{2} \\
0 & 0 & \frac{i}{2} & \frac{1}{2}
\end{array}\right), \quad \hat{U}\left(-\frac{1}{2}, \left.-\frac{1}{2} \right\rvert\, 3,2\right)=\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{i}{2} \\
0 & 0 & -\frac{i}{2} & \frac{1}{2}
\end{array}\right) .
\end{gathered}
$$

Using the dequantizers obtained, in view of relationship (50), we calculate all conditional probabilities describing the entangled Bell state. We calculate and present all probabilities belonging to entangled probability distributions describing the Bell state (50). In addition to (57) and (58) already obtained, we present the rest, namely

$$
\begin{align*}
& w_{\text {Bell }}(+1 / 2,-1 / 2 \mid 1,1)=0 ; \quad w_{\text {Bell }}(+1 / 2,-1 / 2 \mid 1,2)=1 / 4 ; \quad w_{\text {Bell }}(+1 / 2,-1 / 2 \mid 1,3)=1 / 4 ; \\
& w_{\text {Bell }}(-1 / 2,-1 / 2 \mid 1,1)=1 / 2 ; \quad w_{\text {Bell }}(-1 / 2,+1 / 2 \mid 1,2)=1 / 4 ; \quad w_{\text {Bell }}(-1 / 2,-1 / 2 \mid 1,2)=1 / 4 ; \\
& w_{\text {Bell }}(-1 / 2,+1 / 2 \mid 1,3)=1 / 4 ; \quad w_{\text {Bell }}(-1 / 2,-1 / 2 \mid 1,3)=1 / 4 ; \quad w_{\text {Bell }}(+1 / 2,+1 / 2 \mid 2,1)=1 / 4 ; \\
& w_{\text {Bell }}(+1 / 2,-1 / 2 \mid 2,1)=1 / 4 ; \quad w_{\text {Bell }}(+1 / 2,-1 / 2 \mid 2,2)=1 / 2 ; \quad w_{\text {Bell }}(+1 / 2,+1 / 2 \mid 2,3)=1 / 4 ; \\
& w_{\text {Bell }}(+1 / 2,-1 / 2 \mid 2,3)=1 / 4 ; \quad w_{\text {Bell }}(-1 / 2,+1 / 2 \mid 2,1)=1 / 4 ; \quad w_{\text {Bell }}(-1 / 2,-1 / 2 \mid 2,1)=1 / 4 ;  \tag{59}\\
& w_{\text {Bell }}(-1 / 2,+1 / 2 \mid 2,2)=1 / 2 ; \quad w_{\text {Bell }}(-1 / 2,-1 / 2 \mid 2,2)=0 ; \quad w_{\text {Bell }}(-1 / 2,+1 / 2 \mid 2,3)=1 / 4 ; \\
& w_{\text {Bell }}(-1 / 2,-1 / 2 \mid 2,3)=1 / 4 ; \quad w_{\text {Bell }}(-1 / 2,+1 / 2 \mid 1,1)=0 ; \quad w_{\text {Bell }}(+1 / 2,-1 / 2 \mid 3,1)=1 / 4 ; \\
& w_{\text {Bell }}(-1 / 2,-1 / 2 \mid 3,1)=1 / 4 ; \quad w_{\text {Bell }}(+1 / 2,-1 / 2 \mid 3,2)=1 / 4 ; \quad w_{\text {Bell }}(+1 / 2,+1 / 2 \mid 3,3)=1 / 2 ; \\
& w_{\text {Bell }}(+1 / 2,-1 / 2 \mid 3,3)=0 ; \quad w_{\text {Bell }}(-1 / 2,-1 / 2 \mid 3,2)=1 / 4 .
\end{align*}
$$

For any state, the obtained probabilities must satisfy the equality

$$
\begin{equation*}
w(+1 / 2,+1 / 2 \mid j, k)+w(-1 / 2,+1 / 2 \mid j, k)=w(+1 / 2 \mid k) \tag{60}
\end{equation*}
$$

it can be checked for Bell state, and this means that the sums of conditional probabilities in the left-hand side of this equality should be equal to each other for all three values of $j=1,2,3$ and for all three values of $k=1,2,3$. Also, it is worth mentioning that it is a nice way to check correctness of the calculations, which we just used.

Thus, we checked the new obtained equalities for entangled states, and, in the next section, we consider separable states of two qubits.

## 9. Separable Probability Distributions

We introduce a new notion of separable probability distributions on the example of the probability distribution describing two-qubit states with the density matrix of the form $\rho_{S}=\left(\begin{array}{cccc}1 / 2 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 / 2\end{array}\right)$; it corresponds to the convex sum of two ma-
trices $\rho_{1} \otimes \rho_{1}$, where $\rho_{1}=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$, and $\rho_{2} \otimes \rho_{2}$, where $\rho_{2}=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$, namely $\rho_{S}=\frac{1}{2}\left[\rho_{1} \otimes \rho_{1}+\rho_{2} \otimes \rho_{2}\right]$, and it is the density matrix of the separable state under discussion. Then, for the separable state with the density matrix $\rho_{S}$, we have the probabilities

```
w
wwS}(+1/2,+1/2 | 1,3) = 1/4; wws (+1/2,+1/2 | 1,2) = 1/4; wwS (+1/2,+1/2 | 2, 2)=1/4;
wwS}(+1/2,+1/2 | 1,1) = 1/4; wws (-1/2,+1/2 | 3,3) = 0; wws (-1/2,-1/2 | 3,1)=1/4;
wwS}(+1/2,-1/2 | 1,1) = 1/4; wwS (+1/2,-1/2 | 1,2) = 1/4; wwS (+1/2,-1/2 | 1,3) = 1/4;
wwS}(-1/2,+1/2 | 1,1) = 1/4; wwS (-1/2,-1/2 | 1,1) = 1/4; wwS (-1/2,-1/2 | 1,2)=1/4;
wwS
wwS}(+1/2,+1/2 | 2, 2) = 1/4; wwS (+1/2,-1/2 | 2,2) = 1/4; wwS (+1/2,+1/2 | 2,3)=1/4;
wwS}(+1/2,-1/2 | 2,3)=1/4; wwS (-1/2,+1/2 | 2,1)=1/4; wwS (-1/2,-1/2 | 2,1)=1/4;
w
wwS
w
```



Let us compare two probability distributions under consideration, i.e., look for the difference between $w_{\text {Bell }}(X, Y \mid j, k)$ and $w_{S}(X, Y \mid j, k)$; the first one is the entangled probability distribution obtained using the normalized superposition of two qubit states $\left|\psi_{1}\right\rangle=\binom{1}{0} \otimes\binom{1}{0}$ and $\left|\psi_{2}\right\rangle=\binom{0}{1} \otimes\binom{0}{1}$, with the Bell density matrix $\hat{\rho}_{\text {Bell }}$ given by (46), and the second one is the separable probability distribution describing the normalized separable state $\frac{1}{2}\left[\left(\left|\psi_{1}\right\rangle\left\langle\psi_{1}\right|\right)+\left(\left|\psi_{2}\right\rangle\left\langle\psi_{2}\right|\right)\right]$, with the density matrix $\rho_{S}=\frac{1}{2}\left(\begin{array}{llll}1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1\end{array}\right)$. The difference in the entangled probability distribution and separable probability distribution contains the influence of the superposition term contribution; it reads

$$
\begin{equation*}
w_{\text {Bell }}(X, Y \mid j, k)-w_{S}(X, Y \mid j, k)=\frac{1}{2}\left[\hat{U}(X, Y \mid j, k)_{14}+\hat{U}(X, Y \mid j, k)_{41}\right] \tag{62}
\end{equation*}
$$

where $\hat{U}(X, Y \mid j, k)$ are dequantizer operators. For example,

$$
\begin{array}{r}
w_{\text {Bell }}(+1 / 2,+1 / 2 \mid 3,3)-w_{S}(+1 / 2,+1 / 2 \mid 3,3)=0 \\
w_{\text {Bell }}(-1 / 2,-1 / 2 \mid 1,1)-w_{S}(-1 / 2,-1 / 2 \mid 1,1)=1 / 4 . \tag{64}
\end{array}
$$

## 10. Conclusions

Concluding, we summarize the results presented in this paper.
During a hundred years of development of quantum mechanics, quite a new notion of the state of a mechanical object, like a particle, using a complex wave function or vector in the Hilbert space and the density operator acting in the Hilbert space, was introduced. Nevertheless, the dream of the researchers was to find a classically clear object, like the notion of probability distribution available in classical statistical mechanics, to describe quantum states. For many decades, this dream created a similar but different notion to the Wigner function or the other quasiprobability distributions to describe quantum states. Only recently, the standard probability distribution method for describing quantum states
was suggested, and, in this work, we studied the application of this method to the state of qubits.

We explicitly obtained the probability distributions of qubit states for specific interesting states, such as entangled Bell states. We constructed the probability distribution representation of the two-spin- $1 / 2$ state and found the conditional probability distribution describing all 36 probabilities of both spin- $1 / 2$ projections onto different directions in the space. It is worth mentioning that the Bell state of two spin-1/2 contains correlations of two spin-subsystems associated with the superposition structure of the wave function describing the spins. Also, we constructed the probability representation describing the separable state of spins without the superposition structure and without such correlation.

We clarified the difference in the obtained probability distributions, which we called entangled probability distributions and separable probability distributions; such a notion has never been considered in standard probability theory because neither in classical physics nor in the other science areas were these probability distributions known and discussed. The details of these probability distributions, like different entropies and entropic inequalities, as well as explicit relations for different conditional probability distributions describing qubit states, will be considered in future publications. Since we constructed different quantizer-dequantizer operators for systems of two qubits, we can consider the relations of different probability representations of the same ququart states using probability distributions corresponding to the different quantizer-dequantizer operators [37], which are associated with the traces of dequantizer products. This means that there exist different probability distribution representations of one density operator of the ququart state related to the other by means of the probabilities determined by the trace of product of different ququart dequantizers; these relations will be studied in future publications.

It is worth mentioning recent books [38-40] in which contributions of the international community into establishing and developing the approach described in our paper are presented. Also, we should point out that new directions in theoretical research based on introduced probability representation of quantum states were used in quantum cosmo$\log y[41,42]$ and were recently applied in mathematical methods of group theory [43,44].

Author Contributions: Conceptualization, M.A.M. and V.I.M.; investigation, M.A.M. and V.I.M.; writing-original draft preparation, M.A.M.; writing—review and editing, V.I.M. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
Institutional Review Board Statement: Not applicable.
Data Availability Statement: The data presented in this study are available on request from the corresponding author.

Conflicts of Interest: The authors declare no conflicts of interest.

## References

1. Kolmogorov, A.N. Grundbegriffe der Wahrscheinlichkeitsrechnung; Julius Springer: Berlin/Heidelberg, Germany, 1933. Holevo, A.S. Probabilistic and Statistical Aspects of Quantum Theory; North-Holland: Amsterdam, The Netherlands, 1982; ISBN 0-444-86333-8.
Khrennikov, A. Non-Kolmogorov probability models and modified Bell's inequality. J. Math. Phys. 2000, 41, 1768-1777. [CrossRef] Khrennikov, A. Interpretations of Probability, 2nd ed.; Walter de Gruyter: Göttingen, Germany, 2009; ISBN 3110213192/9783110213195. Bell, J.S. On the Einstein-Podolsky-Rosen paradox. Physics 1964, 1, 195-200. [CrossRef]
Bell, J.S. Speakable and Unspeakable in Quantum Mechanics, 2nd ed.; Cambridge University Press: Cambridge, UK, 2004.
Basieva, I.; Khrennikov, A. Conditional probability framework for entanglement and its decoupling from tensor product structure. J. Phys. A Math.Theor. 2022, 55, 395302. [CrossRef]

Svozil, K. Are simultaneous Bell measurements possible? New J. Phys. 2006, 8, 39. [CrossRef]
Dirac, P.A.M. The Principles of Quantum Mechanics; Clarendon Press: Oxford, UK, 1981; ISBN 978019852011
Landau, L.D.; Lifshitz, E.M. Quantum Mechanics—Non-Relativistic Theory, 3rd ed.; Elsevier: Oxford, UK, 1981; ISBN 9780750635394 Landau, L. Das Dämpfungsproblem in der Wellenmechanik. Z. Phys. 1927, 45, 430. [CrossRef]
12. Wigner, E.P. On the quantum correction for thermodynamic equilibrium. Phys. Rev. 1932, 40, 749. [CrossRef]
13. Stratonovich, R.L. On distributions in representation space. Zh. Éksp. Teor. Fiz. 1957, 31, 1012, [English translation: Sov. Phys. J. Exp. Theor. Phys.1957, 4, 891-898].
14. Plebanski, J.F.; Przanowski, M.; Turrubiates, F.J. Weyl-Underhill-Emmrich quantization and the Stratonovich-Weyl quantizer. J. Phys. A Math. Gen. 2000, 33,795-804. [CrossRef]
15. Mancini, S.; Man'ko, V.I.; Tombesi, P. Symplectic tomography as classical approach to quantum systems. Phys. Lett. A 1996, 213, 1. [CrossRef]
16. Dodonov, V.V.; Man'ko, V.I. Positive distribution description for spin states. Phys. Lett. A 1997, 229, 335-339. [CrossRef]
17. Man'ko, O.V.; Man'ko, V.I.; Marmo, G. Alternative commutation relations, star products and tomography. J. Phys. A Math. Gen. 2002, 35 699. [CrossRef]
18. Man'ko, O.V.; Man'ko, V.I.; Marmo, G. Star-product of generalized Wigner-Weyl symbols on SU(2) group, deformations, and tomographic probability distribution. Phys. Scr. 2000, 62, 446-452. [CrossRef]
19. de Gosson, M.A. Symplectic Radon transform and the metaplectic representation. Entropy 2022, 24, 761. [CrossRef] [PubMed]
20. Przhiyalkovskiy, Y.V. Quantum process in probability representation of quantum mechanics. J. Phys. A Math. Gen. 2022, 55, 085301. [CrossRef]
21. Asorey, M.; Ibort, A.; Marmo, G.; Ventriglia, F. Quantum tomography twenty years later. Phys. Scr. 2015, 90, 074031. [CrossRef]
22. Lopez-Saldivar, J.A.; Man'ko, M.A.; Man'ko, V.I. Measurement of the temperature using the tomographic representation of thermal states for quadratic Hamiltonians. Entropy 2021, 23, 1445. [CrossRef]
23. Man'ko, O.V.; Tcherniega, N.V. Tomographic description of stimulated Brillouin scattering of light. J. Russ. Laser Res. 2001, 22, 201-218. [CrossRef]
24. Man'ko, O.V.; Man'ko, V.I. Probability representation of quantum states. Entropy 2021, 23, 549. [CrossRef]
25. Adam, P.; Andreev, V.A.; Man'ko, M.A.; Man'ko, V.I.; Mechler, M. SU(2) symmetry of qubit states and Heisenberg-Weyl symmetry of systems with continuous variables in the probability representation of quantum mechanics. Symmetry 2020,12, 1099. [CrossRef]
26. Born, M. Quantenmechanik der Stoßvorgänge. Z. Fur Phys. 1926, 37, 863-867. [CrossRef]
27. Ciaglia, F.M.; Di Cosmo, F.; Ibort, A.; Marmo, G. Dynamical aspects in the quantizer-dequantizer formalism. Ann. Phys. 2017, 385, 769-781. [CrossRef]
28. Man'ko, M.A.; Man'ko, V.I. Observables, interference phenomenon and Born's rule in the probability representation of quantum mechanics. Int. J. Quantum Inf. 2020, 18, 1941021. [CrossRef]
29. Husimi, K. Some formal properties of the density matrix. Proc. Phys. Math. Soc. Jpn. 1940, 22, 264-314.
30. Glauber, R.J. Coherent and incoherent states of the radiation field. Phys. Rev. 1963, 131, 2766-2788. [CrossRef]
31. Sudarshan, E.C.G. Equivalence of semiclassical and quantum-mechanical descriptions of statistical light beams. Phys. Rev. Lett. 1963, 10, 277-279. [CrossRef]
32. Chernega, V.N.; Man'ko, O.V. Dynamics of system states in the probability representation of quantum mechanics. Entropy 2023, 25, 785. [CrossRef]
33. Loubenets, E.R.; Kulakov, M.S. The Bloch vectors formalism for a finite-dimensional quantum system. J. Phys. A Math. Theor. 2021, 54 195301. [CrossRef]
34. Loubenets, E.R.; Khrennikov, A.Y. Quantum analog of the original Bell inequality for two-qudit states with perfect correlations/anticorrelations. J. Phys. A Math. Theor. 2021, 52, 435304. [CrossRef]
35. Loubenets, E.R. The generalized Gell-Mann representation and violation of the CHSH inequality by a general two-qudit state. J. Phys. A Math. Theor. 2020, 53, 045303. [CrossRef]
36. Man'ko, V.I.; Mendes, R.V. Non-commutative time-frequency tomography. Phys. Lett. A 1999, 263, 53-61. [CrossRef]
37. Adam, P.; Andreev, V.A.; Man'ko, M.A.; Man'ko, V.I.; Mechler, M. Properties of quantizer and dequantizer operators for qudit states and parametric down-conversion. Symmetry 2021, 13, 131-147. [CrossRef]
38. Marmo, G. Quantum Tomography, Resource Papers, Centro de Ciencias de Benasque Pedro Pascual, Spain. Available online: www.benasque.org/2012msqs/talks_contr /0912_Manko.pdf (accessed on 7 August 2023).
39. Marmo, G.; de Diego, D.M.; Lecanda, M.M. (Eds.) Classical and Quantum Physics, 60 Years Alberto Ibort Fest Geometry, Dynamics, and Control, Springer Proceedings in Physics; Springer: Cham, Switzerland, 2019; Volume 229.
40. Plotnitsky, A.; Haven, E. (Eds.) The Quantum-Like Revolution: A Festschrift for Andrei Khrennikov; Springer: Cham, Switzerland, 2023.
41. Stornaiolo, C. Tomographic cosmology. Phys. Scr. 2015, 90, 074032. [CrossRef]
42. Stornaiolo, C. Tomographic represention of quantum and classical cosmology. Astrophys Space Sci. Proc. 2014, 38, 211-219.
43. Amosov, G. On quantum tomography on locally compact groups. arXiv 2022, arXiv:2201.06049.
44. Amosov, G.G.; Korennoy, Y.A. On definition of quantum tomography via the Sobolev embedding theorem. Lobachevskii J. Math. 2019, 40, 1433-1439. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

