Statistical Process Control for Unimodal Distribution Based on Maximum Entropy Distribution Approximation
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Abstract: In statistical process control, the control chart utilizing the idea of maximum entropy distribution density level sets has been proven to perform well for monitoring the quantity with multimodal distribution. However, it is too complicated to implement for the quantity with unimodal distribution. This article proposes a simplified method based on maximum entropy for the control chart design when the quantity being monitored is unimodal distribution. First, we use the maximum entropy distribution to approximate the unknown distribution of the monitored quantity. Then we directly take the value of the quantity as the monitoring statistic. Finally, the Lebesgue measure is applied to estimate the acceptance regions and the one with minimum volume is chosen as the optimal in-control region of the monitored quantity. The results from two cases show that the proposed method in this article has a higher detection capability than the conventional control chart techniques when the monitored quantity is asymmetric unimodal distribution.

Keywords: maximum entropy distribution; control chart; acceptance region; type II error rate

1. Introduction

Statistical Process Control (SPC), based on the control chart and other monitoring methods, has been widely used in manufacturing, service, and industrial practices (see [1]). The conventional Shewhart chart is very popular for monitoring univariate quantity. During the last several decades, the control chart for the mean has been expanded to the well-known Hotelling’s $T^2$ chart, multivariate cumulative sum (CUSUM) chart and exponentially weighted moving average (EWMA) chart (see [2,3]). The Bayesian control chart is also proposed to monitor multivariate quantities (see [4,5]). For these control charts, the basic idea is to establish a probability distribution for the monitored quantity at first that can describe its randomness. Actually, this distribution always remains unknown in most practical situations. Then, test the newly monitored sample against the distribution of the monitored quantity. If the newly monitored sample has an obvious difference from the distribution of the monitored quantity, the process can be decided as out-of-control. Otherwise, the process is considered as in-control when the newly monitored sample is similar to the distribution of the monitored quantity (see [6]. For most practical situations, in order to implement SPC easily for practitioners, many conventional SPC techniques take the sample distribution as Normal distribution when the monitored quantity is a continuous variable, e.g., the Shewhart control chart technique, and take the monitored quantity as Poisson or Binomial distribution when it is a discrete variable, e.g., in most situations of sampling inspection in quality control. However, when the quantity being monitored in practical situations is not of the above cases, e.g., for small samples, multivariable and/or auto correlated data...
(see [7,8]), the performances of the conventional SPC techniques tend to be significantly diminished. Because the control limits are inaccurate, the true Type I error which is called false alarm probability will have a large discrepancy comparing to the designated false alarm probability, as well as for the Type II error which is called miss-detection probability in SPC. To provide sufficiently flexible control methods for more complicated problems, many nonparametric control charts have been proposed in recent researches (see [9]).

The entropy-based techniques have been formalized to detect the randomness of variables. Acharya et al. have discussed the various entropies applied on automated diagnosis of epilepsy using the electroencephalogram (EEG) signal comprehensively (see [10]). For EEG signal monitoring, there are several entropy features extracted from the EEG signal, and it has found many advantages in applying these entropy features, such as separating the useful signal from redundant information, improving the accuracy for epilepsy diagnosis, etc (see [10,11]). In EEG signal diagnosis, the entropy features are calculated as a numerical measure for the chaos of the signal. The entropy-based techniques are also used to detect the shifts of monitored quantities in SPC. Comparing to the EEG signal diagnosis, the entropy is mainly used to determine the probability distributions of monitored quantities. Information-Theoretic Process Control (ITPC) is the signal charting procedures for monitoring the quantity without a need to make distribution assumption (see [12]). In ITPC, Maximum Entropy (ME) distribution is proposed to approximate the distribution for the monitored quantity. Based on the maximum entropy principle, the ME distribution is estimated by maximizing the Shannon entropy subjected to the specified constraints (see [13]). Then, the ITPC method takes the Kullback–Leibler (KL) divergence between the ME distribution and the sample distribution as the monitoring statistic. When the KL divergence is larger than the threshold value, the signalling will be generated to mind that the sample is out-of-control. However, for the case of small sample size, the KL divergence might not perform well (see [6]). Furthermore, when the distribution of the quantity being monitored is multimodal, the in-control region might not be continuous.

Aiming to tackle the weakness of the ITPC method, Das and Zhou (see [6]) have applied the Maximum Entropy Level Set to design the control chart, which is called the MELS chart. Like the ITPC method, it also uses the ME distribution to fit the distribution of the monitored quantity. However, instead of using the KL divergence as the final monitoring statistic, it proposes a new principle to find the optimal in-control region which is more convenient to use and works well for the small size sample. Generally, it takes the function of quantity \( T(X) \) as the monitoring statistic, with the Type I error \( \alpha \); the optimal in-control region is as

\[
I^* = \{ X : T(X) \leq h \},
\]

where \( h \) denotes the threshold value in the MELS chart. \( T(X) \) is a polynomial of \( X \) and it is expressed as the exponential part of the ME distribution function (see Section 2). For the newly monitored sample, when \( T(X) > h \), it belongs to the out-of-control region. Otherwise, the newly monitored sample is in-control. The main principle in MELS is: given the Type I error \( \alpha \), it selects the density level set with the minimum volumes to be the optimal in-control region. The MELS chart has been proven to perform better than the ITPC method for the multimodal distributions such as mixture Normal distributions. Because of the multimodal distributions, the acceptance region of \( X \) is probably not a continuous set. Take the multimodal distribution \( \rho_{\text{mix}1.0}(x) \) from Das and Zhou’s (see [6]) research as an example. With \( \alpha = 0.05 \), when \( h \) was found to be 2.894, then \( X \) belonging to the acceptance region is \((-2.9, -0.9) \cup (0.9, 2.9)\). By using \( T(X) \), it can make the in-control region expression one continuous set, i.e., \( T(X) \leq 2.849 \). However, since \( T(X) \) always tends to be a high moment polynomial, it is very difficult to calculate \( h \) under the specified \( \alpha \). For the unimodal distribution of quantity \( X \) being monitored, such as the Normal distribution, Gamma distribution, Weibull distribution etc., the maximum entropy density level set for \( X \) must be continuous. Thus, the existing MELS chart is inconvenient and somewhat unnecessary for the unimodal distribution. Since the unimodal distribution of quantity being monitored is very common in practice, we propose a novel method for
the unimodal distribution based on the MELS technique in this paper. Instead of taking $T(X)$ as the monitoring statistic, we use $X$ as the monitoring statistic directly to design the control chart. Because the monitoring statistic $X$ is simpler than $T(X)$, the method we propose in this paper is called the simplified MELS chart.

The article is organized as follows. In Section 2, we introduce the concept of entropy and ME density approximation to the distribution of monitored quantity under the given constraints. The simplified MELS chart for the quantity with unimodal distribution is given in Section 3, and it also presents the comparison performances between the simplified MELS chart and the other two familiar control charts in this section. Two cases for validating the proposed method are given in Section 4.

2. ME Distribution

The concept of entropy in this paper is taken from information theory, and it is called Shannon entropy (see [14]). According to Shannon entropy, Jaynes (see [13]) proposed the Maximum Entropy principle. Since then, this principle has found many application fields such as physics (see [15]), metrology (see [16]), engineering and economics (see [17,18]).

2.1. Maximum Entropy Framework

Let $x$ denote a one-dimensional continuous random variable with probability density function $p(x)$. The entropy $H$ can be formulated as

$$H = - \int p(x) \ln p(x) dx.$$  \hspace{1cm} (2)

A series of functions of $X$ are defined as $f_i(x)$, and the expected values of $f_i(x)$ are $m_i = E(f_i(x))$ and $i = 1, 2, \cdots, n$. $E(f_i(x))$ are always expressed by the mean, variance, as well as higher order moments. According to the Maximum Entropy principle, the ME distribution density $p(x)$ is determined by solving the following optimization problem

$$\begin{align*}
\max & \quad H = - \int_S p(x) \ln p(x) dx \\
\text{subject to:} & \quad \int_S p(x) dx = 1 \\
& \quad \int_S f_i(x) p(x) dx = m_i,
\end{align*}$$

where $S$ denotes the distribution space of $X$. Using the method of Lagrange multipliers, we can obtain the general formula of the ME density as follows

$$p(x) = \exp \left( \lambda_0 + \sum_{i=1}^n \lambda_i f_i(x) \right),$$ \hspace{1cm} (4)

where $\lambda_0$ and $\lambda_i$ are the Lagrange multipliers, and $n$ is the moment order.

In the cases of $n < 2$, the optimization problem can be solved analytically. It is obvious that the ME distribution will become Normal distribution when the constraints are the expectation and variance of $X$. Furthermore, the ME density will turn into Rectangular distribution if the constraints are only boundaries of $X$. Actually, under a specified set of constraints, as a solution to optimization of the maximum entropy, ME distributions can be obtained as some regular probability distributions such as Gamma, Exponential and Weibull (see [19]).

In most situations, i.e., $n \geq 2$, the ME density cannot be estimated analytically, because of the higher statistical moment constraints. In order to estimate the value of $\lambda_i$, we have to select an optimization algorithm according to the specified constraints. When the constraints in Equation (3)
are the higher order moments, most of the literature suggests the Newton’s method to solve the optimization problem (see, e.g., [20,21]). We also use Newton’s method to achieve optimization to estimate the ME distribution density in this paper.

2.2. ME Distribution Density Determined by Moments

In quality monitoring practice, whether the process is “in-control” or out-of-control always depends on the collected samples. In this paper, we consider the situations with following constraints: \( f_i(x) = x^i, i = 0, 1, \cdots, n \). The moments \( E(x^i) \) are usually known or calculated by utilizing the prior in-control samples. The ME distribution can be determined by solving the following optimization problem

\[
\begin{align*}
\max \quad & H = -\int_S p(x) \ln p(x) dx \\
\text{subject to:} \quad & \int_S x^i p(x) dx = m_i.
\end{align*}
\]

(5)

Based on Equation (4), the ME distribution density function in this situation is given as

\[
p(x) = \exp \left( \sum_{i=0}^{n} \lambda_i x^i \right).
\]

(6)

From Equation (6), we can see that the ME density is an exponential power function for variable \( X \), and in SPC practice it is used to approximate the unknown distribution of the monitored quantity \( X \), whenever the distribution is symmetric or not. Because of the specific formula expression, it is convenient to design the control chart by using ME density approximation.

How to select the moment order is an important problem for ME density estimation, but it is also a difficult problem that still needs to be researched. It has been recommended to use an order of about four to six in some heuristic guidelines (see [22]). Reference [6] proposed \( T(X) = \sum_{i=0}^{n} \lambda_i x^i \) as the monitoring statistic in the MELS method; it is apparent that \( T(x) \) is a high moment polynomial. In this article, we choose the order \( n = 5 \).

3. Control Chart Based on ME Distribution

After approximating the distribution of monitored quantity by ME distribution density, then we design the control chart based on the ME distribution in this section. Furthermore, we also summarize the design steps and implementation of the control chart.

3.1. Statistic of the Simplified MELS

The basic idea of the control chart we propose in this article is to divide the sample space \( S \) into two regions, the region \( I \) and the region \( I^c \), which denote the in-control and out-of-control states respectively. The principle to establish the acceptance region is that when the sample is in-control we must accept it with a high probability, otherwise reject it with a high probability. However, there are two risks (Type I error and Type II error) in this process (see Section 1). Generally, given a specified value \( \alpha \) of Type I error rate, the acceptance region must be calculated to meet \( \alpha \). In practice, the value \( \alpha \) is usually determined in accordance with the customers’ demands or governments’ rules. In this article, there is a set of acceptance regions formulated by

\[
\Omega = \{ I : P(X \in I) \geq 1 - \alpha, X \sim F_0 \},
\]

(7)

where \( F_0 \) stands for the distribution of monitored quantity \( X \), and we can take the ME distribution to approximate it.

Theoretically, for a specified value \( \alpha \), there are many sets of \( I \) that satisfy Equation (7), but the corresponding Type II error rates \( \beta \) are different for each \( I \). According to the principle of control chart
design, among these sets, we must find the one with the lower Type II error rate \( \beta \), and take it as the optimal in-control region \( I^* \). As for the lower Type II error rate \( \beta \), the control chart can be signalling with a higher probability when the monitored variable is out-of-control. However, the Type II error rate \( \beta \) is very difficult to calculate, because the real distribution of \( X \) is usually unknown when it is out-of-control. Hence, we cannot predict the exact value of \( \beta \) for an acceptance region beforehand. Park et al. used the Lebesgue measure of set \( I \) to decide the optimal in-control region \( I^* \), and it has been proven that the upper bound of the Type II error rate will be minimized if the Lebesgue measure of set \( I \) is minimum (see [23]). Let \( F_1 \) denote the distribution of \( X \) when it stays in the out-of-control region and \( F_1 \) has the upper bound value of \( B \). Park et al. (see [23]) defined the Type II error rate as

\[
P(X \in I; X \sim F_1) \leq B \nu(I),
\]

where \( \nu(I) \) is the Lebesgue measure of set \( I \). From Equation (8), the optimal in-control region \( I^* \) can be concluded as

\[
I^* = \arg \min_I \{ \nu(I); I \in \Omega \}.
\]

Equations (8) and (9) show that when the Lebesgue measure of acceptance region \( I \) is minimum, there will be a lower upper bound of the Type II error rate. If the distribution \( F_0 \) is unimodal, we can prove that, given a specified Type I error rate \( \alpha \), there exists a minimum continuous set for the variable \( X \) with the probability of \( p = 1 - \alpha \). For the symmetric unimodal distribution, the probabilistically symmetric coverage has been proven to contain the minimum volume of \( X \), e.g., Normal distribution (see [24]).

Thus, instead of \( T(X) \) in MELS, we directly take variable \( X \) as the monitoring statistic in this paper for the unimodal distribution. Because the monitoring statistic \( X \) is simpler than \( T(X) \), the method we propose here is called the simplified MELS chart. Let \( p(x) \) be the ME distribution destiny of \( X \) and use it (see Equation (6)) to approximate the distribution \( F_0 \), then the ME cumulative distribution function (c.d.f) is

\[
F(x) = \int_{X<x} p(x)dx.
\]

With a specified \( \alpha \), when the ME density is symmetric, the optimal in-control region \( I^* \) can be calculated as

\[
I^* = \{ X : x \in (F^{-1}(\alpha/2), F^{-1}(1 - \alpha/2)), X \sim F \},
\]

where \( F^{-1} \) is the inverse ME cumulative distribution function.

When the ME distribution is asymmetric, the optimal in-control region under the Type I error rate \( \alpha \) needs to be searched. Letting \( r \) be an appropriate small positive value and \( r \in [0, \alpha] \), the optimal in-control region is determined by \( r^* \) such that

\[
F^{-1}(1 - \alpha + r^*) - F^{-1}(r^*) \leq F^{-1}(1 - \alpha + r) - F^{-1}(r).
\]

Thus, for the asymmetric distribution, the optimal in-control region can be expressed as

\[
I^* = \{ X : x \in (F^{-1}(r^*), F^{-1}(1 - \alpha + r^*)), X \sim F \}.
\]

When \( r^* = 0.5\alpha \), the optimal in-control region in Equation(13) is equivalent to the case of the symmetric modal distribution. So the symmetric modal distribution is a special case for asymmetric modal distribution.

However, from Equation (6), we can see that the ME distribution density \( p(x) \) is the high-order exponential distribution. In most cases, it is very difficult to calculate the inverse cumulative
distribution function (c.d.f) $F^{-1}(x)$ analytically. Instead of determining the continuous function $F^{-1}(x)$, given a specified $\alpha$, we always use the numerical approximation method such as dichotomy to calculate the discrete values of $F^{-1}(x)$. Then, the acceptance regions can be approximately found, as well as the optimal in-control region $I^*$. 

### 3.2. Comparison Performance of the Three Charts

In order to make the simplified MELS chart easy to understand, we present its comparison performances with the conventional Shewhart chart and nonparameter Quantile chart.

One of the classical control charts in SPC is the conventional Shewhart chart, and it assigns Normal distribution $N(\mu, \sigma^2)$ to the variable $X$. Accordingly, with a specified Type I error rate $\alpha$, we can calculate the optimal in-control region as 

$$I^* = \{ X : x \in (\mu - k\sigma, \mu + k\sigma), X \sim F_0 \},$$

where $k$ is a constant obtained by

$$\int_{\mu - k\sigma}^{\mu + k\sigma} p(x)dx = 1 - \alpha.$$  \hspace{1cm} (14)

To normal distribution, when $\alpha = 0.05$, we can find $k = 1.96$. For the ME distribution estimation, there is a special case that when the only moment constraints in Equation (5) are given as $\mu = E(X)$ and $\sigma^2 = E(X - \mu)^2$, then Equation (6) in this case is also formalized as normal distribution $N(\mu, \sigma^2)$. Hence, the optimal in-control regions here obtained by the simplified MELS chart and the conventional Shewhart chart are the same.

The nonparameter Quantile chart is using quantiles of the distribution to decide the in-control acceptance regions, so it must estimate the quantiles first. When the distribution of quantity $X$ is fitted by ME distribution, given the specified $\alpha$, the upper quintile and the lower quintile are obtained by $F^{-1}(1 - \alpha/2)$ and $F^{-1}(\alpha/2)$ respectively. The nonparameter Quantile chart acceptance region is

$$I^* = \{ X : x \in [F^{-1}(\alpha/2), F^{-1}(1 - \alpha/2)], X \sim F \}. \hspace{1cm} (15)$$

Comparing the three charts under the same Type I error rate $\alpha$, we can see that all of the three control charts are somewhat equivalent to finding the acceptance regions when the distribution of the monitored quantity is a symmetric unimodal distribution. Furthermore, for the asymmetric unimodal distribution, the three charts are different to each other. In order to find the better control chart, we have to calculate the Type II error rate $\beta$ for several control charts. The one with the smallest $\beta$ is selected as a better control chart (see Section 4).

### 3.3. Application Steps for the Proposed Method

To implement the simplified MELS chart, it can be reduced to the following two steps.

**Step 1.** Estimate the ME destiny of the monitored quantity $X$ subjected to the constraints of the order moments, and use it as the approximation to the distribution of $X$. There is more detailed information in Section 2.

**Step 2.** After approximating to the distribution of the monitored quantity, an optimal in-control region $I^*$ for the decision needs to be estimated with a specified Type I error rate $\alpha$. By using the numerical/analytical method, $I^*$ is selected such that $F^{-1}(1 - \alpha + r^*) - F^{-1}(r^*) \leq F^{-1}(1 - \alpha + r) - F^{-1}(r)$.

### 4. Case Study

This section gives two cases to validate the simplified MELS chart, including the situations of symmetric unimodal distribution and asymmetric unimodal distribution of monitored quantities.
4.1. Symmetric Unimodal Distribution

First, the symmetric distribution we consider here is the standard Normal distribution. Suppose the quantity \( X \) being monitored is in-control and it follows the standard Normal distribution \( N(0,1) \). Then, we can obtain

\[
p(x) = \frac{1}{\sqrt{2\pi}} \exp\left(-\left(\frac{x}{2}\right)^2\right).
\] (16)

For ME distribution estimation, we use the Monte Carlo method to generate samples from the standard Normal distribution at first. Suppose the generated samples are: \( x_1, x_2, \ldots, x_N \), where \( N \) is the sample size, then the \( i \)th order moment of \( X \) is given by

\[
m_i = \frac{\sum_{j=1}^{N} x_j^i}{N}.
\] (17)

Theoretically, as \( N \to \infty \), the \( m_i \) converges to the standard Normal distribution. However, the size of observations for the monitored quantity is finite in practice, and the most commonly used sample size required to establish the conventional control chart is \( N = 91 - 500 \) (see [25]). Thus, we take the Monte Carlo sample size as \( N = 200 \) for the two cases in this paper. The moment order in Equation (5) is selected as five, i.e., \( n = 5 \), and the corresponding \( \lambda_i (i = 0, 1, \ldots, 5) \) in Equation (6) are estimated by Newton’s method. Both the values of \( m_i \) and \( \lambda_i \) are listed in Table 1. The true density function of \( X \) and the ME density are shown in Figure 1.

**Table 1.** Parameters of Maximum Entropy (ME) density for symmetric unimodal distribution.

<table>
<thead>
<tr>
<th>( i )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_i )</td>
<td>1</td>
<td>−0.0357</td>
<td>1.0069</td>
<td>−0.1343</td>
<td>2.6476</td>
<td>0.1072</td>
</tr>
<tr>
<td>( \lambda_i )</td>
<td>−0.9313</td>
<td>−0.0106</td>
<td>−0.4721</td>
<td>−0.0095</td>
<td>−0.0048</td>
<td>−0.0000</td>
</tr>
</tbody>
</table>

**Figure 1.** Density functions of the symmetric unimodal distribution.

The specified Type I error \( \alpha \) is given as 0.05; the value of \( k \) for the conventional Shewhart control chart is 1.96. The acceptance region for the nonparameter Quantile chart is found to be \((-2.0181, 1.8600)\), and it is \((-1.9300, 1.9500)\) for the simplified MELS chart. The upper control limit
(UCL) and the lower control limit (LCL) along with the volume of the acceptance region (UCL–LCL) of the control charts are listed in the Table 2, and we can see that the three control charts are somewhat close to each other.

Table 2. Control limits of the three control charts for symmetric unimodal distribution.

<table>
<thead>
<tr>
<th></th>
<th>LCL</th>
<th>UCL</th>
<th>UCL–LCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shewhart</td>
<td>−1.9600</td>
<td>1.9600</td>
<td>3.9200</td>
</tr>
<tr>
<td>MELS</td>
<td>−1.9300</td>
<td>1.9500</td>
<td>3.8800</td>
</tr>
<tr>
<td>Quantile</td>
<td>−1.9621</td>
<td>1.9570</td>
<td>3.9191</td>
</tr>
</tbody>
</table>

4.2. Asymmetric Unimodal Distribution

For an asymmetric distribution model, we consider the Rayleigh distribution which has been widely used in engineering fields such as information engineering. Let the monitored quantity $X$ follow the Rayleigh distribution, and it has the density function

$$p(x|d) = \frac{x}{d^2} \exp\left(-\frac{x^2}{2d^2}\right), \quad x \geq 0,$$

where $d$ is the parameter of the Rayleigh distribution, $E(X) = d\sqrt{\frac{\pi}{2}}$ and $D(X) = \frac{4-\pi}{2}d^2$. Considering $d = 2$, the Rayleigh distribution is shown in Figure 2. To make the comparison among the three control charts much fairer, we first design the control charts based on the Rayleigh distribution (the true distribution), then use the ME distribution of $X$ to see the differences.

![Figure 2. Density functions for the asymmetric unimodal distribution.](image)

4.2.1. Comparison Based on the True Distribution

If the distribution of $X$ is assigned to be the asymmetric Rayleigh distribution here, then the Shewhart chart is meaningless. Hence, the comparisons are only between the simplified MELS and nonparameter Quantile charts. Based on the true distribution, given $\alpha = 0.05$, the optimal in-control region for the simplified MELS method is calculated as $(0.2212, 5.0007)$ and it is $(0.4500, 5.4324)$ for the nonparameter Quantile chart (see Table 3). To determine the better control chart, we have to calculate the Type II error rate for both charts.
Table 3. Control limits of the two control charts for asymmetric unimodal distribution.

<table>
<thead>
<tr>
<th></th>
<th>LCL</th>
<th>UCL</th>
<th>UCL–LCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MELS</td>
<td>0.2212</td>
<td>5.0007</td>
<td>4.7795</td>
</tr>
<tr>
<td>Quantile</td>
<td>0.4500</td>
<td>5.4324</td>
<td>4.9824</td>
</tr>
</tbody>
</table>

Suppose that the out-of-control \( X \) here is also a Rayleigh distribution with the increased parameter \( d \), and it is clear that both the mean and the variance of \( X \) are shifted from the Rayleigh distribution with \( d = 2 \). Then we can define the out-of-control density function of \( X \) as

\[
p(X|d + \delta) = \frac{x}{(d + \delta)^2} \exp \left( -\frac{x^2}{2(d + \delta)^2} \right), \quad x \geq 0,
\]

where \( \delta \geq 0 \). Figure 3 shows the Type II error rates \( \beta \) of the two acceptance regions obtained by the MELS chart and the Quantile chart respectively. The Type II error rates \( \beta \) are plotted for the various values of \( \delta \) and we can see that the \( \beta \) of simplified MELS is much smaller than the Quantile chart. The lower Type II error rates can improve the higher capability of the control chart to detect the shifts in the mean and variance. Thus, it confirms that the simplified MELS chart performs better than the Quantile chart for asymmetric unimodal distribution.

![Figure 3. Type II error for the asymmetric unimodal distribution based on true distribution.](image)

4.2.2. Comparison Based on the ME Distribution Approximation

Similar to Section 4.1, at first, we have to estimate ME distribution to approximate the distribution of \( X \). The Monte Carlo method is performed to draw samples from the Rayleigh distribution with \( d = 2 \) and the sample size is also \( N = 200 \). The five moments are calculated from Equation (17) and the \( \lambda_i (i = 0, 1, \ldots, 5) \) in Equation (6) are estimated by Newton’s method. Both the moments and the \( \lambda_i \) are shown in Table 4. The ME density approximation to the Rayleigh distribution is showed in Figure 2. It is visible that the differences between the true density and the ME density in Figure 2 are larger than in Figure 1. That is mainly because the optimization for \( \lambda_i \) is much more difficult in asymmetric unimodal distribution than in the case of symmetric distribution.
Table 4. Parameters of ME density for the asymmetric unimodal distribution.

<table>
<thead>
<tr>
<th>$i$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_i$</td>
<td>1</td>
<td>2.5083</td>
<td>7.9761</td>
<td>30.8721</td>
<td>128.1232</td>
<td>591.5907</td>
</tr>
<tr>
<td>$\lambda_i$</td>
<td>−2.6913</td>
<td>0.9143</td>
<td>0.3876</td>
<td>−0.3339</td>
<td>0.0614</td>
<td>−0.0036</td>
</tr>
</tbody>
</table>

Based on the ME distribution approximation to the distribution of the monitored quantity, with $\alpha = 0.05$, the control limits and the acceptance regions (UCL–LCL) of the three charts are shown in Table 5. Furthermore, it is obvious that the volume of acceptance region in the simplified MELS chart appears much smaller than the Quantile chart. Although the conventional Shewhart chart has the smallest volume of acceptance region with $k = 1.96$, it is very unreasonable to use the Shewhart chart in this case. First, with its acceptance region, the actual $\alpha$ is much smaller than 0.05 for this asymmetric distribution here. Furthermore, the value of LCL for the Shewhart chart is $−0.0617$ which contradicts the non-negative quantity $X$ (see Equation (18)). Hence, the comparison of Type II error rates is just presented between the simplified MEIS chart and the Quantile chart. Suppose the distribution of out-of-control $X$ is the same as Equation (19), and the Type II error rates of the two control charts are plotted for each $\delta$ in Figure 4. From Figure 4, it is clear that the Type II error rates for the simplified MELS chart are much lower than the Quantile chart. This helps to improve the capacity of detecting the shifts for the monitored quantity better than the Quantile chart. Thus, comparing to the conventional charts, the simplified MELS control chart performs more effectively for monitoring the quantity with unimodal distribution.

Table 5. Control limits of the three control charts for the asymmetric unimodal distribution.

<table>
<thead>
<tr>
<th></th>
<th>LCL</th>
<th>UCL</th>
<th>UCL−LCL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shewhart</td>
<td>−0.0617</td>
<td>5.0735</td>
<td>4.5213</td>
</tr>
<tr>
<td>MELS</td>
<td>0.0000</td>
<td>5.0180</td>
<td>5.0180</td>
</tr>
<tr>
<td>Quantile</td>
<td>0.3150</td>
<td>5.7012</td>
<td>5.3862</td>
</tr>
</tbody>
</table>

Figure 4. Type II error for the asymmetric unimodal distribution based on ME distribution.
5. Discussion

Theoretically, the acceptance regions are supposed to be totally equivalent in the situation of symmetric distribution. The divergences among the three acceptance regions are mainly attributed to the incomplete ME density approximation of the true density (see Table 1). With the improvement of optimization techniques, the ME distribution and the true distribution tend to overlap (see Figure 1). Hence, for most symmetric distribution situations, once the sample size for conventional control charts design is required (see [25]).

For the asymmetric unimodal distribution, given a specified Type I error rate $\alpha$, the acceptance regions obtained by the simplified MELS chart have lower Type II error rates $\beta$ (see Figures 3 and 4) whatever the unknown distribution of monitored quantity is approximated by the true distribution or ME distribution. The lower Type II error rate $\beta$ can improve the higher detection capability for the control chart, thus the simplified MELS chart performs much better than the Shewhart chart and the Quantile chart when the monitored quantity is the asymmetric unimodal distribution.

The advantages of application of the simplified MELS chart are found as follows: (i) For the monitored quantity with unknown distribution in SPC, it can be used to establish the control chart without making an assumption of the distribution of the monitored quantity. (ii) For the monitored quantity with unimodal distribution, it is easier and more convenient for the users to decide the optimal in-control region compared to the existing MELS chart. (iii) It has a higher detection capability than the conventional control charts for the monitored quantity with asymmetric unimodal distribution. (iv) It can be widely used for the nonparametric control chart design in manufacturing, such as the products’ processing control quality attributes such as the length, weight, purity, time, output, etc., even the service quality attributes such as the responsiveness, assurance and reliability.

The effectiveness of the simplified MELS method depends a lot on the approximation degree between the ME density and the true density. Thus, the big challenge for the proposed method is the optimization of the Lagrange multipliers $\lambda$ in ME distribution estimation. We can see that the differences between the true density and the ME density in Figure 2 are larger than that in Figure 1, because the optimization for $\lambda$ is much more difficult in asymmetric unimodal distribution than in the case of symmetric distribution. In ME density estimation, the higher order moment constraints can help to mine much more information about the monitored quantity, but they also cause a more complicated optimization problem. Thus, in future work, the number of order moments in ME density estimation is a difficult problem that still needs further research. Besides, improving the optimization algorithm in ME density estimation is another way to increase the effectiveness of the MELS/simplified MELS method, and we can try to utilize intelligence algorithms such as the genetic algorithm to improve the optimization results.

6. Conclusions

A novel attempt has been made to propose a simplified MELS chart for the unimodal distribution of the monitored quantity in this article. First, the distribution of the monitored quantity is approximated by the ME density. Then, instead of $T(X)$ in the MELS chart, $X$ is taken directly as the monitoring statistic in the proposed method. Finally, under the Type I error rate $\alpha$, the ME density level set with the minimum volume of $X$ is considered as the optimal in-control region. Thus, compared to the MELS chart, the acceptance region for monitored quantity in the simplified MELS chart is more convenient to establish and it is easier for the users to implement. The results from the case study have validated that the simplified MELS chart performs better than the Shewhart chart and the Quantile chart for the monitored quantity with asymmetric unimodal distribution.
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