A Novel Feature Extraction Method for Ship-Radiated Noise Based on Variational Mode Decomposition and Multi-Scale Permutation Entropy
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Abstract: In view of the problem that the features of ship-radiated noise are difficult to extract and inaccurate, a novel method based on variational mode decomposition (VMD), multi-scale permutation entropy (MPE) and a support vector machine (SVM) is proposed to extract the features of ship-radiated noise. In order to eliminate mode mixing and extract the complexity of the intrinsic mode function (IMF) accurately, VMD is employed to decompose the three types of ship-radiated noise instead of Empirical Mode Decomposition (EMD) and its extended methods. Considering the reason that the permutation entropy (PE) can quantify the complexity only in one scale, the MPE is used to extract features in different scales. In this study, three types of ship-radiated noise signals are decomposed into a set of band-limited IMFs by the VMD method, and the intensity of each IMF is calculated. Then, the IMFs with the highest energy are selected for the extraction of their MPE. By analyzing the separability of MPE at different scales, the optimal MPE of the IMF with the highest energy is regarded as the characteristic vector. Finally, the feature vectors are sent into the SVM classifier to classify and recognize different types of ships. The proposed method was applied in simulated signals and actual signals of ship-radiated noise. By comparing with the PE of the IMF with the highest energy by EMD, ensemble EMD (EEMD) and VMD, the results show that the proposed method can effectively extract the features of MPE and realize the classification and recognition for ships.
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1. Introduction

Ships are important equipment in the marine field. Ship-radiated noise can reflect some important physical properties of ships, so the research of ship-radiated noise is of great significance. Feature extraction of ship-radiated noise is one of the key problems in the field of underwater acoustic signal processing and plays a significant role in research and practical application. Ambient noise, which is constituted by contributions from numerous natural and anthropogenic sources, has made it difficult to extract the features of ships that can reflect properties of the ship from the ship-radiated noise [1,2]. As a result, accurate feature extraction of ship radiated-noise becomes a very challenging work by traditional analysis in the time and frequency domains. For example, Fourier transform analysis cannot reflect time-varying characteristics of the signal well; also, the wavelet transform can provide signal time-frequency information at the same time, while it is limited by the selection of the wavelet basis function [3].
The Empirical Mode Decomposition (EMD) [4,5] method was put forward by Huang et al. in 1998. The EMD is completely self-adaptive and a data-driven method that is based on the scale characteristics of the signal itself. The intrinsic mode function (IMF) obtained by EMD can represent the real physical meaning of the signal, and it can also reflect the real physical characteristics of the system. The EEMD [6] method is an improved EMD method, which can effectively solve the problem of mode mixing. However, EMD, and its extended methods, are empirical algorithms and sensitive to noise, without a solid theoretical foundation in mathematics. In contrast to EMD and EEMD, variational mode decomposition (VMD) [7,8], first introduced by Dragomiretskiy et al., is a non-recursive method to analyze non-linear and non-stationary signals, which can adaptively decompose signals into a number of quasi-orthogonal IMFs. Each IMF is compact around a center frequency which can be estimated online. In addition, some studies show the VMD is superior to EMD and its extended methods in noise robustness, signal decomposition, and extraction.

With the development of the theory and practice of VMD, EMD, and its extended methods, they have been widely applied in the fields of fault diagnosis [9,10], biomedical science [11,12], geophysics [13], and underwater acoustic signal processing [14–17]. For example, research in [9] an EEMD-based methods for fault diagnosis of rotating machinery is proposed and applied to rub-impact fault diagnosis of a power generator and early rub-impact fault diagnosis of a heavy oil catalytic cracking machine set. In [16], the centre frequency of IMF with the highest energy by EEMD constructed a new characteristic parameter that can distinguish different types of ships. In [18], a denoising method, which combines VMD and detrended fluctuation analysis, addresses the selection of the number of modes. In addition, it shows low computational cost and the superior denoising performance on simulated and real signals. Research in [10] investigated the equivalent filtering characteristics of VMD, and proved that the multiple features can be better extracted with the VMD for rotor-stator fault diagnosis. Research in [19] investigated features of VMD illustrated three potential applications of VMD in extracting time-varying oscillations, detrending, as well as detecting impacts. Most of the above proved the feasibility and effectiveness of these decomposition methods for feature extraction. Moreover, VMD showed some advantages over EMD and EEMD in some studies.

Permutation entropy (PE) [20], as a nonlinear dynamics parameter, is a powerful tool which can describe the complexity of a time series. It only takes into account the temporal information in the time series, thus, it has the advantages of simple calculation, strong anti-noise ability, robustness, and low computational cost. MPE [21,22], which is based on PE, can describe the complexity of time series in different scales. Many studies have extracted features of signals by PE combining VMD, EMD, or EEMD in the fields of medicine [23–25], fault diagnosis [26–30], and underwater acoustic signal processing [31]. In [24], the energy, the renyi entropy, and the PE of the first three modes are calculated and used as diagnostic features by VMD, and experimental results show that the proposed method can distinguish accurately between shockable ventricular arrhythmia and non-shockable ventricular arrhythmia by a classifier. In [27], the PE of the first five IMFs by EEMD are regarded as the feature of a vibration signal, and optimized support vector machines are used to classify the fault type and severity; simulation results demonstrate that the proposed approach can effectively distinguish the fault type with high accuracy for motor bearing faults. In [28], a novel method of fault diagnosis for rolling bearings based on VMD, PE, and SVM is put forward, and PEs of all the IMFs by VMD are regarded as the characteristic vector, the comparison results showing that the proposed method outperforms the method bases on EMD and PE. However, few studies have extracted features of signals by MPE combining VMD, EMD, or EEMD in many fields.

In recent years, many scholars have conducted much research on the feature extraction of ship-radiated noise. In [14], the statistic centre frequency of eight IMFs by EMD construct a characteristic vector, which can achieve higher discrimination for different types of ships. Moreover, research in [15] extracts the energy difference between the high- and low-frequency characteristics from different ship-radiated noise signals by EEMD. In [31], PE is first used to extract features of ship-radiated noise combining EMD, and the proposed method has better separability than [15].
However, as far as we know, few studies have extracted features of signals by VMD combining MPE in the field of underwater acoustic signal processing.

In this paper, based on the above analysis, a new method for feature extraction of ship-radiated noise is presented by taking advantage of the VMD and MPE. The outline of this paper is as follows: Section 1 is the introduction; Section 2 is the basic theory of VMD and MPE; in Section 3, the review of the proposed method for feature extraction of ship-radiated noise is presented; in Section 4, the proposed method is applied to simulation experimental data; in Section 5, the proposed method is applied to ship-radiated noise signals; and, finally, Section 6 is the conclusion.

2. Basic Theory

2.1. VMD Method

VMD is a new multi-component signal decomposition algorithm based on Wiener filtering, Hilbert transform, and heterodyne demodulation. Unlike EMD and its extended algorithms, it defines the IMF as an amplitude-modulated-frequency-modulated (AM-FM) signal as follows:

\[ u_k(t) = A_k(t) \cos(\phi_k(t)) \] (1)

where the envelope \( A_k(t) \) and instantaneous frequency \( \phi_k(t) \) are nonnegative. In addition, the change of \( A_k(t) \) and \( \phi_k(t) \) are more slower than \( \phi_1(t) \). Each \( u_k \) is compact around a respective centre frequency, and its bandwidth is obtained by means of Gauss smooth demodulation. When VMD is used to non-recursively decomposed multi-component signal, the constrained variational problem is defined as:

\[
\min_{\{u_k\}, \{w_k\}} \left\{ \sum_{k=1}^{K} \left\| \partial_t \left[ ((\delta(t) + \frac{j}{\pi t}) \ast u_k(t)) e^{-j\omega_k t} \right] \right\|_2^2 \right\}
\text{subject to } \sum_{k=1}^{K} u_k = f
\] (2)

where \( K \) denotes the number of the IMF, \( f \) is the input signal, \( \{u_k\} = \{u_1, u_2, \ldots, u_K\} \) indicates each IMF, and \( \{w_k\} = \{w_1, w_2, \ldots, w_K\} \) represents the centre frequency of each IMF. In order to solve the constrained problem to Equation (2), the penalty parameter \( \alpha \) and the Lagrange multiplication operator \( \lambda(t) \) are applied to change Equation (2) to the non-constraint problem. The augmented Lagrange is denoted as:

\[
L(\{u_k\}, \{w_k\}, \lambda) = \alpha \sum_{k=1}^{K} \left\| \partial_t \left[ ((\delta(t) + \frac{j}{\pi t}) \ast u_k(t)) e^{-j\omega_k t} \right] \right\|_2^2
+ \left\| f(t) - \sum_{k=1}^{K} u_k(t) \right\|^2_2 + \left\langle \lambda(t), f(t) - \sum_{k=1}^{K} u_k(t) \right\rangle
\] (3)

where \( \alpha \) is regarded as the balancing parameter of the data-fidelity constraint. By using the alternating direction multiplier method (ADMM), the saddle point of Equation (3) can be obtained and the estimated \( u_k \) corresponding centre frequency \( w_k \), and \( \lambda \) are updated in the frequency domain, which can be written as follows:

\[
\hat{u}_k^{n+1}(w) = \frac{\hat{f}(w) - \sum_{i<k} \hat{u}_i^{n+1}(w) - \sum_{i>k} \hat{u}_i^{n}(w) + \lambda^n(w)}{1 + 2\alpha(w - w_k^n)^2}
\] (4)

\[
\hat{w}_k^{n+1} = \frac{\int_0^{\infty} \hat{u}_k^{n+1} dw}{\int_0^{\infty} \hat{u}_k^{n+1} dw}
\] (5)

\[
\hat{\lambda}^{n+1}(w) = \hat{\lambda}^n(w) + \tau \left( \hat{f}(w) - \sum_k \hat{u}_k^{n+1}(w) \right)
\] (6)
where \( \tau \) is the update parameter. There are two different methods for setting the initialization of centre frequencies, namely, uniformly spaced distribution and zero initial. Specifically, the uniformly-spaced distribution for the centre frequency is defined as:

\[
w_0^k = \frac{k - 1}{2k} \quad k = 1, \ldots, K
\]

while the zero initial can be represented simply by:

\[
w_0^k = 0 \quad k = 1, \ldots, K
\]

The specific process of the VMD algorithm is summarized as follows:

1. Initialize \( \{ \hat{u}_1^n \}, \{ w_1^n \}, \hat{\lambda}^1 \), and \( n = 0 \).
2. Updated the value of \( \{ \hat{u}_{n+1}^k \} \{ w_{n+1}^k \} \) and \( \hat{\lambda}^{n+1} \) according to Equations (4)–(6).
3. Judge whether or not \( u_k \) meets the convergence condition in Equation (9):

\[
\sum_k \left\| \hat{u}_{n+1}^k - \hat{u}_n^k \right\|^2_2 / \left\| \hat{u}_n^k \right\|^2_2 < \epsilon
\]

Repeat the process of (2) until the convergence stop condition is satisfied, where \( \epsilon \) is the accuracy for convergence. The complete algorithm and the implementation of VMD can be found in [7].

2.2. Analysis of the Simulation Signal Based on VMD

To prove the validity of the VMD method, the decomposition of simulation signal is performed by EMD, EEMD, and VMD. The simulation signals are as follows:

\[
\begin{align*}
f_1(t) &= \cos(8\pi t) \\
f_2(t) &= \cos(40\pi t) \\
f_3(t) &= \cos(80\pi t) \\
f_4(t) &= 0.25 \cos(2400\pi t)e^{-10^4 \times (t-0.5)^2} \\
f(t) &= f_1(t) + f_2(t) + f_3(t) + f_4(t)
\end{align*}
\]

where \( f_1(t), f_2(t), f_3(t), \) and \( f_4(t) \) represent the four components of \( f(t) \). EMD, EEMD, and VMD are used to decompose \( f(t) \). The simulation signals and the decomposition result of EMD, EEMD, and VMD are presented in Figure 1. The sampling frequency is 10 kHz.

As it can be seen in Figure 1, EMD and EEMD separated \( f(t) \) into six and eight IMFs, which is more than the four components of \( f(t) \). There is a certain degree of mode mixing by EMD and EEMD. However, when the number of decompositions is 4, VMD separated \( f(t) \) into four IMFs, and there is a consistent one-to-one match between each IMF and each component of \( f(t) \). The correlation coefficients of the simulation signals and corresponding IMFs are shown in Table 1. As seen in Table 1, the simulation signal \( f_4(t) \) has no corresponding IMF by EMD, and the correlation coefficients by VMD are greater than the correlation coefficients by EMD and EEMD. It can be concluded that the VMD method is more efficient.
2.3. PE Method

The principle of PE was described in detail in [20]. Mathematically, the phase space of a time series \( \{x(i), i = 1, 2, \ldots, n\} \) can be constructed as:

\[
\begin{align*}
\{x(1), x(1 + \tau), \ldots, x(1 + (m-1)\tau)\} \\
\vdots \\
\{x(j), x(j + \tau), \ldots, x(j + (m-1)\tau)\} \\
\vdots \\
\{x(K), x(K + \tau), \ldots, x(K + (m-1)\tau)\}
\end{align*}
\]  
(11)

**Table 1.** The correlation coefficients of simulation signals and corresponding IMFs.

<table>
<thead>
<tr>
<th></th>
<th>EMD</th>
<th>EEMD</th>
<th>VMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_4(t) )</td>
<td>IMF2</td>
<td>IMF1</td>
<td>0.8947</td>
</tr>
<tr>
<td>( f_3(t) )</td>
<td>IMF1</td>
<td>IMF5</td>
<td>0.9928</td>
</tr>
<tr>
<td>( f_2(t) )</td>
<td>IMF2</td>
<td>IMF6</td>
<td>0.9731</td>
</tr>
<tr>
<td>( f_1(t) )</td>
<td>IMF4</td>
<td>IMF8</td>
<td>0.9664</td>
</tr>
</tbody>
</table>

![Figure 1](image1.png)

**Figure 1.** The simulation signals and the decomposition result of EMD, EEMD, and VMD. (a) Simulation signals; (b) EMD result; (c) EEMD result; and (d) VMD result.
where $\tau$ is the time delay and $m$ is the embedded dimension which determines the quantity of elements in the row vector of the matrix. Each row vector in the matrix can be regarded as a reconstruction component. The matrix consists of $K$ reconstruction row vector which is equal to $n - (m - 1)\tau$. Each row vector can be arranged in an increasing order as:

$$x(i + (j_1 - 1)\tau) \leq x(i + (j_2 - 1)\tau) \leq \cdots \leq x(i + (j_m - 1)\tau)$$ (12)

if two elements in a vector have the same value as:

$$x(i + (j_1 - 1)\tau) = x(i + (j_2 - 1)\tau)$$ (13)

Their original order can be rearranged as:

$$x(i + (j_1 - 1)\tau) \leq x(i + (j_2 - 1)\tau)(j_1 \leq j_2)$$ (14)

Consequently, for any time sequence, each row vector has a group of symbol sequences as:

$$S(g) = (j_1, j_2, \cdots, j_m)$$ (15)

where $g = 1, 2, \cdots, l$, and $l \leq m!$, phase space with $m$ dimensions has $m!$ different symbol sequences $(j_1, j_2, \cdots, j_m)$, and symbol sequence $S(g)$ is just one of the symbol permutations. If the probability of each symbol sequence is expressed as $P_1, P_2, \cdots, P_l$, then the PE of order $l$ for time sequences can be defined as:

$$H_P(m) = -\sum_{j=1}^{l} P_j \ln P_j$$ (16)

when $P_j = 1/m!$, the value of $H_P(m)$ is $\ln m!$ (maximum value). For convenience, $H_P(m)$ can be normalized as:

$$0 \leq H_P = H_P(m) / \ln(m!) \leq 1$$ (17)

where the value of $H_P$ shows the degree of randomness of time sequence. A lower $H_P$ value shows more regular time sequence; while higher $H_P$ value indicates less regular time sequence. In this paper, the setting value of parameters of PE was the same with [28].

### 2.4. MPE Method

MPE is a kind of improvement based on PE. Its fundamental idea is to calculate the PE of the coarse-grained time sequence. The process of coarse graining for the time sequence $x = \{x_1, x_2, \cdots, x_L\}$ whose length is $L$ can be defined as:

$$y^s_j = \frac{1}{s} \sum_{i=(j-1)s+1}^{j} x_i, 1 \leq j \leq \frac{L}{s}$$ (18)

where $s$ is the scale factor, and $y^s_j$ is the multi-scale time sequence. When the scale factor is 1, the time sequence is the original time sequence, and its MPE is the PE. After coarse-grained processing, the new time sequence can be used to calculate the MPE according to the PE method. The process of coarse-graining is important in the analysis of MPE, in which the time sequence is divided into sections and each section is equalized to obtain a new time sequence. Therefore, the selection of the scale factor is crucial in the analysis of the complexity of signals.

To compare the differences between the PE and MPE, the analysis of simulation signals is performed. The simulation signals are as follows:
where $f_1(t)$, $f_2(t)$, and $f_3(t)$ represent the three simulation signals. The time delay and the embedded dimension are 1 and 3, respectively. The scale factor is from 1 to 10. The sampling frequency and data length are set as 1 kHz and 5000, respectively. The MPE of the simulation signals are presented in Figure 2.

![Figure 2. The MPE of the simulation signals.](image)

As it can be seen in Figure 2, the PE, when the scale factor is 1, is very close for the three simulation signals. However, when the scale factor is greater than 1, there are some differences in MPE for the three simulation signals, especially when the scale factor is 10.

3. Feature Extraction Method Based on VMD and MPE

The key to feature extract is choosing the appropriate decomposition method to identify the type of signal. VMD has a strong ability of analysis in the time-frequency domain and widely used in many fields. Combined with the property of the MPE, a hybrid feature extraction approach can be designed as shown in Figure 3. The main steps are as follows:

Step 1: The three types of ship-radiated noise signals are sampled and then normalized. Additionally, the number of decompositions is selected according to the result of EMD. Then, we can obtain all the IMFs by VMD.

Step 2: The intensities of IMFs are calculated, and the optimal IMFs with the highest energy are selected to represent the original ship-radiated noise signals.

Step 3: The parameters of MPE are selected, and the MPE of the optimal IMF is calculated at different scales. After analysis and comparison, the optimal feature, which is easy to distinguish the four types of ship-radiated noise signals, is selected as the characteristic vector.

Step 4: Calculate the optimal features of 50 samples for each type of ship-radiated noise, and send them into the SVM as the training set and testing set. Then, we can obtain the classification results of three types of ship-radiated noise signals by SVM.
4. Analysis of Simulation Signal Based on VMD and MPE

4.1. The VMD of Simulation Signal

In order to verify the accuracy of MPE of IMF by VMD, the decomposition of simulation signal is performed by EMD, EEMD, and VMD. The simulation signals are as follows:

\[
\begin{align*}
S_1 &= 0.8 \sin(2\pi f_1 t) \\
S_2 &= 0.6 \sin(2\pi f_2 t) \\
S_3 &= 0.4 \sin(2\pi f_3 t) \\
y_1 &= S_1 + S_2 + S_3 \\
y_2 &= y_1 + n
\end{align*}
\]  

(20)

where $S_1$, $S_2$, and $S_3$ represent the three components of the simulation signal $y_1$. $f_1 = 10$, $f_2 = 50$, $f_3 = 100$. $n$ is the standard Gaussian white noise, $y_2$ is the noisy signal containing both $y_1$ and $n$. The sampling frequency and data length are set as 1 kHz and 1000. The simulation signals and the decomposition results of EMD, EEMD, and VMD are presented in Figure 4.

As it can be seen in Figure 4, the first two IMFs are the noise modes for EMD and EEMD methods, and we can find the IMFs corresponding to $S_1$, $S_2$, and $S_3$ for the three decomposition methods; their correspondence is shown in Table 2. Compared with the EMD and EEMD methods, the VMD result is closer to the original simulation signal.
As it can be seen in Figure 4, the first two IMFs are the noise modes for EMD and EEMD methods, and we can find the IMFs corresponding to $S_1$, $S_2$, and $S_3$ for the three decomposition methods; their correspondence is shown in Table 2. Compared with the EMD and EEMD methods, the VMD result is closer to the original simulation signal.

4.2. The MPE of IMF with the Highest Energy

The average intensity of each IMF can be calculated, and then the IMF with the highest energy can be obtained. In addition, before calculating the average intensity of each IMF, the noise modes should be removed for EMD and EEMD methods. The IMF with the highest energy corresponds to the simulation signal $S_1$ for the three decomposition methods, the MPE of them is shown in Table 3. As seen in Table 3, compared with the EMD and EEMD methods, the MPE of IMF with the highest energy by VMD is closer to the MPE of simulation signal $S_1$ in the scale from 1 to 2. Therefore, the MPE of IMF with the highest energy by the VMD method is more accurate than the EMD and EEMD methods.
Table 3. The MPE of IMF with the highest energy by different decomposition methods.

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>EMD</th>
<th>EEMD</th>
<th>VMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPE (scale = 1)</td>
<td>0.4478</td>
<td>0.4869</td>
<td>0.4578</td>
<td>0.4504</td>
</tr>
<tr>
<td>MPE (scale = 2)</td>
<td>0.4809</td>
<td>0.5584</td>
<td>0.5122</td>
<td>0.4947</td>
</tr>
</tbody>
</table>

5. Feature Extraction of Ship-Radiated Noise Based on VMD and MPE

5.1. The VMD of Ship-Radiated Noise

Three types of ship-radiated noise signals were recorded using calibrated omnidirectional hydrophones at a depth of 29 m in the South China Sea. During recording, there were no observed disturbances from biological or man-made sources. The distance between the ship and hydrophone is about 1 km. The sampling frequency and sampling points are set as 44.1 kHz and 5000, respectively. The samples are normalized to obtain the time-domain waveform for three types of ship-radiated noise signals shown in Figure 5. The number of decomposition and penalty parameter are set as 8 and 2000, respectively. Then the three samples after normalization are decomposed into IMFs by VMD, and the results of VMD are rearranged according to their frequency descending order in Figure 6.

![Figure 5](image-url)

Figure 5. The time-domain waveform for three types of ship-radiated noise. (a) The first type of ship-radiated noise; (b) the second type of ship-radiated noise; and (c) the third type of ship-radiated noise.
5.2. Feature Extraction of Ship-Radiated Noise

According to the VMD results, it was easy to obtain the IMF with the highest energy. The distribution of IMF with the highest energy by VMD is shown in Table 4. As shown in the Table 4, the first and second types are in the same level among them. According to the parameter settings of PE in [31], we select 4 as the embedding dimension and 1 as the time delay, the MPE of IMF with the highest energy by VMD is shown in Figure 7. As shown in the Figure 7, the MPE of IMF with the highest energy increases with the increases of scale, and the difference of MPE also increases with the increases of scale. Therefore, the MPE of IMF with the highest energy, when the scale is 5, is selected as the characteristic vector for the three types of ship-radiated noise.

Table 4. The distribution of IMF with the highest energy by VMD

<table>
<thead>
<tr>
<th>IMF(level)</th>
<th>The First Type</th>
<th>The Second Type</th>
<th>The Third Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>6</td>
</tr>
</tbody>
</table>
In order to prove the validity of the characteristic vector, 50 samples for each type of ship-radiated noise signals are randomly selected to calculate the characteristic vector by VMD. The PE distribution of three types of ship-radiated noise is shown in Figure 8. As shown in Figure 8, due to the presence of ocean background noise, the PE of the original three types of ship-radiated noise is greater than the PE of IMF, making it difficult to distinguish the three types of ship-radiated noise. For comparison, PEs of IMFs with the highest energy are also calculated by EMD, EEMD, and VMD, respectively. Figures 9–11 are the PE distribution of IMF with the highest energy by EMD, EEMD, and VMD, and Figure 12 is the MPE distribution of IMF with the highest energy by VMD (scale = 5). As shown in the Figures 9–12, the third type of ship-radiated noise is easy to distinguish by the four methods, however, for the first and second type of ship-radiated noise, the separability is different. The PE of IMF with the highest energy by EMD and EEMD cannot distinguish the first and second types of ship-radiated noise. The PE and MPE of IMF with the highest energy by VMD have better separability than by EMD and EEMD.

![Figure 7. The MPE of IMF with the highest energy by VMD.](image1)

![Figure 8. The PE distribution of three types of ship-radiated noise.](image2)
Figure 9. The PE distribution of IMF with the highest energy by EMD.

Figure 10. The PE distribution of IMF with the highest energy by EEMD.

Figure 11. The PE distribution of IMF with the highest energy by VMD.
5.3. Classification of Ship-Radiated Noise

In order to further prove the effectiveness of the proposed method, the PE and MPE of IMF with the highest energy by VMD are sent into the SVM to train the SVM model and then obtain the SVM classifier. The classification results of the training sample and test sample by different methods are shown in Tables 5 and 6. As shown in the Tables 5 and 6, the correctness of the second and third type is 100%. However, for the first type of ship-radiated noise, the correctness is different, the correctness of the proposed method is more than 80% and the other method is less than 50%. The overall correctness of the proposed method is 94%, which is obviously superior to the other method.

Table 5. The PE classification results by VMD.

<table>
<thead>
<tr>
<th>Types of Ships</th>
<th>Train Sample</th>
<th>Test Sample</th>
<th>Overall Correctness (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Correctness (%)</td>
<td>Number</td>
</tr>
<tr>
<td>First type</td>
<td>20</td>
<td>45</td>
<td>30</td>
</tr>
<tr>
<td>Second type</td>
<td>20</td>
<td>100</td>
<td>30</td>
</tr>
<tr>
<td>Third type</td>
<td>20</td>
<td>100</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 6. The MPE classification results by VMD (scale = 5).

<table>
<thead>
<tr>
<th>Types of Ships</th>
<th>Train Sample</th>
<th>Test Sample</th>
<th>Overall Correctness (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number</td>
<td>Correctness (%)</td>
<td>Number</td>
</tr>
<tr>
<td>First type</td>
<td>20</td>
<td>80</td>
<td>30</td>
</tr>
<tr>
<td>Second type</td>
<td>20</td>
<td>100</td>
<td>30</td>
</tr>
<tr>
<td>Third type</td>
<td>20</td>
<td>100</td>
<td>30</td>
</tr>
</tbody>
</table>

6. Conclusions

To extract the characteristic vector of ship-radiated noise signals, a novel feature extraction method is proposed in the paper. The proposed method integrates VMD, MPE, and SVM. The VMD method is used to decompose the three types of ship-radiated noise signals, and the IMFs with the highest energy are obtained. Then, the MPEs of IMF with the highest energy are calculated at different scales. The optimal MPE is selected as the feature vector, which is sent into SVM to identify different types of ship-radiated noise. The effectiveness of the proposed method is fully evaluated by experiments and comparative studies. The proposed method mainly has the following advantages:
(1) Compared with [31], the proposed method uses VMD instead of EMD. Simulation results show that the VMD method is more accurate and effective than EMD and EEMD methods. The VMD method, which can effectively avoid mode mixing, is beneficial to the feature extraction of IMF.

(2) Compared with [31], the proposed method uses MPE instead of PE. PE can quantify the complexity only in one scale, while the MPE is used to extract features in different scales. The MPE can provide an optimal feature to distinguish different types of ship-radiated noise signal.

(3) By taking advantages of the VMD and MPE, the proposed method is an effective method for feature extraction of ship-radiated noise. Compared with the PE of IMF with the highest energy by EMD, EEMD, and VMD, the simulation results show that the proposed method has better separability and a higher recognition rate.
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