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Abstract: In traditional information technology project portfolio management (ITPPM), managers often pay more attention to the optimization of portfolio selection in the initial stage. In fact, during the portfolio implementation process, there are still issues to be optimized. Organizing cooperation will enhance the efficiency, although it brings more immediate risk due to the complex variety of links between projects. In order to balance the efficiency and risk, an optimization method is presented based on the complex network theory and entropy, which will assist portfolio managers in recognizing the structure of the portfolio and determine the cooperation range. Firstly, a complex network model for an IT project portfolio is constructed, in which the project is simulated as an artificial life agent. At the same time, the portfolio is viewed as a small scale of society. Following this, social network analysis is used to detect and divide communities in order to estimate the roles of projects between different portfolios. Based on these, the efficiency and the risk are measured using entropy and are balanced through searching for adequate hierarchy community divisions. Thus, the activities of cooperation in organizations, risk management, and so on—which are usually viewed as an important art—can be discussed and conducted based on quantity calculations.
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1. Introduction

The demand for information technology (IT) systems has increased, resulting in enterprises needing to improve efficiency, productivity, and profit. Successful projects save time and budget, while maintaining high quality and enhancing customer satisfaction [1]. However, the failure rates of IT projects have been consistently high for many years. In 1995, the Standish Group provided a report that showed about 31% of software projects were canceled before completion, while more than half of projects overran their budget or were unable to meet the required schedule [2]. After a decade, enterprises are still losing money on failing projects. From 2004 to 2012, only about one-third of the projects were successfully completed on time and within the allocated budget [3]. In Harvard Business Review reports, “one sixth of IT projects had an average cost overrun of 200% and a schedule overrun of 70%” [4]. The United States economy loses $50–150 billion per year due to failed IT projects, according to the Gallup Business Review [5].

Researchers have conducted analyses to determine the factors contributing to the success or failure of projects. The common reasons are due to the dynamics, competitive environment, difficulties in forecasting future scenarios, lack of information, inadequate resources allocated, non-performing
project teams, insufficient risk management analysis, lack of corporate culture, lack of top management involvement, planning, execution, and so on [6].

The ultimate goal of successful projects is to achieve the mission and vision of the enterprise by successfully implementing the strategies established [7]. However, considering only one single project at any time is not practical. Project portfolio management (PPM), as a new management methodology, has been implemented in most large enterprises [8]. PPM aims to do the right things, not just do things right [9]. The core idea of PPM is not studying isolated, local, and individual projects of enterprises, but instead revolves around a focus on the portfolio. This is achieved through a combination of projects that maximizes return and minimizes risk. PPM includes a series of dynamic decision-making processes—such as value assessing, project prioritizing, project selection and resource allocation—which help enterprises quickly adapt to changes in the market environment, improve the success rate of the implementation of enterprise projects and enhance the overall competitive ability of the enterprise [10]. In details, the objectives of project portfolio management are as follows [11,12]. First, an objective is to maximize the portfolio value, which includes two dimensions: the overall success of all projects and the synergies between projects within the portfolio. The others include linking the portfolio to enterprises’ strategy, balancing the portfolio, preparing for the future and economic success. Furthermore, the success of project portfolios is also highly related to risk management [13]. The most critical activity in risk management is to identify the risks [14], which includes risk identification, assessment, and management of interdependencies between projects [15,16]. In a portfolio, risks arise from the project itself, while new risks emerge due to the interdependencies between projects [9]. The risks in portfolio include component risks, structural risks, and overall risks [13]. The systematic risk of a portfolio depends on the project elements and their relationships [17]. Some researchers calculate the systematic risk using the Markowitz portfolio theory [17], but this has some inherent limitations in practical applications [18]. Some researchers link this with the structure characteristics of a portfolio, such as size, homogeneity, diversity, and so on [19,20]. Due to PMO managers being concerned more about the relationships between projects—such as synergies, conflicts, and risk spreading—we decide to present this study from the structure view.

Projects in a portfolio may be connected with each other in different aspects and at different levels, including tasks, objectives, alliance, and even at a project level as whole [21]. Aside from these, the interdependencies in an IT project portfolio are even more complex due to their certain characteristics [22]. IT projects are mostly based on software products, which are the results of people’s intelligence. Software development is not only a technical activity, but also depends on human skills, such as communication and negotiation. However, the factor of people, which is the main part of an IT project, is usually deemed as an environmental factor. The uncertainties, complexity, and invisibility of an IT project are mainly due to the human factor. The success of IT projects is based on the project team’s understanding of customers’ needs, implementation effect of human intelligence [23,24] and the team collaboration [25]. Introducing a natural science perspective for PPM provides another dimension and view [26], further enhancing our understanding on how to treat the project, how to express the relationships between projects, as well as how to guide the portfolio management and risk management using a new expression during the implementation. In particular, the relationships between projects are no longer cold and simple lines, but instead lively, understandable, and manageable tunnels. Furthermore, different relationships will bring different effects. For example, if the projects have close relationships, information, knowledge, and even risk can be transferred easily [27]. Therefore, it is important to choose an adequate model to describe these.

There is also a need to have efficient visualization tools to help decision makers to understand and manage the interdependencies [28]. If the project managers establish a comprehensive view of all projects, identify the relationships between projects, and recognize the role of people in a portfolio, they are able to improve the efficiency of information acquisition and clearly define the scope of information and risk transmission among projects. This ultimately achieves effective risk control. Graphical methods provide an efficient alternative method for displaying and evaluating complex
data, which helps decision makers to communicate and come to an agreement from a strategic point of view [21,28–32].

Aside from the initial stage of the project portfolio selection, describing, analyzing and optimizing the implementation process of an IT project portfolio with interdependencies are also important for portfolio success [33]. The aim of this paper is to solve two key issues in the implementation stage. The foremost is to fill out the portfolio in a limited time, which requires an improvement in the efficiency of the project portfolio. The second is to maintain a minimal risk level. If projects use the same version, they may probably work together. More cooperation may enhance the efficiency, but also bring more risk due to interdependencies. The balance between them depends on the structure of the portfolio. Thus, the relationships between projects need to be characterized. Based on the analysis above, constructing an adequate model for an IT project portfolio and utilizing the structural characteristics to guide cooperation and risk control are the key points of the solution. Consequently, a managerial method based on the complex network theory [34,35] and entropy [36] for project portfolio implementation process optimization is proposed. The complex network model can afford a structural view of the portfolio, in which the IT project is treated as an agent with life and the IT project portfolio as a biological network. Furthermore, social network analysis is applied to analyze the social role of projects. Following this, the efficiency and the risk are measured by entropy using parameters related to the community structural properties of the model. Finally, the optimization method proposed could provide adequate cooperation ranges through searching communities and evaluation entropies to create a balance. Furthermore, key projects are identified and risk control measures are also given.

A practical example is used to illustrate how to use the managerial method in IT project portfolio implementation scenarios, which could serve to improve the efficiency of project portfolio management, improve the transparency of information, organize cooperation, and control risk.

2. New Lens of “Projects as a Biological Network” for Visualization and Decision

The new methodology of management arises from the revisiting of the traditional managed object. The basic components, management process, and model of a project portfolio all need to be upgraded. In the project management domain, the dominant lenses are “projects as temporary organizations” and “projects as production processes” [37]. Additionally, a biological perspective has been introduced into project management, with the concepts of genotype and phenotype being presented [26]. Furthermore, a lens is proposed for portfolio management, which is “projects as knowledge networks” based on complex networks [29]. In order to fully consider the subjective initiative of humans in the project portfolio, a new lens of “projects as a biology network” is presented based on biological points of view and network models, in which a project is seen as an agent with a life and a portfolio as a network. The emphasis on the biotech of the project portfolio network is that the cooperation between projects depends on the exchange between project implementers.

2.1. Life View on a Single Project

The new IT portfolio lens views IT projects from a new perspective. Traditional project portfolio management is mainly composed of three elements: scope, cost, and time [22], with people as an environmental factor with high uncertainty. In the actual IT portfolio management, the optimal combination of these elements is not easily applied, with the actual consumptions of time and cost usually differing from the theoretical calculations. In the evolutionary process of a portfolio, the human factor is not merely an environmental impact factor, but a dominant factor affecting cooperation and risk transmission. The genotype of a project individual does not just contain project attributes, methodology, and content [26], but also involves the human factor. An IT project, which is often the result of human intelligence, is viewed as an agent having its own objective, organization, and function. Subsequently, the whole portfolio is a biological network, in which each project is an independent individual life connected to each other.
The main reason for adopting this view is that the most important part in management is human management [38]. In a portfolio including multiple project projects, finding the key contributors and stakeholders will improve the efficiency of project management. For example, this can happen if a decision needs to be made when a project is linked to multiple projects and there is a large amount of information being exchanged between them. As it is time-consuming to seek opinions from all project managers, consulting key project managers with extensive knowledge of all projects involved could save an enormous amount of time that could provide sufficient information for decision making.

### 2.2. New Lens of “Projects as a Biological Network”

These connection factors between projects are often called as project interdependencies (PI) [39], which include resources, market, knowledge, outcomes, and benefits, which will produce multi-topologies [40]. Projects may share or compete for resources, such as hardware, equipment, software, and working environments [21]. Knowledge generated by one project may be transferred to another within a portfolio [41]. The outcome and results from a project are made available and can benefit other projects when it enters into the market [42].

The network view of a portfolio provides a new way to express a project portfolio with interdependence factors [21,28–31]. It gives project managers a holistic view of the overall projects. The main factors and their influence on other projects can be determined. Furthermore, it is easier to identify related projects, which could inspire the project managers to work together to communicate ideas, transfer knowledge, and achieve strategic objectives. This also makes it easier for the portfolio management office (PMO) to obtain an understanding with regard to the portfolio risk, which is more than the sum of a single project risk. Based on the role analysis of nodes in a network, it could help the PMO to make a decision on whether a project should be added or removed as well as making arrangements for cooperation between projects [43].

### 3. Concepts and Methods

Large enterprises tend to implement hundreds of IT projects each year to meet the needs and requirements from regulatory authorities, business from customers and internal management. Each IT project is associated with existing or developing software systems. Different projects are connected with each other because of the same corresponding application system. The pairing of projects and the application software system is indicated as a “multiple to multiple” relationship, as shown in Figure 1.

![Figure 1. Project relationships dependent on systems/versions.](image)

Furthermore, during the implementation stage in a project, software developers in different project teams are continually changing source codes. Different versions are produced and organized in a “file tree” [44]. The pairing of projects and software versions is also a “multiple to multiple” and dynamic relationship.

Constructing a complex network model of a project portfolio can possibly help managers to improve efficiency and control risk. Based on the model and entropy, a new managerial method for portfolio implementation process optimization is proposed.
3.1. Framework of Portfolio Implementation Process Optimization

The method aims to minimize the risk level of the portfolio and in the meantime, maintains a certain level of cooperation. Furthermore, key projects will be identified for risk control.

The main way to improve the efficiency of the existing portfolio is to strengthen cooperation between projects. Cooperation is based on the close relationship between multiple projects and it mainly happens in a small-world community [45]. In the meantime, more resources involved in cooperation need to be coordinated, with a subsequent increase in the risks arising from cooperation. The spread of this risk depends on the structure of the type of group. If the group is highly homogeneous, the projects may all share similar versions and the risk is easily spread when the risk occurs randomly [45]. Furthermore, if the group is highly heterogeneous, the software systems shared by the projects may considerably differ. This type of structure is relatively resistant to random risks [46].

Through the above analysis, the main idea of the optimization is based on the complex model, which aims to balance the efficiency and the risk through adjusting the structure of the project portfolio network. As the purpose of community partitioning is to identify high-density local networks, essentially to discover small-world networks [47], the first step in the optimization algorithm is to divide the original project portfolio network into a hierarchy community tree, which determines possible scopes of cooperation. The second step is to measure the order of the system, such as the aggregation and heterogeneity according to the entropy [48]. This includes the efficiency entropy and risk entropy, which are established by using the characteristic parameters of the local community. Finally, the efficiency entropy and the risk entropy are balanced by adjusting the sub-community combination. Furthermore, corresponding cooperation advice and risk control means are given. The whole procedure above is shown in Figure 2.

![Figure 2. The framework of optimizing the portfolio implementation process.](image)

3.2. Weighted Network Model for an IT Project Portfolio

Based on the weighted network model of an IT project portfolio, statistical indicators of the network will be calculated. In addition, corresponding issues will be discussed, such as the complexity of portfolios, community phenomenon, the roles that projects play within a network, as well as how to
balance the cooperation and risk in a portfolio. These analyses will help PMO managers and project managers better understand the portfolio and make decisions.

3.2.1. Weighted Network Model

A weighted network, i.e., edge-weighted graph, denoted as $G_P = (V, E, W)$, is used to extract a portfolio into a complex weighted network [49], where $V = \{v_1, v_2, \ldots, v_n\}$ is the node set of the network, $E = \{e_1, e_2, \ldots, e_m\}$ is the edge set of the network in addition to $W = \{w_{ij}\}$ being the set of edge weights in which $w_{ij}$ is the weight of the connected edges between nodes $v_i$ and $v_j$ ($i, j = 1, 2, ..., n$). In the model, a node represents a project, while the edge weight is related to the shared software systems between projects. The corresponding formula is given by

$$w_{ij} = \frac{r^s_{ij}}{n_s}$$

where $r^s_{ij}$ represents the number of software systems shared by project $v_i$ and $v_j$; and $n_s$ is the whole number of software systems. It would be useful to “normalize” the weights by the average weight in the network, with the normalized values then being used in the following experiments.

3.2.2. Statistic Indicators of IT Project Portfolio Network

There are many measures for analyzing the properties of a network. The small-world property [50], scale-free property [51], and the centrality [52,53] of nodes are the concerns. Furthermore, average path length [46], clustering coefficient [50,54], and degree distribution [49] are mainly used to analyze the overall network. Centrality measures are used to analyze the roles of single nodes, including degree centrality (DC) [55], closeness centrality (CC) [56], betweenness centrality (BC) [57], and eigenvector centrality (EC) [58]. These are analogues for “influence”, “importance”, and “information/knowledge bridges”. Based on measurements of the centralities, the important/unimportant nodes, bridge nodes and center nodes can be found for project cooperation and risk control. All the formulas for weighted networks are listed in Table A1.

- **Average path length**

  The shortest path length between two nodes in a network refers to the path with the minimum sum of edges or edge weights. The average path length is defined as the average of shortest path lengths for all-pairs of nodes, which is used to measure the information or mass transport efficiency of a network. A small-world network has a small average path length. In an IT project portfolio network, the edge represents the software system or the version, which means that the two projects need to make changes to the same software system/version. If the path length between two nodes equals to 1, they share at least one same system/version. Knowledge could be shared more easily in two projects with shorter path length, but the risk may increase at the same time. The cooperation and risk must be balanced through the organization of project activities.

- **Clustering coefficient**

  The clustering coefficient measures the degree to which nodes in a network tend to cluster together. There are two versions: the global and the local. The global version gives an overall indication of the clustering in the network, whereas the local indicates the aggregation degree of single nodes. A large cluster coefficient of a project portfolio means the projects in a portfolio are connected with each other closely and vice versa. A high clustering coefficient is another sign of a small-world network.

- **Degree distribution and degree centrality**

  Degree distribution and degree centrality are two close concepts related to the degree of a node, which involves the number of edges connected to that node. The degree distribution emphasizes
the probability distribution of these degrees over the whole network, whereas the degree centrality gives an indication of connections of single nodes. Usually, the scale-free property of the network is investigated by these measures. The scale-free property indicates that the network is not evenly distributed, which essentially means that a few nodes have more connections and play a dominant role in the network, while most nodes have only a small number of connections. The weighted degree of a node is similar to the degree, which is the sum of the weight of the edges. A project node with a high degree centrality is definitely connected to many other projects sharing the same software system/version. It may be an information center from which managers may easily know the situations of other projects.

- **Closeness centrality**

  Closeness centrality measures a node’s information transformation independence in a network. If one node is closer to others, it can reach other nodes more easily and it has a higher closeness centrality. This indicator is usually defined as the inverse of average shortest path from a node to all other nodes. A project with a high closeness centrality can obtain information from others more easily. This type of project may have several interactions with other projects. Therefore, when the PMO managers want to obtain information quickly, they can consult these project managers on the nodes.

- **Betweenness centrality**

  Betweenness centrality reflects a node’s bridge role in a network. It is the frequency of shortest paths from all vertices to all others that pass through that node. A node with a high betweenness centrality may have a large influence within a network because it controls the method of information passing among others. If it is removed from a portfolio, the network connectivity is reduced. As a consequence, the removal will decrease risk, but will also affect cooperation. It is also a communication key node and large amounts of information will pass through the bridge. When PMO managers want to add or remove a project, they could acquire this type of project in its neighbors instead of using all opinions of neighbors to judge the risk influence, which will subsequently save time.

- **Eigenvector centrality**

  Eigenvector centrality (also called eigencentrality) measures a node importance through its neighbors’ influence in a network. If two nodes have the same connections, the node whose connections are with more links of high importance has a high eigenvector centrality. Google’s PageRank is a variant of the eigenvector centrality. A project with a high eigenvector centrality is a potential important or influential project, which may not be found by other measures.

3.2.3. Community Detection of IT Project Portfolio Network

Complex networks often have millions of nodes and edges, so it is difficult to understand their relationships. Retrieving comprehensive information from complex structures could help people to find some representative information [47]. Using community detection, a complex network can be divided into a number of communities (i.e., a set of nodes with the same properties), where the nodes are more highly interconnected than those in other communities. These highly interconnected nodes may have similar characteristics or behaviors or consist of a functional unit. The connection nodes between sub-communities are the key points of network connections.

The community detection is carried out by the Louvain algorithm [59], based on Newman’s modularity [60]. A large modularity means high quality of community division and vice versa. At the original stage, \( n \) nodes are \( n \) different communities. Following this, the algorithm is used to traverse all the nodes in the network, with one node moving each time to one community and calculating the increment of the modularity. This then places the node in the community in order to gain maximum modularity. This process is repeated until no nodes could be moved. This is the first stage of the
algorithm and produces a new network. The second stage applies the same procedure to the new network until the modularity no longer increases. The modularity measures the density of links in communities, but not the links between communities.

The algorithm could produce a hierarchical community structure. Projects in the same community are similar, such as possibly sharing similar resources, information or objectives. In the same community, cooperation could be constructed. Between communities, the border could be sketched out to decrease negative effects on each other and prevent risk transfer. Community division can be carried out on the entire network or in the community. Therefore, all the communities can be organized in a tree form, as shown in Figure 3.

![Community division tree.](image_url)

### 3.3. Efficiency–Risk Balance Based on the Network Model and Entropy

#### 3.3.1. Efficiency–Risk Optimization Model

The goal of the optimization method proposed in this paper is to determine a set of local project cooperation scopes \( \{M_1, M_2, \ldots, M_s\} \) in the implementation of the project portfolio, which minimizes the risk while ensuring a certain level of efficiency. Cooperation usually occurs within the community, so the scope of cooperation is determined mainly through the multi-stage division of the project portfolio network. Thus, the optimization problem can be expressed as

\[
\begin{align*}
\text{Min } R(M_1, M_2, \ldots, M_s) \\
\text{subject to } F(M_1, M_2, \ldots, M_s) & \geq F_{mil},
\end{align*}
\]

where \( R(\cdot) \) is a risk function; \( F(\cdot) \) is an efficiency function; and \( F_{mil} \) is an efficiency threshold.

When the nodes aggregate closely in a community, the shared software systems are highly similar, resulting in a high potential efficiency of cooperation. However, if a project fails at the same time, the impact on other projects is also large due to the high homogeneity [61]. On the other hand, when the nodes are scattered, the potential efficiency of cooperation is low, while the risk may also be low at the same time due to the heterogeneity. Aggregation and heterogeneity have a negative correlation, but the focus is different. Therefore, we use the aggregation property to measure the efficiency of cooperation and heterogeneity to quantify the risk.

#### 3.3.2. Efficiency Entropy and Risk Entropy

The above measures could describe many properties of a complex network, but still are unable to quantify “how complex is a complex network” [62]. In the information theory proposed by Shannon, the information is “the reduction of entropy” and “the reduction of uncertainty of a system” [36]. Entropy is an important concept, which could provide quantitative measurements for the probability distribution. If the probability has a uniform distribution in a complex network, it means that each node
has a different state. The system is highly disordered and corresponding entropy increases. On the contrary, if the probability distribution is not uniform, some states have a higher probability. It means that these states could have more chance to be predictable and the uncertainty decreases. The system becomes more orderly and the entropy decreases. Thus, the entropy can describe the state of order in a system [48]. For a complex network, the order means that it has some particular characteristics or has a specific structure. Using entropy to quantify the order could help our understanding of the complexity.

Suppose $X$ is a discrete random variable with possible values $\{x_1, x_2, \ldots, x_n\}$ and probability mass function $P(X)$. The probability of $x_i$ is denoted by $p_i$. The entropy can explicitly be written as

$$H(X) = \sum_{i=1}^{n} p_i \ln p_i,$$

where $b$ is the base of logarithm used. Units of entropy are the bit, Hartley, and nat, depending on the base used which are 2, 10, and Euler’s number $e$, respectively. The values defined by different bases can be converted by certain corresponding factors. Here the Euler’s number $e$ is used.

In a project portfolio network, the degree of aggregation is low if the nodes are scattered. In the sense of aggregation, it is a disorder. Furthermore, if there are many nodes aggregated together, it follows some order. In addition, if the number of edges of each node is relatively similar to each other, this is a type of structural homogeneity. From the perspective of heterogeneity, it is a disorder. If the edge number greatly differs, it shows an order in the sense of heterogeneity. A heterogeneous network, such as a scale-free network, can resist random attacks. By protecting important nodes, one can effectively control the spread of risk. According to the above discussion on entropy, we use entropy to measure the efficiency and risk. The order in the aggregation sense is used to measure efficiency, which is called efficiency entropy. The order in the heterogeneity sense is used to measure risk, which is called risk entropy.

In order to find an adequate set of ranges for balancing the cooperation efficiency and the risk, the portfolio network is divided into $s$ communities $\{M_1, M_2, \ldots, M_s\}$. The $M_j$ community has $n_j$ projects, $n = \sum_{j=1}^{s} n_j$. Therefore, the efficiency entropy and risk entropy are measured based on the communities and used to realize the efficiency function and risk function.

Efficiency entropy consists of two parts. The first part measures the cooperation in the community in the development phase of a portfolio. It is calculated based on the probability distribution of the sum of the clustering coefficient value and closeness centrality. After that phase, all versions derived from the same software system will be integrated into one version in the software test phase. The second part of the entropy measures the communities’ integration efficiency, which depends on the size of each community. Thus, the efficiency entropy is given as

$$H_E = \sum_{j=1}^{s} \frac{n_j}{n} H_{EM_j} + H_M$$

In the first part, set $\mu$ as the sum of clustering coefficient value and closeness centrality. Therefore, for each node $v_i$, $\mu_i = \beta_1 C_i + \beta_2 C_c(i)$ and $\beta_1 + \beta_2 = 1$. If the values of most $\mu$ are large, the nodes aggregate together and the entropy is small. Thus, the probability distribution of $\mu$ is used to calculate $p$. The range of $\mu$ is $[0, 1]$, which is divided into 10 intervals $(\Omega_1, \Omega_2, \ldots, \Omega_{10})$, with $p_k = \sum_i p(\mu_i), \mu_i \in \Omega_k$ being the probability of $\mu$ in each interval. Following this, the first part of the entropy is given by

$$H_{EM_j} = -\frac{1}{\psi} \sum_{k=1}^{10} p_k \ln p_k + \gamma,$$

where $\psi$ is a normalized coefficient defined as $\psi = \ln(n_j) \times \mu^* \times \text{num}(\Omega(\mu^*)), \mu^* = \max(\mu_i); \text{num}(\cdot)$ is a function to count the number of projects in $\Omega(\mu^*)$; and $\gamma$ is a correction coefficient related to the
U-shape cost curve [63] in the “economies of scale” theory. When the scale increases, the per-unit cost will decrease. If the scale is above a limit, the per-unit cost begins to increase. A similar situation occurs in IT project cooperation. Here we set $\gamma$ as

$$\gamma = \frac{(n_j - n^*)^2}{(n - n^*)^2},$$

(6)

where $n^*$ is an optimal scale.

The second part is given by

$$H_M = -\sum_{j=1}^{s} \frac{n_j}{n} \ln \frac{n_j}{n}.$$  

(7)

According to the definition, the value of $H_E$ is related to the properties of the inner community and the community division. The efficiency may increase in the development phase due to the aggregation being closer in a community, although this will decrease in the test phase due to the reunion of the community. The lower the efficiency entropy is, the higher the efficiency gets. The efficiency entropy is the inverse of the efficiency function.

Risk entropy is based on the weighted degree value [61], which is given by

$$H_R = \sum_{j=1}^{s} \frac{n_j}{n} H_{RM_j},$$

(8)

where $H_{RM_j} = -\sum_{i=1}^{n_j} p_i \ln p_i$; and $p_i = \frac{k^w_i}{\sum_{j=1}^{s} k^w_j}$ is the weighted degree value of node $v_i$. According to the definition, when the projects in a community share same software versions, the risk is high and the entropy $H_R$ has a high value. If each project adopts a separate version, the risk is very low and the entropy $H_R$ is equal to 0.

### 3.3.3. Efficiency–Risk Balance Optimization Algorithm

To minimize the risk level, a greedy algorithm is used to find the adequate community combination. It includes several steps:

1. **Step 1:** Construct the complex network model.
2. **Step 2:** Divide the network into several communities and repeat the division process on each community until the modularity value is less than a threshold. Following this, the division result can be organized as a hierarchical tree. Suppose there are $Q$ layers $L_1, \ldots, L_Q$. Each layer has $n_q$ communities. Layer $L_0$ is the original network.
3. **Step 3:** Search the tree from the top layer to the bottom layer in order to find the best combination to minimize the risk entropy $H_R$ and maintain the efficiency entropy $H_E$ not over the maximum entropy threshold $H_{E_\theta}$.

The procedure is shown as Figure 4 and the optimization communities are $\{M_1, M_2, \ldots, M_s\}$.

The above procedure could specify a set of ranges of cooperation, which provide suggestions to project managers. The efficiency entropy threshold setting depends on the actual situation. For example, if two projects in a cooperation range are limited by urgent completion time and with high risks, cooperation may not be a good choice and the threshold should be set to a large value. If there are plenty of human resources and only a few projects, it is not necessary to cooperate too. The threshold $H_{E_\theta}$ represents an acceptable cooperation level. Here a method is provided to determine it. Firstly, generate a representative and acceptable scale cooperative community, that is an Erdős–Rényi (ER) random network [64] $ER_\theta$ with the global clustering coefficient similar to that of the network $G_P$; then the value of the efficiency entropy $H_{ER_\theta}$ of $ER_\theta$ can be used as an upper limit of the threshold. The scale
$n_\theta$ can be decided by $n/n_c$ or based on the user’s preference, where $n$ is the size of the network $G_P$ and $n_c$ is the number of communities which can reconstruct the whole original network.

![Flowchart](image-url)

Figure 4. Optimization algorithm for efficiency–risk balance in the portfolio implementation process.

In addition, after evaluating the risk entropy, high-risk projects should also be identified to help managers take measures to control risk. In general, a node with a high degree is critical and accompanied with high risk, although the actual situation is more complex. According to the centrality analysis, the risk type of each node is calculated according to the structural properties and relative parameters. A risk type contains three aspects: global risk measures the effect degree of one project affecting other projects in the entire portfolio; intercommunity risk measures the degree of spreading risk from one community to another; and inner community risk measures the effect degree of one project affecting other projects in the same community. The risk type classification process is as shown in Figure 5.
Projects with a type A risk are mostly key projects, which have an impact on most projects in a portfolio. Nodes with a type B or type C risk should also be dealt with carefully.

In the following experiments, an IT project portfolio example is used to illustrate how to construct a complex model and how the optimization method is used to create an efficiency–risk balance to guide cooperation and control risk.

4. Illustrative Example

Generally, a typical project portfolio in a large financial enterprise is composed of hundreds of projects of channel interface types, e.g., point-of-sale (POS), automated teller machine (ATM), online banking, call center, the interface connected with external futures companies, securities companies, and so on. These can also be projects of business requirements, e.g., bills, card business, and credit business; as well as projects of internal and external regulatory demand, e.g., updates or reports from risk management, audit management and human resources management. Each project may be associated with a number of software systems, which make projects related to each other. The illustrative example data set is a practical project portfolio, which includes 217 IT projects from regulatory authorities’ demands, customer business requirements, and internal management needs.

The relationships between projects dynamically change during their life cycle. In the initial stage, managers can only identify the software systems related to the projects. In the implementation stage, many versions are derived from one version tree of the main software system. Projects with the same software systems may not cooperate, as projects cooperating in the development phase means that they share the same versions. In the software test phase, all those projects that share the same software systems may not cooperate, as projects cooperating in the development phase means that many versions are derived from one version tree of the main software system. Projects with the same versions are derived from one version tree of the main software system. Projects with the same versions are also reconnected in the test phase. Following this, the following parts will illustrate how to construct a network model, how to form a hierarchy community tree, how to measure the cooperation efficiency and risk using entropy, as well as how to balance them.
4.1. Weighted Network Model of an IT Project Portfolio

The typical portfolio mentioned above includes 217 projects, the number of which denotes the size of the project portfolio (P). There is a total of 103 relative software systems. It is generally a mid-sized scale portfolio. Figure 6a shows the relationships between projects and software systems. The nodes in the outer circle are the projects and those in the inner circle are the software systems.

Following this, the weighted network model $G_P$ is constructed based on the interdependent factor of software systems. After detecting the connections, nine projects are isolated with no linkage with others. The other 208 projects construct a partially connected network, which consists of two fully connected sub-networks. One of them is a large network, which includes 199 nodes and 2949 edges. The other network includes 9 nodes and 20 edges. The model is shown in Figure 6b, which is created using Gephi software [65]. It can be seen from the graph that there are very complex relationships between the projects within a portfolio, which brings great difficulties into the actual management.

![Figure 6](image_url)

**Figure 6.** The complex network model of a project portfolio using Circular Layout. (a) Relationships between projects and software systems; (b) Relationships between projects.

Additionally, some indicators and measured values will be compared to those of an ER random network ER1 with similar nodes and edges to show the properties of $G_P$.

4.1.1. Properties of the Network

Overall Properties

The small-world property and scale-free property of a project portfolio network model are observed and analyzed through the clustering coefficient and degree distribution, which are shown in Figures 7 and 8. Here, the cumulative degree distribution (CDF) is used to show the degree distribution.

![Figure 7](image_url)

**Figure 7.** Clustering coefficient distribution.
Other indicators are listed in Table 1.

**Table 1. Indicators.**

<table>
<thead>
<tr>
<th>Net</th>
<th>Average Path Length</th>
<th>Global Clustering Coefficient</th>
<th>Average Clustering Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>GP</td>
<td>2.3550</td>
<td>0.6735</td>
<td>0.9052</td>
</tr>
<tr>
<td>ER1</td>
<td>1.4111</td>
<td>0.1347</td>
<td>0.1344</td>
</tr>
</tbody>
</table>

According to the measure of small-worldness [66] in Table A1, $S_{Global}$ is $2.9960 >> 1$ and $S_{Local}$ is $4.0356 >> 1$. From the statistics, GP exhibits the small-world property [50], in which the average path length is small and the clustering coefficient is large. The small-world property indicates that there is a high degree of nodal aggregation in this network, which is the basis of cooperation.

According to the power-law distribution function, the fitting coefficient is 0.8865. It is slightly lower than the standard power-law distribution coefficient $\eta \in [1, 2]$ for cumulative probability distribution [46]. It indicates that the degree distribution of the network approximately follows a power-law distribution. There are few dominant nodes in the network that have a high degree and a large number of node connections, but the scale-free property of this network is not very typical. The reason is that the network has several nearly completely connected societies with a number of nodes. Therefore, it is necessary to take relevant risk measures according to the different community properties. Those high degree nodes in the network play more important roles than the others. They may be the key projects with high risk to which managers should pay more attention.

**Centrality Results of Nodes**

The indicators of centrality identify the importance of nodes in the network GP. The box plot is used to show the dispersion of each centrality and details of normalized centralities are shown in Figure 9.
The correlation coefficients are used to measure the dependence between each pair of centralities. The results are shown in Figure 10.

From Figure 9, it is found that each indicator has high dispersion, with values being widely scattered around the average value. That means the properties of these nodes vary widely, with the existence of key nodes. From Figure 10, the correlations between centrality pairs are all positive, but not high in most pairs. These four indicators of each node are not consistent. Some nodes with a high degree may have low betweenness centrality. Therefore, to achieve risk control, the importance of these key nodes should be identified further according to the risk classification process in Section 3.3.

4.1.2. Community Division for GP

Gephi software (version 0.9.1) is used by the Louvain algorithm for network community division. This work will be conducted iteratively. Firstly, the network is divided into several communities and each community may be divided into small ones. The community division of the first step is shown in Figure 11 by Yifan Hu Proportional network layout [67]. This layout provides a multi-level force directed algorithm for large graphs using a tree structure and nodes with force, which can easily express the multi-level and strength of the links. Furthermore, in the graph, the size of a node is proportional to the degree. The color of nodes identifies the community.

The resolution is set to 1, which should be lower to obtain smaller communities and larger to obtain bigger communities. As shown in Figure 11, the network GP can be divided into eight communities (different communities can be distinguished by different colors) and the modularity is 0.318. It is obviously larger than the modularity of the random network ER1, which is 0.141. It is feasible to implement cooperation within the community.
We repeat the above process, so that each community is divided into sub-communities until the modularity value is less than 0.09. In this way, the original network can be divided into several smaller communities. The portfolio implementation process optimization aims to find the best sub-community combination to balance the efficiency and risk. The division result is organized as a hierarchical tree form. The whole network can be divided into 4 layers containing 35 sub nodes, as shown in Figure 12. The complete network can be reconstructed by up to 26 communities, that is, $n_c = 26$.

![Figure 11. Community detection of layer $L_1$.](image)

![Figure 12. Community detection.](image)
The projects in the same community will share the same versions, which are concrete, and operational relations. Through the efficiency–risk balance procedure below, project managers will know the adequate cooperation range and the risk level. Thus, they will be able to make decisions more easily.

4.2. Project Portfolio Implementation Process Optimization Results

Based on the complex model and the optimization algorithm in Figure 4, the efficiency entropy and risk entropy can be calculated in order to make a balance between them. In this project portfolio optimization process simulation, the optimal scale \( n^* \) and the threshold \( H_{Eθ} \) are set to different values. The threshold \( H_{Eθ} \) is determined according to the method mentioned in Section 3.3.3. The scale of the random network \( ER_{θ} \) is 8 (\( n/n_c = 208/26 = 8 \)) and the global clustering coefficient is 0.664. If the optimal scale \( n^* \) is set to 40, the efficiency entropy \( H_{ER_{θ}} \) is 5.69; and if \( n^* \) is set to 100, \( H_{ER_{θ}} \) is 6.39. So the threshold \( H_{Eθ} \) is set to 5 or less in simulations. The results are shown in Figure 13.

![Figure 13. Optimization process.](image)

From the results, the values of efficiency entropy and risk entropy are related to the size of the community and the aggregation level of nodes. In the process, the extraction of a community from its root level actually cuts the software version relationship between them in the development phase. They are only related due to the interdependence of software systems, instead of versions, which decreases the risk of the portfolio. During the search process, the risk entropy decreases and the efficiency entropy gradually increases. The search process can be controlled by appropriate parameter settings. If the value of \( n^* \) is large, it is better to organize large scale cooperation. Therefore, when the network is divided into several small communities, the efficiency entropy increases faster. Under the premise of controlling risk, the efficiency entropy can be controlled by setting the threshold.
After that, the risk type of each project is also assessed according to the risk classification process. Projects of risk Types A, B, and C are marked in Figure 14.

Figure 14. Key projects.

It can be seen that most projects of risk type A are key projects with a high degree centrality or eigencentrality, which occupy the center place in the network. These connect with multiple projects, involving a wide range of systems or versions. Controlling the risk of these projects can greatly control the spread of risk throughout the entire portfolio. Projects of risk type B also have a considerable number of connections, with some of them even being the main bridges between different communities. For example, node 31 is the bridge between the small community 4 and the large communities 0 and 1 at layer $L_1$. Projects of risk type C are further apart from the center, having a moderate number of connections and playing bridge roles. Controlling the risk of these projects can ensure that the risk does not spread between specific local communities.

5. Conclusions

The complex network model could provide portfolio managers with three levels of cognition, namely, macroscopic network, meso-community, and micro-node. Furthermore, this could help project managers to know their own roles and neighbors. These will help to develop IT portfolio governance, promote cooperation between projects, and control the spread of risk.

- Macro-level

Macro-level means from the view of the overall structure of the network and its statistical properties to form an overall direction of the portfolio management. If the network has the small-world property with highly aggregated nodes, the possibility of cooperation is large. Resources could be allocated to unification, considering the cooperation in the communities. If the network has a scale-free feature, it is important to pay special attention to the success rate of those key projects for risk control.

- Meso-level

Through the community division, portfolio managers could understand the size of the community, the location of the community in the network, and the mutual influence between communities. This could help to organize effective cooperative relations within the community, which will save resources. Community detection could clarify the scope of the risk occurrence.
• Micro-level

On the micro-level, the main work is to analyze the properties of specific nodes, understand the location and role of nodes in the community through nodes’ centralities in addition to the impact on risk.

The network model provides a structural description of a portfolio. Following this, some indicators can be used to quantify the cooperation efficiency and the risk to some extent. Through the hierarchy community division, a potential set of cooperation ranges is provided for searching in order to balance the efficiency and the risk. Through the possibility distribution of the coefficient and closeness centrality, the efficiency entropy can describe the aggregation property, which is the basis of cooperation. In addition, with regards to the scale of project portfolio in a community, the efficiency entropy also considers the scale economics in actual situations. The risk entropy based on weighted degrees can provide a description of the risk in a community. It is related to the heterogeneity property, which could help to make decisions on taking measures for risk control.

The optimization method is used in a given portfolio. More work should be done in the future, such as combining with the portfolio selection process, dealing with dynamic portfolio changes, and so on. The complex network model is constructed based on the software system/version in this paper, but there are many other interdependencies between projects. Determining how best to take these factors into account and describe the relationship between different networks is still a challenge.
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Appendix A

Table A1. Mathematical definitions of complex network measures.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Weighted Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic concepts and notation</td>
<td>$n$ is the total node of the network.</td>
</tr>
<tr>
<td></td>
<td>$V = {v_1, v_2, \ldots, v_n}$ is the node set of the network.</td>
</tr>
<tr>
<td></td>
<td>$E = {e_1, e_2, \ldots, e_m}$ is the edge set of the network.</td>
</tr>
<tr>
<td></td>
<td>$W = {w_{ij}}$ is the set of edge weights in which $w_{ij}$ is the weight of the connected edges between nodes $v_i$ and $v_j$ $(i, j = 1, 2, \ldots, n)$.</td>
</tr>
<tr>
<td></td>
<td>All the weights are normalized by the average of the weights.</td>
</tr>
<tr>
<td></td>
<td>$(i, j)$ is a link between $v_i$ and $v_j$.</td>
</tr>
<tr>
<td></td>
<td>$a_{ij}$ is the connection status between $v_i$ and $v_j$: $a_{ij} = 1$ when link $(i, j)$ exists; $a_{ij} = 0$ otherwise.</td>
</tr>
<tr>
<td>Degree</td>
<td>Degree of node $v_i$ [53], $k_i = \sum_{j \neq i} a_{ij}$.</td>
</tr>
<tr>
<td></td>
<td>Weighted degree or the strength of $v_i$ [53], $s_i = k_i^{W} = \sum_{j \neq i} w_{ij}$.</td>
</tr>
<tr>
<td>Shortest path length</td>
<td>Shortest path length (distance) between $v_i$ and $v_j$ [53], $d_{ij}^{W} = \sum_{a \in g_{i \rightarrow j}} a_{ij}^{W \alpha}$, where $g_{i \rightarrow j}$ is the shortest path (geodesic) between $v_i$ and $v_j$, $\alpha$ is a positive tuning parameter set by the users.</td>
</tr>
<tr>
<td></td>
<td>Note that $d_{ij}^{W} = \infty$ for all disconnected pairs $(i, j)$.</td>
</tr>
<tr>
<td>Average path length</td>
<td>Average path length [53], $L_A = \frac{\sum_{i \neq j} d_{ij}^{W}}{n(n-1)}$</td>
</tr>
<tr>
<td>Global clustering coefficient</td>
<td>Global clustering coefficient [54], $C_{\text{Global}} = \frac{\sum w}{\text{total value of closed triplets}}$.</td>
</tr>
<tr>
<td></td>
<td>$w$, $\tau$ and $\tau$ is any form triplet.</td>
</tr>
</tbody>
</table>
Table A1. Cont.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Weighted Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local clustering coefficient</td>
<td>Local clustering coefficient of a node [68], ( C_i = \frac{1}{k_i} \sum \sum \frac{w_i}{w_{ij}} - \delta(v_i, v_j) ) where ( w_i = \sum w_{ij} ) / ( k_i ). Clustering coefficient of a network, ( C_{local} = \frac{1}{n} \sum C_i )</td>
</tr>
<tr>
<td>Cumulative degree distribution</td>
<td>Cumulative degree distribution of the network [51], ( p(k) = \sum p(k') ) for ( k' \geq k ).</td>
</tr>
<tr>
<td>Degree distribution</td>
<td>Cumulative weighted degree distribution of the network [69], ( p(k^w) = \sum p(k') ) where ( p(k') ) is the probability of a node having degree ( k' ).</td>
</tr>
<tr>
<td>Degree centrality</td>
<td>Degree centrality [53], ( C_d(i) = k_i \times \left( \sum_{j \neq i} w_{ij} / w_{ij} \right)^\alpha ) where ( \alpha ) is a positive tuning parameter set by the users, here set ( \alpha = 0.5 ). Normalized version divides simple degree by the maximum value possible.</td>
</tr>
<tr>
<td>Closeness centrality</td>
<td>Closeness centrality of a node [53], ( C_c(i) = \sum \frac{1}{d_{ij}} ) (set ( d_{ii} = 0 ). Normalized version divides each value by ( n-1 ).</td>
</tr>
<tr>
<td>Betweenness centrality</td>
<td>Betweenness centrality [55], ( C_b(i) = \sum_{s \neq i} s_{st} / \sum_{s \neq i} s_{st} ) where ( s_{st} ) is the number of shortest paths from ( v_i ) to ( v_t ) that pass through ( v_i ), ( n_t ) is the total number of shortest paths from ( v_i ) to ( v_t ). Normalized version divides each value by the maximum value possible.</td>
</tr>
<tr>
<td>Eigenvector centrality</td>
<td>Eigenvector centrality [70], ( C_v(i) = \lambda_i^{-1} \sum_{j \neq i} w_{ij} e_j ), where ( \tilde{W} ) is the adjacency matrix constructed by ( w_{ij} ), in which each eigenvalue ( \lambda_i ) has its own eigenvector ( e_j ). Note that the algorithm computes the eigenvector centrality individually for each disconnected component. Normalized version divides each value by the maximum value possible.</td>
</tr>
<tr>
<td>Modularity</td>
<td>Modularity of a network [71], ( Q = \frac{1}{2} \sum_{i \neq j} w_{ij} - \left( \frac{1}{2} \sum_{i \neq j} w_{ij} \right)^2 ) j(( c_i, c_j )) = \delta(( c_i, c_j )) is a simple delta function which denotes whether ( v_i ) and ( v_j ) are in the same community, if they are in the same community, then the value is 1, otherwise it is 0; ( m = \frac{1}{2} \sum_{i \neq j} w_{ij} ).</td>
</tr>
<tr>
<td>Measure of network small-worldness</td>
<td>Network small-worldness [66], ( S_{global} = \frac{C_{global}/C^{rand}}{L_{A}/L^{rand}} ) or ( S_{local} = \frac{C_{local}/C^{rand}}{L_{A}/L^{rand}} ) where ( C ) and ( C^{rand} ) are the clustering coefficients and ( L_A ) and ( L^{rand} ) are the average path lengths of the tested network and a random network. Small-worldliness networks often have ( S_p \gg 1 ).</td>
</tr>
<tr>
<td>Measure of network scale-free property</td>
<td>A scale-free network is a network whose degree distribution follows a power law [46], ( p(k) \sim k^{-\eta} ), where ( \eta ) is a parameter whose value is typically in the range, ( 1 &lt; \eta &lt; 2 ) for the cumulative degree distribution.</td>
</tr>
</tbody>
</table>
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