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Abstract: The research on quantum chaos finds its roots in the study of the spectrum of complex nuclei in the 1950s and the pioneering experiments in microwave billiards in the 1970s. Since then, a large number of new results was produced. Nevertheless, the work on the subject is, even at present, a superposition of several approaches expressed in different mathematical formalisms and weakly linked to each other. The purpose of this paper is to supply a unified framework for describing quantum chaos using the quantum ergodic hierarchy. Using the factorization property of this framework, we characterize the dynamical aspects of quantum chaos by obtaining the Ehrenfest time. We also outline a generalization of the quantum mixing level of the kicked rotator in the context of the impulsive differential equations.
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1. Introduction

Highly unstable systems were studied in detail in many different areas of classical and quantum physics. It has been shown that a number of quantum systems have behaviors which are usually interpreted as chaotic [1–4]. However, these empirical features contrast with the fact that, in quantum systems, chaos seems to be the exception rather than the rule. Some experts even suggest that chaotic quantum systems do not exist, because the physical systems obtained from the quantization of chaotic classical systems in general do not exhibit chaotic behavior [1]. The absence of chaotic manifestations in the vast majority of quantum systems has been considered as a serious threat to the Correspondence Principle. Some radical positions have even claimed that the absence of quantum chaos challenges the empirical adequacy of quantum mechanics. Nevertheless, these positions sound surprising if we take into account the increasing attention that quantum chaos has received from the community of physicists during the last decades.

We consider that this confusing situation is the result of the conceptual disagreements about what quantum chaos is. Usually, authors define quantum chaos by analogy to the classical case, that is, by seeking indicators of chaos in the quantum domain. For instance, Peres [5] proposed an analogue to the Lyapunov exponents by means of the notion of Loschmidt echo. In turn, Loschmidt echo can be intimately related to decoherence, understood as a process occurring in open quantum systems [6]. With regard to the Lyapunov exponents, the exponential sensitivity to the initial conditions has been simulated up to a characteristic time, called Ehrenfest time or logarithmic timescale, which represents the time that a Gaussian wave packet needs to spread throughout the entire phase space [7]. The Ehrenfest timescale is a fundamental signature of quantum chaos, which characterizes the dynamical aspects...
of the quantum chaotic motion. Complementarily, the universal statistical properties of the energy spectrum are given by the Random Matrix Theory approach, which characterizes the stationary aspects of quantum chaos in the energy domain [8–10]. Another important approach to quantum chaos was proposed by Michael Berry, who identifies a chaotic quantum system as a quantum system with a chaotic classical limit [11]; he originally called the study of this kind of quantum systems chaology.

In this paper we propose a unified framework for describing quantum chaos using the quantum ergodic hierarchy, previously developed by two of us in [12,13]. We also characterize the dynamical aspects of quantum chaos by obtaining the Ehrenfest time. We will begin by considering the ergodic hierarchy of classical dynamical systems [14–16], which classifies asymptotic behavior in terms of the correlations between subsets in phase space. We will also consider the perspective developed by Gordon Belot and John Earman [17], who appealed to the classical ergodic hierarchy to define quantum chaos in a conceptual way that has many points in common with ours. Thus, we will extend the Belot–Earman proposal to the issue of the graininess and chaos in compatibility with the Correspondence Principle, with the purpose of develop an unified scenario for the dynamical and stationary aspects of quantum chaos. On the basis of this result, we will present a formalism developed to treat quantum systems whose classical limits belong to one of the levels of the classical ergodic hierarchy. This will allow us to identify some conditions that a quantum system must satisfy to lead to chaotic behavior in its classical limit.

In order to fulfill this task, the article is organized as follows. In Section 2, we present a brief exposition of the fundamental concepts of classical chaos. In Section 3, we introduce the classical ergodic hierarchy, its different levels and the relationships between them. Section 4 is entirely devoted to describe how the standard strategies in the literature address the problem of quantum chaos. In Section 5, we present Berry’s definition of quantum chaos, and the requirements that, according to Belot and Earman, any adequate definition of quantum chaos should satisfy. Section 6 is devoted to introduce the Weyl–Wigner–Moyal formalism as the mathematical background for our proposal. In Section 7, we describe the classical limit in terms of the mean values of the quantum observables and the weak limit. In Section 8 we review the quantum ergodic hierarchy as a framework to characterize chaotic aspects of quantum systems, based on the classical ergodic hierarchy. Moreover, we provide a generalization of the quantum mixing level of the kicked rotator, within the context of the impulsive differential equations. In Section 9, we provide a tentative unified framework for quantum chaos, based on the quantum ergodic hierarchy. For accomplish this, first we briefly review the stationary aspects of quantum chaos, by means of the quantum factorization property of quantum mixing systems. Second, we consider the dynamical features of quantum chaos and we present a deduction of the Ehrenfest time in the context of mixing systems. Finally, in Section 10 we introduce our conclusions and some perspectives for future works.

2. Classical Chaos

Chaos in classical systems is associated with high sensitivity to small variations of initial conditions [18,19]. In a chaotic classical system, small variations of the initial conditions may lead to huge differences in the future behavior of the system. In spite of the fact that classical systems are inherently deterministic, in practice chaotic properties cancel any possibility of determining their future behaviors. In other words, from an empirical viewpoint, the trajectories of chaotic systems are completely random and unpredictable.

In what follows we describe some features of classical chaos that will be necessary in order to present a unified framework of quantum chaos. We introduce two important indicators of classical chaos, the Lyapunov exponents and the Kolmogorov–Sinai entropy. Moreover, we present another approach to classical chaos based on probability density functions. All these elements will be used in Sections 7 and 9.
Kolmogorov–Sinai entropy

We recall the definition of the Kolmogorov–Sinai entropy (KS-entropy) within the standard framework of measure theory [14–16], which we will use in Section 9. Consider a dynamical system given by \((\Gamma, \Sigma, \mu, \{T_t\}_{t \in \mathbb{J}})\), where \(\Gamma\) is the phase space, \(\Sigma\) is a \(\sigma\)-algebra, \(\mu : \Sigma \to [0, 1]\) is a normalized measure and \(\{T_t\}_{t \in \mathbb{J}}\) is a semigroup of measure-preserving transformations. For instance, \(T_t\) could be the classical Liouville transformation or the corresponding classical transformation associated to the quantum Schrödinger transformation. \(\mathbb{J}\) is usually \(\mathbb{R}\) for continuous dynamical systems and \(\mathbb{Z}\) for discrete ones. Let us divide the phase space \(\Gamma\) in a partition \(Q\) of \(m\) small cells \(A_i\) of measure \(\mu(A_i)\). The entropy of \(Q\) is defined as

\[
H(Q) = -\sum_{i=1}^{m} \mu(A_i) \log \mu(A_i).
\]

Now, given two partitions \(Q_1\) and \(Q_2\) we can obtain the partition \(Q_1 \lor Q_2\) which is \(\{a_i \cup b_j : a_i \in Q_1, b_j \in Q_2\}\), i.e., \(Q_1 \lor Q_2\) is a refinement of \(Q_1\) and \(Q_2\). In particular, from \(Q\) we can obtain the partition \(H(\lor_{j=0}^{n} T^{-j}Q)\) being \(T^{-j}\) the inverse of \(T_j\) (i.e., \(T^{-1} = T^{-1}\)) and \(T^{-j}Q = \{T^{-j}a : a \in Q\}\). From this, the KS-entropy \(h_{KS}\) of the dynamical system is defined as

\[
h_{KS} = \sup_{Q} \left\{ \lim_{n \to \infty} \frac{1}{n} H(\lor_{j=0}^{n} T^{-j}Q) \right\},
\]

where the supreme is taken over all measurable initial partitions \(Q\) of \(\Gamma\). The positiveness of KS-entropy is a sufficient condition for the existence of chaotic motion.

It should be noted that the KS-entropy is also used for characterizing the dynamical aspects of quantum chaos. Typically, in quantum systems having a chaotic classical analog, the KS-entropy and some of its quantum extensions overlap within a time range given by the Ehrenfest time. We will return to this point in Section 9.

Lyapunov exponents

The unpredictable behavior that characterizes chaotic systems is related to the local exponential instability of the motion [20], mathematically expressed by the Lyapunov exponents. In some cases it is enough to consider the maximum Lyapunov coefficient \(\Lambda\) for characterizing the chaotic behavior. This coefficient is given by

\[
\Lambda = \lim_{|t| \to \infty} \frac{1}{|t|} \log d(t),
\]

where \(d(t)\) is the distance, at time \(t\), between two trajectories with initial conditions close to each other, and \(d(0) = 1\). It can be proved that the exponential instability of the motion implies that the highest Lyapunov exponent is positive. The prediction of the trajectory, for a sufficiently short time interval, can be characterized by the random parameter [20]:

\[
r = \frac{h_{KS}|t|}{|\log \mu|},
\]

where \(\mu\) is the precision of the trajectory’s record and \(h_{KS}\) is the Kolmogorov–Sinai entropy. Predictions are possible within the finite interval of “temporal determinism”, \(r \leq 1\), while \(r \gg 1\) corresponds to the region of “asymptotic randomness”, in which almost all trajectories are unpredictable.

It should be noted that, in general, the maximum Lyapunov exponent does not characterize completely the chaotic behavior of the system. There are different chaotic regimes, like chaotic,
hyper-chaotic, hyper-hyper chaotic and deep chaotic, which depend on the number of positive Lyapunov exponents [21,22].

- Chaos in terms of probability density functions

Let us recall that exponential instability implies continuous spectrum [1]. In turn, this implies the decay of correlations in such a way that, for large times, the measure of the intersection between two sets of phase space, separated from each other, tends to the product of their measures. This property is called mixing, and constitutes one of the levels of the classical ergodic hierarchy. The main feature of mixing is that it establishes the statistical independence of different parts of a trajectory, when they are sufficiently separated in time. This is the main reason for the application of probability theory in the classical domain, which allows us to calculate statistical features such as diffusion, relaxation and distribution functions [1]. Consequently, this application allows us to replace the description in terms of trajectories with an equivalent one in terms of distribution functions, which, if not singular, represent not a single trajectory but a continuum of them.

Due to the Liouville theorem, in classical mechanics the measure of the support of any distribution function remains constant through the entire evolution. Nevertheless, the distribution can be coarse-grained, that is, can be averaged over some domain of the phase space. The evolution of the coarse-grained distribution is described by a kinetic equation, i.e., a diffusion equation. In terms of coarse-grained distributions, the property of mixing implies that, in the asymptotic limit of infinite time, every smooth initial coarse-grained distribution converges to a constant smooth stationary state. This process is called statistical relaxation. It should be noted that this coarse-grain operation is essential to the characterization of the timescales of quantum chaos.

In addition to the above characterization, there are two further mathematical characterizations of chaos. One of them is the definition based on the concept of algorithmic complexity [17]; the other is formulated in the context of the classical ergodic hierarchy [14,15]. This second one classifies the different levels of instability in terms of the decay of the correlations between subsets of the phase space. Two theorems relate these three different definitions of chaos [22–24]: Brudno’s theorem relates algorithmic complexity to Lyapunov exponents; Pesin’s theorem relates the classical ergodic hierarchy to Lyapunov exponents. The connections among the three definitions are shown in Figure 1.

The classical ergodic hierarchy is a central element in our unified framework of quantum chaos, that we propose in Section 9, so we decided to dedicate the following section to this topic.

![Figure 1. The chaotic pyramid is a diagram which illustrates the relations between the classical ergodic hierarchy, the Lyapunov exponents, and the algorithmic complexity by means of Pesin and Brudno’s theorems.](image)

3. The Classical Ergodic Hierarchy

In this section, we present the ergodic hierarchy for classical systems. We define the different levels of the hierarchy and the relationships between them. The classical ergodic hierarchy will be the starting point for the development of the quantum ergodic hierarchy, introduced in Section 8.

Asymptotic behavior is one of the most important physical features of dynamical systems [4,14,15,18,19]. In this section we will present the study of dynamical systems by means of their asymptotic description in terms of correlations between subsets of phase space. The notions
of ergodicity and mixing will be derived from that description. On this basis, we will introduce the classical ergodic hierarchy, which will be extended to the quantum domain in the following sections.

The classical ergodic hierarchy classifies the instability level of a dynamical system according to the type of correlations between subsets in phase space. Given a dynamical system \((\Gamma, \Sigma, \mu, \tau)\), where \(\Gamma\) is an abstract set (typically, a subset of \(\mathbb{R}^n\) in classical mechanics), \(\Sigma\) is a \(\sigma\)-algebra of sets of \(\Gamma\), \(\mu\) is a measure on \(\Sigma\), and \(\tau\) is a family of measure–preserving transformations (generally, for continuous dynamical systems, \(\tau = \mathcal{R}\), and \(T_t\) is the classical evolution given by the Hamiltonian equations) \(\{T_t\}_{t \in \mathbb{R}}\), the following correlation \(C(A, B)\) between any two subsets \(A, B \subseteq \Gamma\) can be defined as:

\[
C(A, B) = \mu(A \cap B) - \mu(A)\mu(B).
\]

If \(\Gamma\) is normalized, then \(\mu(A)\) can be interpreted as the probability of finding the system in \(A\), and \(C(A, B)\) is simply the difference between the probability of \(A \cap B\) and the product of the probabilities of \(A\) and \(B\). Thus, in this probabilistic interpretation, \(C(A, B)\) measures how “independent” two subsets \(A\) and \(B\) are. This becomes clear by considering \(A, B\) such that \(C(A, B) = 0\), from which follows that \(\mu(A \cap B) = \mu(A)\mu(B)\), i.e., they are independent.

The four levels of the classical ergodic hierarchy are defined in the following way. We say that the transformation \(T_t\), or its discrete form \(T_k\) (where the subindex \(k\) represents the \(k\)-th time step), is:

- **Ergodic**, if for all \(A, B \in \Gamma\)
  \[
  \lim_{T \to \infty} \frac{1}{T} \int_0^T C(T_t A, B) \, dt = 0, \quad (4)
  \]
  or, in its discretized form, if for all \(A, B \in \Gamma\)
  \[
  \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} C(T_k A, B) = 0. \quad (5)
  \]
  We say that a system is ergodic when the transformation \(T_t\) is ergodic.

- **Mixing**, if for all \(A, B \in \Gamma\)
  \[
  \lim_{T \to \infty} C(T_t A, B) = 0, \quad (6)
  \]
  or, in its discretized form, if for all \(A, B \in \Gamma\)
  \[
  \lim_{n \to \infty} C(T_n A, B) = 0. \quad (7)
  \]
  We say that a system is mixing when the transformation \(T_t\) is mixing.

- **Kolmogorov**, if, for all integer \(r\), for all \(A_0, A_1, \ldots, A_r \subseteq \Gamma\), and for all \(\varepsilon > 0\), there exists a positive integer \(n_0 > 0\) such that, if \(n \geq n_0\), then
  \[
  |C(A_0, B)| < \varepsilon, \quad \text{for all } B \in \sigma_{n,r}(A_1, \ldots, A_r), \quad (8)
  \]
  where \(\sigma_{n,r}(A_1, \ldots, A_r)\) is the minimal \(\sigma\)-algebra generated by \(\{T^k A_i : k \geq n ; i = 1, \ldots, r\}\). We say that a system is Kolmogorov (sometimes called K–system) when the transformation \(T_t\) is Kolmogorov.

- **Bernoulli**, if for all \(A, B \in \Gamma\)
  \[
  C(T_t A, B) = 0, \quad (9)
  \]
  for all \(t \in \mathbb{R}\).

We say that a system is Bernoulli when the transformation \(T_t\) is Bernoulli.
These levels exhibit different types of time decays according to \( C(T_i A, B) \), from the weakest level (ergodic) to the strongest (Bernoulli). The following strict inclusions hold:

\[
\text{Ergodic} \supset \text{Mixing} \supset \text{Kolmogorov} \supset \text{Bernoulli}
\]

Examples of ergodic and mixing transformations can be given by considering successive iterations of \( S(x, y) = (\sqrt{2} + x, \sqrt{3} + y) \) and \( T(x, y) = (x + y, x + 2y) \) respectively, over a random distribution of 1000 points in the square \([0, \frac{1}{2}] \times [0, \frac{1}{2}]\), where the phase space is \( \Gamma = [0, 1] \times [0, 1] \). In Figures 4.3.3 and 4.3.4 of [15] it can be seen how in the ergodic case the distribution of points travels across the phase space retaining its shape, while in the mixing case is stretched in the direction of the straight line \( y = \frac{3}{2} x \) spreading throughout the whole phase space.

An example of Kolmogorov transformation can be given by considering the same the phase space \( \Gamma = [0, 1] \times [0, 1] \) as in the previous examples, and defining the transformation \( U(x, y) : \Gamma \rightarrow \Gamma \) as

\[
S(x, y) = \begin{cases} 
(2x, \frac{1}{2} y) & \text{if } 0 \leq x < \frac{1}{2}, 0 \leq y \leq 1 \\
(2x - 1, \frac{1}{2} y + \frac{1}{2}) & \text{if } \frac{1}{2} \leq x \leq 1, 0 \leq y \leq 1
\end{cases}
\]

(10)

This transformation is known as the Baker transformation with the peculiarity that successive iterations on the rectangle \([0, 1] \times [0, 1]\) mimics some aspects of the kneading dough.

With regard to the Bernoulli systems, an equivalent definition can be given using the Bernoulli shift. A Bernoulli shift is a stochastic process discretized in time, such that each independent random variable can take \( N \) distinct possible values, with the outcome \( i \) with probability \( p_i \), with \( i = 1, \ldots, N \) and \( \sum_{i=1}^{N} p_i = 1 \). The sample space is \( X = \{1, \ldots, N\}^{\mathbb{Z}} \) and the associated measure is the Bernoulli measure \( \mu = \{p_1, \ldots, p_N\}^{\mathbb{Z}} \). The \( \sigma \)-algebra \( \mathcal{A} \) on \( X \) is the product \( \sigma \)-algebra given by the direct product of the \( \sigma \)-algebra of the finite set \( \{1, \ldots, N\} \). Thus, a Bernoulli scheme is a dynamical system provided with a shift operator \( T \), with \( T x_k = x_{k+1} \), which is the Bernoulli shift transformation. Since the outcomes are independent, the shift preserves the measure, and thus \( T \) is a transformation which preserves the measure. Then, the alternative definition of the Bernoulli system is the following [16]: An automorphism \( S : \Gamma \rightarrow \Gamma \) is Bernoulli if and only if it is conjugate to a Bernoulli shift transformation.

4. What Is Quantum Chaos?

In this section we introduce the foundational approaches of quantum chaos theory along with some criticisms, which together give account for the current state–of–art of the theory.

The issue about chaos in quantum systems arose in the 70s from the attempts to understand classical chaos in terms of quantum mechanics in the classical limit. These attempts were motivated by the accumulated empirical evidence, due to Wigner [25] and Dyson [26] mainly during the 50s, coming from the study of complex nuclei and long-lived resonance states. Wigner’s central idea was that, for quantum systems with many degrees of freedom, like a heavy nucleus, one can assume that the Hamiltonian matrix elements in a typical basis can be treated as independent Gaussian random numbers. This discovery was the birth of the Random Matrix Theory (RMT), led by Mehta [9] and others [10], which made it possible to mathematically express the main prediction of the Wigner and Dyson original approach: “the statistical distribution of spacings between adjacent energy levels obeys universal distributions governed by the Gaussian ensemble of matrices.” Inspired by the universality of random matrices, in 1984 Bohigas, Gianonni and Schimt [8] formulated their celebrated statement (called “BGS conjecture”) concerning quantum chaotic systems: Spectrum of time-reversal invariant systems whose classical analogue are K-systems show the same statistical properties as predicted by Gaussian orthogonal ensembles. Furthermore, Gaussian ensembles proved to be powerful tools to study statistical properties in many applications [27–30].

At this point we consider that a classification of quantum instability in terms of stationary and dynamic properties is convenient, knowing in advance that it does not exhaust all possible approaches.
4.1. Random Matrix Theory: Stationary Aspects in the Energy Domain

As mentioned above, the origin of quantum chaos dates back to the study of atomic nuclei in the 50s, which gave rise to the RMT and to the BGS conjecture about the universality spectrum of K-systems. To further strengthen this approach, during the 80s numerical evidence began to grow: authors began to realize that the spectrum of very simple systems, like quantum chaotic billiards, also displayed the energy level fluctuations described by the Gaussian ensembles. These ensembles model the chaotic behavior of quantum systems by starting from the hypothesis of certain correlations between the matrix elements $H_{ij}$ of the system’s Hamiltonian $\hat{H}$. The two conditions for the joint probability density $P(H_{11}, H_{12}, \ldots, H_{NN})$ that define a Gaussian ensemble are ([2], pp. 73–74):

$$P(H_{11}, H_{12}, \ldots, H_{NN}) = P(H_{11})P(H_{12})\cdots P(H_{NN}) \quad \text{(randomness)} \quad (11)$$

$$P(H_{11}, H_{12}, \ldots, H_{NN}) = P(H'_{11}, H'_{12}, \ldots, H'_{NN}) \quad \text{(invariance)} \quad (12)$$

where the transformed Hamiltonian $\hat{H}'$ is obtained from the original one $\hat{H}$ by an orthogonal, unitary or symplectic transformation, depending on the corresponding type of Gaussian ensemble. Equation (12) simply represents the invariance of the density probability $P(H_{11}, H_{12}, \ldots, H_{NN})$ under an orthogonal, unitary or symplectic transformation. Equation (11) means that, in the fully chaotic regime of a chaotic quantum system, the details of the interactions are not relevant; as a consequence, the Hamiltonian can be replaced by a matrix whose elements are uncorrelated. To complete this picture, it should be noted that one of the paradigmatic models where the BGS conjecture has been more convincingly proved is the quantum billiard. This system corresponds to the stationary Schrödinger equation for a free particle of mass $m$ that can collide with the walls of a planar domain $\mathcal{D}$. This problem is described by the well-known Helmholtz equation for the wave function of the particle:

$$\nabla^2 \Psi(x, y) + k^2 \Psi(x, y) = 0 \quad (13)$$

subject to the Dirichlet conditions $\Psi|_{\partial \mathcal{D}} = 0$, where $\partial \mathcal{D}$ is the boundary of $\mathcal{D}$, and the eigenergies $E_n = \frac{n^2 \pi^2}{2m}$ correspond to a discreet set of solutions $\{k_n, \Psi_n : n = 1, 2, \ldots\}$. It can be numerically proved that, for circular domains, the system is integrable and regular, whereas for cardioid-type domains (proposed by Robnik [31]) the behavior is fully chaotic.

4.2. Heisenberg and Ehrenfest Timescales: Dynamical Aspects in the Temporal Domain

Some researches highlight a difficulty for defining quantum chaos based on classical chaos conditions [1]. They argue that some of the necessary conditions for classical chaos, like having spectrum and phase space both continuous, are violated in quantum mechanics: most quantum systems have discrete spectrum and, due to the Uncertainty Principle, the phase space is discretized by cells of finite size $\Delta x \Delta p \geq \hbar$ (for every degree of freedom). These authors consider that this problem is even more tricky when the Correspondence Principle is considered, since it states that all classical phenomena, included chaos, must emerge from the underlying quantum domain. An interesting review of this problem can be found in [32–34].

Some authors suggested that a possible way to reconcile the discrete spectrum of a quantum system with the Correspondence Principle is by taking into account some characteristic timescales of the quantum dynamics [1]. Others, by contrast, claim that chaos does not threaten the Correspondence Principle, but rather it expresses the emergence of the logarithmic timescale proportional to $\log \hbar^{-D}$ (with $2D$ the dimension of the phase space). This marks out the non-commutativity of the limits $t \to \infty$ and $\hbar \to 0$ and the region where the Kolmogorov–Sinai entropy and its quantum versions agree [35–39]. The key point that compatibilizes both positions consists in realizing that the distinction between continuous and discrete spectrum is unambiguous only in the asymptotic limit $t \to \infty$. This idea was suggested by the implementation of numerical simulations in simple models, as the kicked rotator [1], where the dynamical aspects of quantum chaos within the proper time domain
were identified. This led to a characterization of quantum chaos as a property of the time evolution that occurs within a timescale $t^*$, known as Heisenberg time, after which the dynamics is governed by quantum fluctuations. Therefore, from this perspective “genuine” quantum chaos is possible only within a timescale $t < t^*$, where the phenomena with semiclassical description, such as relaxation and exponential sensitivity, are possible. In addition, it was observed that in quantum mechanics not all chaotic phenomena occur before the Heisenberg time: there are others with a shorter lifetime. Some of this resulted in a different timescale, given by the Ehrenfest time $t_E = \ln(A_0/\hbar) \lambda$, where $A_0$ is the volume of phase space explored by a classical trajectory, and $\lambda$ is the maximum classical Lyapunov exponent that measures the exponential divergence rate $\delta x(t) \sim \exp(\lambda t)\delta x(0)$ between neighbouring trajectories. The Ehrenfest time can be obtained using Fourier spectra analysis based on Fast Fourier Transform or wavelets. According to [21], the latter has some advantages with regard to the other method. Even though Heisenberg and the Ehrenfest timescales characterize the limiting cases of regular and fully chaotic dynamics in quantum chaos, it should be noted that in general is necessary to consider all positive Lyapunov exponents, as was explained in Section 2.

4.3. Gutzwiller’s Trace Formula: Unifying Dynamical and Stationary Aspects

As was mentioned in Section 4.1, the universal statistical properties of quantum spectra are expected to be well described by Random Matrix Theory, without taking into account the particular details of the system under study. However, individual features such as periodic orbits or scarring phenomena are indiscernible for the RMT, since they involve the classical limit of quantum mechanics (in the limit of high quantum numbers) [2]. By establishing a correspondence between the quantum mechanical spectrum and the periodic orbits of the system, in a series of innovative works [40,41] Gutzwiller obtained the Trace Formula that describes the density of states [3]:

$$\rho(E) = \frac{1}{\pi \hbar} \sum_{\text{periodic orbits}} \frac{T}{\sqrt{\det(M - 1)}} \cos \left( \frac{S(E) - \hbar \mu \pi/2}{\hbar} \right).$$

(14)

It expresses the quantum spectrum in terms of the properties of the periodic orbits, such as the stability matrix $M$, the period $T$, the Maslov index $\mu$ and the classical action $S(E)$. Among other things, from (14) one can derive: the Wigner semicircle law, which describes the asymptotic behavior of the eigenvalues for the average density of states, and also the Gaussian ensembles of RMT. Nevertheless, the Trace Formula presents serious difficulties when used in calculations, mainly due to the exponential number of periodic orbits that chaotic systems may have.

Finally, it should be said that the Trace Formula not only contains the Random Matrix Theory, but also the stationary aspects of quantum chaos, like the Ehrenfest timescale. The relationships between the Trace Formula, the Random Matrix Theory and the Ehrenfest timescale are shown in Figure 2.

![Figure 2. The quantum chaos pyramid](image)

**Figure 2.** The quantum chaos pyramid is a diagram which illustrates the main signatures of the quantum chaos and their relationships.

4.4. Some Open Questions

At this point it is worth noting the progress toward a quantum chaos theory by means of the understanding of several features such as the RMT, the timescales, and the Trace Formula. However,
at the same time many unsolved issues have emerged in the field of quantum chaos. Without the aim to be exhaustive, we conclude this section by mentioning some of the still open or partially answered questions.

- Some authors adopt a “top-down” strategy, which consists in obtaining the quantization of simple classical chaotic models by replacing classical functions with the corresponding quantum operators. In this case the conflict arises because the resulting quantum models are usually non-chaotic according to some features considered as indicators of chaos. This is the argument followed by Ford and his collaborators [42,43]: by taking the notion of complexity as the key concept to define chaos, they argue that the quantization of a classical chaotic system has null complexity and, therefore, is intrinsically non-chaotic. On the basis of this argument, the authors conclude the incompleteness of the quantum formalism: in the light of the supposed ubiquity of classical chaos, quantum mechanics should be replaced with a theory capable of accounting for chaotic behavior.

- With regard to the exponential divergence of trajectories, the usual claim is that quantum mechanics suppresses chaos because it is not possible to define precise trajectories in quantum evolutions as a consequence of the Uncertainty Principle [44,45].

- A necessary condition for chaos in finite classical systems is the non-linearity (however, chaos may occur in linear systems, provided they are infinite dimensional [46]) of the equations of motion [47]: there must be nonlinear components coupling at least two variables together in the equation of motion. Since the quantum equations of motion are solutions of the linear Schrödinger equation, some researchers have concluded that quantum systems are necessarily non-chaotic [11]. One way out to this conclusion is the attempt to recover quantum chaos by introducing nonlinear terms in the Schrödinger equation; this could be achieved, for instance, by means of the general framework developed by Weinberg [48].

- Another feature of quantum mechanics that has been used to explain why quantum models are in general non-chaotic is the unitary character of the evolution described by the Schrödinger equation: since the time evolution of a quantum system changes neither the angle nor the distance between vectors corresponding to different states, quantum systems are not sensitive to initial conditions and, therefore, they are non-chaotic. This conclusion has led some authors to seek the way toward quantum chaos in non-unitary approaches to quantum mechanics, such as the GRW theory [49], where the collapse of the wave function is a physical process whose frequency of occurrence increases with the size of the quantum system.

- Also, a relevant approach for quantum chaos is by means of quantum thermalization [50], which is supported by cold atom experiments [51]. In this framework, it was proved that an specific initial state of an isolated and bounded quantum system of many particles tends to an equilibrium state, under the hypothesis that the energy eigenfunctions which are superposed to form that state obey the Berry’s conjecture [52,53]. The latter states that, if the quantum system has a chaotic classical limit, the energy eigenfunctions behave as if they were Gaussian random variables.

5. Quantum Chaos as Chaotic Classical Limit

In this section we discuss some strategies that consider the quantum chaos as a chaotic classical limit. We pay particular attention to the Belot–Earman program concerning to the minimal ingredients that a theory of quantum chaos should posses, along with the Zurek and Casati approaches.

Michael Berry was the first author in considering that the a precise way of characterizing quantum chaos consists in taking into account the features of the classical system that arises as the classical limit of a quantum system: A quantum system is chaotic if its classical limit is chaotic. Following Berry’s definition [11], in their paper on quantum mechanics, chaos and the Correspondence Principle, Belot and Earman [17] present a general framework for the discussion of the problem of quantum chaos. On the basis of the fact that there is no consensus about what “quantum chaos” means, they propose four requirements that any definition of quantum chaos should fulfill:
(i) It should possess generality and mathematical rigor.
(ii) It should agree with common intuitions (this requirement is not considered necessary for all authors).
(iii) It should be clearly related to criteria of classical chaos.
(iv) It should be physically relevant.

We will take Belot–Earman’s program as the starting point of our argumentation because, among the different strategies for addressing the problem of quantum chaos, this program is the approach with more points of contact with our perspective. In the first place we consider, like Belot and Earman, that the problem of quantum chaos amounts to the problem of the emergence of classical chaos from the quantum descriptions of physical systems. In addition, we also share their view that, in turn, this is a particular aspect of the more general issue of the classical limit of quantum mechanics, that is, how classical behavior can emerge from the quantum realm.

A point of agreement with the Belot–Earman program’s is that it allows to consider the classical limit of closed systems. Whereas many authors look for quantum chaos in open systems in order to obtain non-unitary time evolutions [54–57], Belot and Earman restrict their attention to the standard quantum-mechanical treatments of closed quantum systems, by focusing exclusively on Schrödinger evolutions. However, our approach is not restricted to closed systems. We also consider that the open systems should be incorporated in a description for quantum chaos.

Another reason for adopting this perspective is the very nature of the problem: the emergence of classical chaos from quantum descriptions. Taking this into account, we have developed an approach of the classical limit of quantum mechanics [13,58–62] along with some of their consequences [63–65] according to which, under certain spectral conditions, a sufficiently macroscopic closed quantum system behaves as a classical statistical system. This approach can be related with quantum thermalization [50,51], in which the spectral condition is given by the Berry’s conjecture.

Finally, another point of agreement is related with the formalism used to address the problem. Belot and Earman point out that physicists are able to derive testable predictions from quantum mechanics with no reference to the measurement problem. This fact can be justified by a reliance on the notion of expectation values of observables and their evolutions. On this basis, the authors develop their argumentation in the language provided by the algebraic formalism of quantum mechanics. Our account of the classical limit also agrees with Belot–Earman’s approach regarding this point since, as we will see, the explanation is completely expressed in the context of the algebraic formalism and relies on the time behavior of the expectation values of the relevant observables of the quantum system.

Of course, the answer to the problem of quantum chaos strongly depends on how the classical limit of quantum mechanics is conceived. Belot and Earman introduce an index $N$ to measure the “size” of the quantum system, in such a way that letting $N \to \infty$ corresponds to taking the limit $\hbar \to 0$. On this basis, they focus their attention on how “mixing emerges in the $N \to \infty$ limit” [17]. This means that, for the authors, the classical limit of quantum mechanics is given by the macroscopic limit. However, as we will see, there are good reasons to think that macroscopicity is not sufficient to explain the emergence of classical behavior from the quantum realm, and that decoherence is essential.

Among the strategies followed to define quantum chaos in terms of the classical limit, the following two deserve a particular interest in relation to our proposal:

- Zurek and his collaborators [55–57] search for chaotic behavior in open quantum systems which can undergo non-unitary time evolutions. For these authors, only the coupling between the quantum system and its environment can explain the emergence of classical chaos. In the context of their approach it can be proven that, under certain physical reasonable conditions of the environment (in particular, a Markovian environment), the von Neumann entropy of the reduced state is proportional to the Kolmogorov–Sinai entropy. Therefore, according to the Pesin theorem, the Lyapunov exponents of the classical limit can be obtained. In this way, the authors explain the emergence of non-unitary evolutions and chaos in quantum systems as a result of interaction with an environment.
Casati and Prosen [1] consider that the emergence of classicality in closed quantum systems having a chaotic analog occurs as a result of the *dephasing* of the quantum interferences due to the internal dynamics of the quantum system. This characterization has been studied and numerically simulated for several chaotic billiards and for the Casati–Prosen model [66].

6. Weyl–Wigner–Moyal Formalism

In this section, we introduce some properties of the Weyl symbol and the Wigner transform that will be used to express classical quantities in terms of quantum ones, and viceversa. In Section 8, these tools will be necessary in order to obtain a quantum version of the classical ergodic hierarchy. The Weyl–Wigner–Moyal formalism maps operators on the quantum Hilbert space into distributions on the classical phase space. In terms of algebras, this transformation maps a quantum algebra of operators into a semiclassical algebra of functions. This is not the classical algebra because it is not a commutative structure, and also it contains functions that cannot be interpreted as classical distributions.

Let us consider a quantum system with \(2(N + 1)\) degrees of freedom, represented by a Hilbert space \(\mathcal{H}\), and an algebra of operators \(\mathcal{A}\), defined as the ring of operators \(\hat{A} : \mathcal{H} \rightarrow \mathcal{H}\) (provided with the usual sum and product), such that \(\hat{A}^\dagger = \hat{A}\) for all \(\hat{A} \in \mathcal{A}\), where \(\hat{A}^\dagger\) is the Hermitian conjugate of \(\hat{A}\). For any \(\hat{A} \in \mathcal{A}\), the *Wigner transform* of \(\hat{A}\) is the distribution function defined over \(\mathbb{R}^{2(N+1)}\) given by [67]:

\[
W_\hat{A}(q, p) = \frac{1}{i\hbar^{N+1}} \int_{\mathbb{R}^{N+1}} \langle q + \Delta | \hat{A} | q - \Delta \rangle e^{i\frac{p\Delta}{\hbar}} d\Delta,
\]

where \(q, p, \Delta \in \mathbb{R}^{N + 1}\). The set \(\mathcal{A}_q = \{W_\hat{A}(q, p) : \hat{A} \in \mathcal{A}\}\) of all distributions is called *quasiclassical algebra*. In turn, the *Weyl symbol* of \(\hat{A}\) is defined as [67]:

\[
\tilde{W}_\hat{A}(q, p) = \int_{\mathbb{R}^{N+1}} \langle q + \Delta | \hat{A} | q - \Delta \rangle e^{i\frac{p\Delta}{\hbar}} d\Delta.
\]

Given two operators \(\hat{A}, \hat{B} \in \mathcal{A}\), the *star product* [68] can be introduced:

\[
\tilde{W}_{\hat{A}}(q, p) * \tilde{W}_{\hat{B}}(q, p) = \tilde{W}_{\hat{A}}(q, p) \exp\left(-\frac{i\hbar}{2} \frac{\partial}{\partial q} \omega^{ab} \frac{\partial}{\partial p}\right) \tilde{W}_{\hat{B}}(q, p) = \tilde{W}_{\hat{A} \hat{B}}(q, p),
\]

where \(\omega^{ab}\) is the metric tensor of \(\mathbb{R}^{(N+1)}\). From the power expansion of the exponential it follows that:

\[
\tilde{W}_{\hat{A} \hat{B}}(q, p) = \tilde{W}_{\hat{A}}(q, p) \tilde{W}_{\hat{B}}(q, p) + \mathcal{O}(\hbar^{N+1}/S),
\]

where \(S\) is the value of the classical action.

The physical content of the quasiclassical algebra \(\mathcal{A}_q\) is given by the *Moyal bracket*, defined as:

\[
\{\tilde{W}_{\hat{A}}, \tilde{W}_{\hat{B}}\}_{MB} = \frac{1}{i\hbar} (\tilde{W}_{\hat{A} \hat{B}} - \tilde{W}_{\hat{B} \hat{A}}).
\]

From the above Eqs. it follows that the Moyal bracket is simply the Wigner transform of the quantum commutator:

\[
\{\tilde{W}_{\hat{A}}, \tilde{W}_{\hat{B}}\}_{MB} = \frac{1}{i\hbar} W_{[\hat{A}, \hat{B}]}.
\]

Let us now consider a classical algebra \(\mathcal{A}_c\), composed by all the functions \(f : \mathbb{R}^{2(N+1)} \rightarrow \mathbb{R}\) and provided with the usual sum and product. The relationship between the classical algebra \(\mathcal{A}_c\) and the quasiclassical \(\mathcal{A}_q\) is given by:

\[
\{f, g\}_{MB} = \{f, g\}_{PB} + \mathcal{O}(\hbar^{2(N+1)}/S^2),
\]
where \( f, g : \mathbb{R}^{2(N+1)} \to \mathbb{R} \) are two arbitrary functions and

\[
\{f, g\}_PB = \sum_{i=1}^{N+1} \left( \frac{\partial f}{\partial q_i} \frac{\partial g}{\partial p_i} - \frac{\partial f}{\partial p_i} \frac{\partial g}{\partial q_i} \right)
\]

is the Poisson bracket. Moreover, the Wigner transform and its inverse define the following isomorphism between \( \mathcal{A} \) and \( \mathcal{A}_q \):

\[
\mathcal{A} \to \mathcal{A}_q, \quad \mathcal{A}_q \to \mathcal{A}.
\]

These applications are called Weyl–Wigner–Moyal map. When \( \frac{\hbar^{N+1}}{S} \to 0 \), the star product approaches the usual product (as one can see from (16)) and the Moyal bracket tends to the Poisson bracket, where \( \frac{\hbar^{N+1}}{S} \) is the deformation parameter. Thus, the quasiclassical algebra tends to the corresponding classical algebra. In turn, given the scalar product \( \langle f, g \rangle = \int_{\mathbb{R}^{2(N+1)}} f(q,p)g(q,p) \ dq \ dp \) between two functions \( f, g : \mathbb{R}^{2(N+1)} \to \mathbb{R} \), a relevant property of the Wigner transformation is the following [67]:

\[
\text{Tr}(\hat{A}\hat{B}) = \langle W_{\hat{A}}, \tilde{W}_{\hat{B}} \rangle,
\]

where \( \hat{A}, \hat{B} \) are any two operators of the quantum algebra.

The concepts just introduced can be applied to quantum observables and states. Observables are represented by operators belonging to an algebra \( \mathcal{O} \), which is defined as the ring of operators \( \hat{O} : \mathcal{H} \to \mathcal{H} \) such that \( \hat{O}^\dagger = \hat{O} \) for all \( \hat{O} \in \mathcal{O} \), where \( \hat{O}^\dagger \) is the Hermitian conjugate of \( \hat{O} \). Quantum states are represented by the operators belonging to the positive cone \( \mathcal{N} \) of density matrices belonging to the dual space of \( \mathcal{O} \), denoted by \( \mathcal{O}' \), that is, \( \mathcal{N} = \{ \hat{\rho} \in \mathcal{O}' : \hat{\rho}(\hat{1}) = 1 \}, \hat{\rho}(\hat{O}\hat{O}^\dagger) \geq 0, \forall \hat{O} \in \mathcal{O} \}, \) with \( \hat{1} \) the identity operator of \( \mathcal{O} \). The action \( \hat{\rho}(\hat{O}) \) of a state \( \hat{\rho} \) over an observable \( \hat{O} \) is the expectation value of \( \hat{O} \) in \( \hat{\rho} \), given by \( \text{Tr}(\hat{\rho} \hat{O}) \), where \( \text{Tr}(\ldots) \) is the trace operation. Throughout all the paper we will use the common notation \( \langle \hat{O} \rangle_{\hat{\rho}} \) for expectation values. In this case, Equation (16) expresses the expectation value of an observable \( \hat{O} \) in the state \( \hat{\rho} \) as the integral over \( \mathbb{R}^{2(N+1)} \) of the product \( W_{\hat{\rho}}(q,p)\tilde{W}_{\hat{O}}(q,p) \). In particular, for the identity function \( I(q,p) \) of \( \mathbb{R}^{2(N+1)} \), from (16) it follows that \( \tilde{W}_{I}(q,p) = I(q,p) \). As a consequence, (16) results:

\[
\text{Tr}(\hat{\rho}\hat{1}) = \langle W_{\hat{\rho}}, \tilde{W}_{\hat{1}} \rangle = 1,
\]

which is precisely the normalization condition for the state \( \hat{\rho} \). Since the Wigner transform of quantum states may be negative, then \( \mathcal{A}_q \) is not a classical algebra. For this reason, it is said that \( \rho(q,p) = W_{\hat{\rho}}(q,p) \) is a quasi–probability distribution, where \( \hat{\rho} \in \mathcal{N} \) is any density matrix of \( \mathcal{N} \).

7. Classical Limit in Terms of Weak Limit

7.1. The Weak Limit

The classical limit of quantum mechanics refers to the study of quantum systems when the Planck constant can be neglected against other relevant magnitudes and, as a consequence, the behavior of the system can be predicted by means of the laws of classical mechanics. There are several formalisms to address the classical limit [69–72]. In this paper we will appeal to the Self-Induced-Decoherence (SID) approach, according to which observables are the fundamental items of quantum mechanics and states are functionals on them [73–75]. One of the main advantages of SID is that it supplies an intuitive picture of the relaxation processes of a quantum system in its approach to equilibrium in the asymptotic limit of large times, in the coarse-grained sense mentioned in Section 2.2 [1]. The SID approach is based on the notion of weak limit.

Given a quantum system represented by the algebra of observables \( \mathcal{O} \) and an initial state \( \hat{\rho} \in \mathcal{N} \), if \( \hat{\rho}(t) \) is the state at time \( t \), then we say that \( \hat{\rho}(t) \in \mathcal{N} \) is the weak limit of \( \hat{\rho} \) if

\[
\lim_{t \to \infty} \langle \hat{O} \rangle_{\hat{\rho}(t)} = \langle \hat{O} \rangle_{\hat{\rho}_s},
\]
for all the observables $\hat{O} \in \mathcal{O}$. Equation (18) expresses the fact that $\dot{\rho}_s$ can be conceived as a kind of “coarse-grained state” over the set of observables $\mathcal{O}$, where the expectation value $\langle \hat{O} \rangle_{\dot{\rho}_s}$ approaches to the constant value $\langle \hat{O} \rangle_{\dot{\rho}}$, for very large times. When the weak limit exists, its uniqueness follows from (18). This means that given a Hamiltonian and an initial state $\dot{\rho}$, there is a unique $\dot{\rho}_s$ which satisfies (18) for all observable $\hat{O}$. Since the expectation value $\langle \hat{O} \rangle_{\dot{\rho}_s}$ contains information about the quantum correlations of $\dot{\rho}$ at time $t$, then it is reasonable to assume that $\langle \hat{O} \rangle_{\dot{\rho}_s}$ represents the correlations of $\dot{\rho}$ when $t \to \infty$, i.e., in the asymptotic limit. In this sense, $\dot{\rho}_s$ can be interpreted as an “equilibrium state”.

7.2. Formulation of the Classical Limit in Terms of Weak Limit

Due to its own definition, the weak limit plays a central role in the description of the classical limit. Let $S$ be a quantum system with a Hamiltonian $\hat{H}$. Let us denote its basis of eigenstates $\{|a\rangle\}$. Its eigenvalues $\{E_a\}$ constitute the quantum spectrum, i.e., the energies of the system. Depending on the quantum system, the spectrum can be discrete, continuous, complex (e.g., in non-Hermitian Hamiltonians used to describe nuclear decay processes), or even a combination of them. Assuming that $\hat{H}$ is Hermitian and non-degenerate, the following well-known relations hold:

$$H|a\rangle = E_a|a\rangle, \quad \langle a|H = \langle a|E_a,$$

$$\langle a|b\rangle = \delta_{ab} \quad \text{(orthogonality)} \quad \langle a|\rangle \langle a| = \sum_a |a\rangle \langle a| = \mathbb{I} \quad \text{(completeness)}$$

Since the states $\rho_a = |a\rangle \langle a|$ are pure, $\rho_a^2 = \rho_a$ for all $a$. Any state $\rho$ in the basis $\{|a\rangle\}$ can be expanded as:

$$\rho = \sum_a \sum_b \rho_{ab} |a\rangle \langle b| \quad \text{with} \quad \rho_{ab} = \langle a|\rho|b\rangle. \quad \text{(20)}$$

The state $\dot{\rho}$ at time $t$ is given by action of the evolution operator $\hat{U}(t) = e^{-i\hat{H}t}$. More precisely:

$$\dot{\rho}(t) = \hat{U}(t)\dot{\rho}\hat{U}(t)^\dagger = e^{-i\hat{H}t} \dot{\rho} e^{i\hat{H}t}. \quad \text{(21)}$$

From Equations (19)–(21), $\dot{\rho}(t)$ can be expressed in the following way:

$$\dot{\rho}(t) = \sum_a \sum_b \rho_{ab} e^{-i\frac{(E_a - E_b) t}{\hbar}} |a\rangle \langle b|. \quad \text{(22)}$$

Analogously, any observable $\hat{O}$ can be expanded as:

$$\hat{O} = \sum_a \sum_b O_{ab} |a\rangle \langle b| \quad \text{with} \quad O_{ab} = \langle a|\hat{O}|b\rangle. \quad \text{(23)}$$

By using (22) and (23), the product $\dot{\rho}\hat{O}$ can be expressed as:

$$\dot{\rho}(t)\hat{O} = \sum_a \sum_b \left( \sum_c \rho_{ac} e^{-i\frac{(E_a - E_c) t}{\hbar}} O_{cb} \right) |a\rangle \langle b|. \quad \text{(24)}$$

Now by taking the trace over $\dot{\rho}(t)\hat{O}$ and using (24), the expectation value of $\hat{O}$ in $\dot{\rho}$ at time $t$ reads:

$$\langle \hat{O} \rangle_{\dot{\rho}(t)} = \sum_D + \sum_{ND} (t)$$

$$\sum_D = \sum_a \rho_{aa} O_{aa}$$

$$\sum_{ND} (t) = \sum_{a \neq b} \sum_{b \neq a} \rho_{ab} O_{ba} e^{-i\frac{(E_a - E_b) t}{\hbar}}. \quad \text{(25)}$$
Equation (25) captures the relevant information for our interpretation of the classical limit. It shows that the expectation value \( \langle \hat{O}_t \rangle_{\hat{\rho}(t)} \) of any observable at time \( t \) has two types of terms: the diagonal terms, which are constant and their sum is denoted by \( \sum_D \), and the off-diagonal terms, which have a time dependence in function of the oscillatory factors \( e^{-i(E_a - E_b)t} \) and their sum is denoted by \( \sum_{ND}(t) \). In other words, \( \sum_{ND}(t) \) expresses the quantum interference between the states of the basis \( \{|a\} \), i.e., it carries the purely quantum part of \( \langle \hat{O}_t \rangle_{\hat{\rho}(t)} \). Moreover, given that the coefficients \( \rho_{aa} = \langle a|\hat{\rho}|a \rangle \) are non-negative and \( \sum_a \rho_{aa} = \text{Tr}(\hat{\rho}) = 1 \), then the term \( \sum_D \) has the structure of a classical expectation value. By using \( \hat{\rho}_s \) to denote the mixed state \( \sum_a \rho_{aa}|a\rangle\langle a| \), the term \( \sum_D \) can be expressed as:

\[
\sum_D = \langle \hat{O} \rangle_{\hat{\rho}_s}.
\]

Then, from (25) and (26), the following relations hold:

\[
\langle \hat{O}_t \rangle_{\hat{\rho}(t)} = \langle \hat{O} \rangle_{\hat{\rho}_s} + \sum_{ND}(t)
\]

\[
\hat{\rho}_s = \sum_a \rho_{aa}|a\rangle\langle a|
\]

\[
\sum_{ND}(t) = \sum_{a \neq b \neq a} \rho_{ab}O_{ba}e^{-i(E_a - E_b)t}.
\]

Equation (27) represents the classical limit written in terms a weak limit. On the basis of (18) and (27), the fundamental statement of the SID approach to the classical limit can be formulated [73–75]:

“\[ \text{The weak limit of a state } \hat{\rho} \text{ exists if and only if the off-diagonal part } \sum_{ND}(t) \text{ can be made arbitrarily small in the asymptotic limit } t \to \infty, \text{ which physically expresses the cancellation of quantum interference, and therefore, represents a way to establish the classical limit by means of quantum expectation values.}\]

For the case of quantum systems having a discrete spectrum, a way to obtain the classical limit is by requiring that the minimum spacing between two adjacent energy levels, denoted by \( \Delta E \), is much smaller than the difference \( |E_a - E_b| \) between two any energy levels \( E_a, E_b \). Thus, the spectrum can be approximated by a continuum (as in the case of chaotic quantum billiards, such as the Sinai billiards [1,13,66]) and the sum \( \sum_{ND}(t) \) can be replaced by a double integral:

\[
\sum_{ND}(t) \approx \int \int \rho(a,b)O(b,a)e^{-i(E_a - E_b)t} dadb \text{ iff } \forall \text{ adjacent } E_{a}, E_{b} : \frac{|E_a - E_b|}{\Delta E} < 1. \tag{28}
\]

Assuming certain conditions of regularity for the function \( \rho(a,b)O(b,a) \) (it is enough that \( \rho(a,b)O(b,a) \in L^2(\mathbb{R}^2) \)), the Riemann–Lebesgue lemma can be applied in (28) in the asymptotic limit \( t \to \infty \):

\[
\lim_{t \to \infty} \sum_{ND}(t) = \lim_{t \to \infty} \int \int \rho(a,b)O(b,a)e^{-i(E_a - E_b)t} dadb = 0.
\]

When the spectrum is continuous (as in nuclear and atomic physics, and particle scattering) the condition (28) is not necessary because any quantum mean value is expressed by integrals, instead of sums. In order to use the formalism of the weak limit to characterize quantum chaos, we must first describe the behavior of a classical system in terms of its constants of motion. Given a quantum system \( S_\mu \), in the classical limit \( \frac{h^{N-1}}{\pi} \to 0 \) it can be represented by a classical system \( S_{cl} \), with a
2(N + 1)-dimensional phase space \( \Gamma \) and a Hamiltonian \( H(q, p) \). According to Carathéodory’s theorem [76], \( S_{cl} \) has \( N + 1 \) constants of motion, \( H(q, p), O_1(q, p), \ldots, O_N(q, p) \), which satisfy:

$$\{H(q, p), O_j(q, p)\}_{PB} = \sum_{j=1}^{N} \left( \frac{\partial H}{\partial q_j} \frac{\partial O_j}{\partial p_j} - \frac{\partial H}{\partial p_j} \frac{\partial O_j}{\partial q_j} \right) = 0$$

over maximal 2\((N + 1)\)-dimensional hypersurfaces \( D_{\phi_i} \) containing \( \phi_i = (q_i, p_i) \in \Gamma \) (with \( (q, p) \) a short notation for \( (q_0, q_1, \ldots, q_N, p_0, p_1, \ldots, p_N) \)) for all point \( \phi_i \) of phase space \( \Gamma \). In particular, when the union of all foliations \( D_{\phi_i} \) are equal to \( \Gamma \), it is said that \( S_{cl} \) is integrable (this definition is equivalent to the standard one: For a Hamiltonian system having a phase space 2\((N + 1)\)-dimensional, it is said integrable if and only if there exists a maximal set of Poisson commutative invariants, i.e., functions defined over the phase space \( f_0(q, p) = H(q, p), f_1(q, p), \ldots, f_N(q, p) \), such that \( \{ f_i, f_j \}_{PB} = 0 \) for all \( i, j = 0, \ldots, N \). Otherwise, \( S_{cl} \) is non–integrable.

Now we can review the steps to recover the classical description \( S_{cl} \) by calculating the weak limit for states of \( S \), as presented in [12]:

(i) First, the expectation value \( \langle \hat{\Phi}_{\rho(t)} \rangle \) is expressed as the sum \( \langle \hat{\Phi}_{\rho(t)} \rangle = \langle \hat{\Phi}_{\rho} \rangle + \sum_{ND}(t) \). When the limit for \( t \to \infty \) is applied, the off-diagonal part \( \sum_{ND}(t) \) tends to zero. Then, the quantum expectation value tend to the diagonal part \( \langle \hat{\Phi}_{\rho} \rangle \), which has the structure of a classical expectation value.

(ii) Second, the classical equilibrium density \( \rho_*(q, p) \) is obtained as the time-independent part of the Wigner transform of the quantum state \( \hat{\rho}(t) \): \( W_{\hat{\rho}(t)}(q, p) = \rho_*(q, p) + f(q, p, t) \), where \( f(q, p, t) \) embodies the quantum effects in phase space.

(iii) Finally, the classical density \( \rho_*(q, p) \) is expressed as a decomposition of peaked classical trajectories \( \tau(q, p) = \tau_0 + \omega t, \theta_i(q, p) = \theta_{i0} + p_i t \) (where \( i \) denotes the maximal domains \( D_{\phi_i} \)) over the hypersurfaces defined by \( H(q, p) = \omega \) and \( P_{I_l}(q, p) = p_{I_l} \), with \( I = 1, \ldots, N \). Thus, the classical description is recovered from quantum mechanics.

The stages (i), (ii), and (iii) can be summarized in the following scheme:

<table>
<thead>
<tr>
<th>(i) Quantum mechanics</th>
<th>(ii) Statistical classical mechanics</th>
<th>(iii) Classical mechanics</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hbar \frac{N+1}{2} \neq 0 ), ( t &lt; \infty )</td>
<td>( \hbar \frac{N+1}{2} \to 0 ), ( t \to \infty ), ( t \leq \tau = \tau(h) )</td>
<td>( \rho_*(q, p) ) is decomposed in classical trajectories</td>
</tr>
<tr>
<td>( \hat{\Phi}<em>{\rho(t)} = \langle \hat{\Phi}</em>{\rho} \rangle + \sum_{ND}(t) ) where ( \sum_{ND}(t) ) contains quantum correlations</td>
<td>( \hat{\rho}(t) \to \hat{\rho}_* ) (weak limit)</td>
<td>( H(q, p) = \omega ), ( P_{I_l}(q, p) = p_{I_l} )</td>
</tr>
</tbody>
</table>

These steps provide a method to address the classical limit in several phenomena like decoherence in closed and open quantum systems, statistical relaxation, and quantum chaos. The inequality \( t \leq \tau = \tau(h) \) warns us that in order to recover classical chaos from quantum mechanics the asymptotic limit \( t \to \infty \) must be taken along with the limit \( \hbar \frac{N+1}{2} \to 0 \), according to the quantum chaos timescales. This point will be discussed in Section 9.

An example of this method was presented in [61] using a two–dimensional Sinai’s billiard, as is shown in Figure 2 [2]. The main idea is that when the particle is confined to the interior of the billiard, the trajectories can be defined by choosing two constants of motion which constitute a complete set of local constants of motion (for instance, the energy and one component of the momentum). The application of the steps (i)–(iii) leads to an equilibrium distribution \( \rho_* \) (Equation 4.25 of [61]), which corresponds to the Wigner function \( W_{\rho_*} \) spread over the accessible chaotic part of phase space ([4], p. 24).

8. The Quantum Ergodic Hierarchy

This section is devoted to the quantum ergodic hierarchy developed in [12,13]. In Section 8.1 we review the construction of the quantum ergodic hierarchy and we show the consistency between
the languages of measurable sets, distribution functions and quantum operators. In Section 8.2 we illustrate the ergodic, mixing and Bernoulli levels of the quantum ergodic hierarchy with the kicked rotator example, previously presented in [13]. Finally, in Section 8.3 we propose a generalization of the fully chaotic regime of kicked rotator, characterized by the quantum mixing level.

8.1. The Levels of the Quantum Ergodic Hierarchy in Terms of Quantum Expectation Values

In this subsection we review how to construct the quantum ergodic hierarchy from classical ergodic hierarchy. The resulting levels will be: quantum ergodic, quantum mixing, quantum Kolmogorov, and quantum Bernoulli. As we will see, whereas the classical ergodic hierarchy classifies classical systems according to the correlations between subsets in phase space, the quantum ergodic hierarchy classifies quantum systems in terms of correlations between states and observables. For accomplish this, we will need the tools described in Section 6, such as of the Wigner transformation and the Weyl symbols.

Let us begin with the important remark that the correlation function relevant to the ergodic hierarchy, \( C(A, B) = \mu(A \cap B) - \mu(A)\mu(B) \), can be equivalently expressed in several mathematical formalisms. This is a key point in order to pass from the classical ergodic hierarchy to its quantum version. We will employ the following three languages to express the correlation \( C(A, B) \).

(a) The language of measurable sets:
\[
C(A, B) = \mu(A \cap B) - \mu(A)\mu(B). \tag{29}
\]

(b) The language of distribution functions:
\[
C(f, g) = \langle f, g \rangle - \langle f, 1\Gamma \rangle \langle g, 1\Gamma \rangle, \tag{30}
\]
where \( 1\Gamma \) is the identity function on \( \Gamma \).

(c) The quantum language:
\[
C(\hat{A}, \hat{B}) = \text{Tr}(\hat{A}\hat{B}) - \hbar^{N+1}\text{Tr}(\hat{A})\text{Tr}(\hat{B}), \tag{31}
\]
where \( \hat{A}, \hat{B} \) are two any operators.

In order to show the relationships between (a), (b) and (c), we will restrict to the families of measurable sets and functions, which are big enough for all practical purposes (for the case of non-measurable functions and sets this analysis should be made more carefully).

- (a) and (b): By definition, \( \mu(A) = \int_\Gamma 1_A(q, p) dq dp \); then, from (29) the correlation function reads:
\[
C(A, B) = \int_\Gamma 1_{A \cap B}(q, p) dq dp - \int_\Gamma 1_A(q, p) dq dp \int_\Gamma 1_B(q, p) dq dp
= \int_\Gamma 1_A(q, p)1_B(q, p) dq dp - \int_\Gamma 1_A(q, p) dq dp \int_\Gamma 1_B(q, p) dq dp. \tag{32}
\]

Let \( f, g \) be two distribution functions defined over \( \Gamma \). They can be expanded in terms of characteristic functions as:
\[
f(q, p) = \sum_i a_i 1_{A_i}(q, p),
g(q, p) = \sum_j b_j 1_{B_j}(q, p), \tag{33}
\]
where \( \{A_i\}, \{B_j\} \) are countable partitions of \( \Gamma \). Now, using (32) for each \( A_i \) and \( B_j \), multiplying both members by \( a_i b_j \) and finally adding over the indexes \( i, j \), we obtain:
\[
\sum_i \sum_j C(A_i, B_j) = \int_\Gamma \sum_i a_i 1_{A_i}(q, p) \sum_j b_j 1_{B_j}(q, p) dq dp - \int_\Gamma \sum_i a_i 1_{A_i}(q, p) dq dp \int_\Gamma \sum_j b_j 1_{B_j}(q, p) dq dp. \tag{34}
\]
whose evolution is given by the Liouville theorem. Therefore, the languages (a), (b), and (c) are equivalent and can be exchanged. It is interesting to note that the weak-limit states \( \hat{\rho}_\tau \) are physically interpreted as equilibrium distributions, since they are invariant under the transformations \( T_i \in \tau \) acts over \( f \) as [15]:

\[
\int_A P_i f dq dp = \int_{T_i^{-1}(A)} f dq dp 
\]

Just as the weak-limit states \( \hat{\rho}_\tau \) are fixed points of the quantum evolution operator in the sense of the expectation values, the distribution functions \( f_* \) are fixed points of the Perron operator. As might be expected, the \( f_* \) are physically interpreted as equilibrium distributions, since they are invariant under the evolution, i.e., \( P_i f_* = f_* \). In a generic case, there may be several fixed points \( f_* \). However, in the case of an ergodic dynamical system, there is only one \( f_* \) ([15], p. 45). Moreover, it can be shown that \( f_* \) is a fixed point of \( P_i \) if and only if:

\[
\mu_* (A) = \int_A f_* (q, p) dq dp
\]

is an invariant measure under the transformations \( T_i \) ([15], p. 46).

It is interesting to note that \( f_* (q, p) \) admits an intuitive interpretation from the viewpoint of statistical mechanics. If \( f_* (q, p) \) is interpreted as the density of points in phase space of the system in the asymptotic limit, then it is nothing but the density distribution of the Liouville equation, whose evolution is given by the Liouville theorem [4,18,19,22]:

\[
\frac{df_*}{dt} = \frac{\partial f_*}{\partial t} + \{ f_*, H \}_PB = 0,
\]

(35) where the correlation \( C(f, g) \) of \( f \) has been recovered.

- (b) and (c): Let \( \hat{A}, \hat{B} \) be two observables, and consider the functions \( f(q, p) = W_A(q, p) \) and \( g(q, p) = W_B(q, p) \). In particular, from (30) the correlation function can be written as:

\[
C(W_A, W_B) = \int \Gamma W_A(q, p) W_B(q, p) dq dp - \int \Gamma W_A(q, p) dq dp \int \Gamma W_B(q, p) dq dp =
\int \Gamma W_A(q, p) W_B(q, p) dq dp - h^{N+1} \int \Gamma W_A(q, p) dq dp \int \Gamma W_B(q, p) dq dp.
\]

Then, due to the Wigner transform property of (16), Equation (36) can be expressed as:

\[
C(W_A, W_B) = \text{Tr}(\hat{A} \hat{B}) - h^{N+1} \text{Tr}(\hat{A} \text{Tr}(\hat{B}) := C(\hat{A}, \hat{B}).
\]

- (c) and (a): Let \( A, B \) two subsets of \( \Gamma \), and consider the operators \( \hat{A}, \hat{B} \) such that \( W_A(q, p) = 1_A(q, p) \) and \( W_B(q, p) = 1_B(q, p) / h^{N+1} \). That is, \( \hat{W}_B(q, p) = 1_B(q, p) \). Then, from (31) and (16), it follows that:

\[
C(\hat{A}, \hat{B}) = \text{Tr}(\hat{A} \hat{B}) - h^{N+1} \text{Tr}(\hat{A}) \text{Tr}(\hat{B}) = \langle W_A, W_B \rangle - h^{N+1} \langle W_A, 1_T \rangle \langle W_B, 1_T \rangle =
\langle 1_A, 1_B \rangle - \langle 1_A, 1_T \rangle \langle 1_B, 1_T \rangle = \langle 1_{A \cap B}, 1_T \rangle - \langle 1_A, 1_T \rangle \langle 1_B, 1_T \rangle = \mu(A \cap B) - \mu(A)\mu(B).
\]

(37) Therefore, the languages (a), (b), and (c) are equivalent and can be exchanged.

In order to describe the evolution of any initial distribution function, we must consider a classical evolution operator that plays a role analogue to that of the quantum one. Given the dynamical system \( (\Gamma, \Sigma, \mu, \tau) \) and a distribution function \( f \) defined on \( \Gamma \), the Frobenius–Perron operator \( P_i \) associated to the transformation \( T_i \in \tau \) acts over \( f \) as [15]:

\[
\int_A P_i f dq dp = \int_{T_i^{-1}(A)} f dq dp \quad \text{for all} \quad A \subset \Gamma.
\]
where $\frac{df}{dt} = 0$ is interpreted as a situation of statistical equilibrium where the volumes in phase space do not change through time. This motivates the definition of a new correlation function $C_s(A, B)$ in terms of $\mu_s$:

$$C_s(A, B) = \mu_s(A \cap B) - \mu_s(A)\mu_s(B).$$  \hfill (38)

Given a state $\hat{\rho}(t)$ at time $t$ and an observable $\hat{O}$, the task is to obtain the quantum correlation $C(\hat{\rho}(t), \hat{O})$ between $\hat{\rho}(t)$ and $\hat{O}$. Using (38) and the properties of the Wigner transform, the correlation relevant to the quantum ergodic hierarchy turns out to be [12,13]:

$$C(\hat{\rho}(t), \hat{O}) = \langle \hat{O} \rangle_{\hat{\rho}(t)} - \langle \hat{O} \rangle_{\hat{\rho}_s},$$  \hfill (39)

where $\hat{\rho}_s$ is the representative state of equilibrium in the sense of the expectation values, such that $W_{\hat{\rho}_s}(q, p) = f_s(q, p)$. Then, by replacing $C(T_tA, B)$ with $C(\hat{\rho}(t), \hat{O})$ in each level of the classical ergodic hierarchy (Equations (4)–(9)), the levels of the quantum ergodic hierarchy are obtained. Precisely, if $\hat{\rho}(t) = \hat{U}(t)\hat{\rho}(t)^4$ is the state $\hat{\rho}$ at time $t$, the quantum evolution operator $\hat{U}(t)$ is

- **Quantum ergodic if**
  $$\lim_{T \to \infty} \frac{1}{T} \int_0^T C(\hat{\rho}(t), \hat{O}) \, dt = 0 \hfill (40)$$
  or, equivalently in its discretized form, if
  $$\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} C(\hat{\rho}(k), \hat{O}) = 0, \hfill (41)$$

  where $\hat{\rho}(k) = \hat{U}(k)\hat{\rho}(k)^4$ is the initial state $\hat{\rho}$ after $k$ time steps and the operator $\hat{U}(k)$ is any unitary operator representing the time evolution. In general, $\hat{U}(k) = e^{-i\frac{\bar{H}k}{\hbar}}$, where $\bar{H}$ is the Hamiltonian of the quantum system and $\{t_k\}$ is any sequence of discretized time steps.

- **Quantum mixing if**
  $$\lim_{t \to \infty} C(\hat{\rho}(t), \hat{O}) = 0, \hfill (42)$$
  or, equivalently in its discretized form, if
  $$\lim_{n \to \infty} C(\hat{\rho}(n), \hat{O}) = 0. \hfill (43)$$

- **Quantum Kolmogorov if**, for all the set of observables $\hat{O}_1, \hat{O}_2, \ldots, \hat{O}_s, \ldots$ and for all the $m_j \in \mathbb{N}_0$,
  $$\lim_{n \to \infty} \langle \hat{O}_1 \prod_{j=2}^{\infty} \hat{O}_j(n + m_j) \rangle_{\hat{\rho}(n + m_1)} = \langle \hat{O}_1 \rangle_{\hat{\rho}_s} \lim_{n \to \infty} \langle \prod_{j=2}^{\infty} \hat{O}_j(n + m_j) \rangle_{\hat{\rho}(n + m_1)}. \hfill (44)$$

- **Quantum Bernoulli if**
  $$C(\hat{\rho}(t), \hat{O}) = 0 \quad \forall \, t \in \mathbb{R}. \hfill (45)$$

The state $\hat{\rho}_s$ is precisely the weak limit for the quantum mixing, the quantum Kolmogorov and the quantum Bernoulli levels. It can be shown that, for the quantum ergodic level, $\hat{\rho}_s$ is the Cesaro weak limit [12]. Moreover, the condition of *non-integrability* of the Hamiltonian of the quantum system under study must be added; otherwise, the unidimensional quantum harmonic oscillator would be ergodic, which makes no sense since its classical limit is the classical harmonic oscillator that is non-ergodic. Before introducing an example of this theoretical proposal, we will conclude this subsection with some remarks:
(i) The correlation between subsets in phase space of the classical ergodic hierarchy is translated into a correlation between states and observables in the quantum ergodic hierarchy. Analogously to the classical case, it is an asymptotic characterization of the quantum systems.

(ii) Quantum mixing implies weak limit but the conversely it is not true. For instance, the 1D quantum harmonic oscillator has weak limit for high quantum numbers, but its classical limit is not mixing.

(iii) The quantum Kolmogorov level implies a condition over the set of observables on which it is defined, due to the presence of a $\sigma$–algebra in its classical definition.

(iv) As in the classical ergodic hierarchy, the following strict inclusions hold:

\[
\text{Quantum ergodic} \supset \text{Quantum mixing} \supset \text{Quantum Kolmogorov} \supset \text{Quantum Bernoulli}
\]

8.2. The Kicked Rotator: A Paradigmatic Example of Quantum Chaos

Once the ergodic quantum hierarchy has been defined as an alternative characterization of quantum chaos, it is desirable to test its relevance with an example that manifests several indicators of chaotic behavior in the quantum domain. For this purpose, we will review a paradigmatic example in the field: the kicked rotator, presented in [13].

The kicked rotator is one of the most studied systems in the literature about chaos [1–3]. It expresses in a simple way the physics of classical chaos when described in terms of a classical Hamiltonian of the type $H_0 + \lambda H'$, where $H_0$ is the unperturbed part and $\lambda H'$ represents a perturbation depending on a continuous parameter $\lambda$ that typically breaks the integrability of $H_0$. Classically, different regimes of the dynamics can be distinguished as $\lambda$ varies, from the regular and integrable regime for $\lambda = 0$ to a critical value $\lambda_c$, characteristic of the system, where a chaotic sea surrounding islands of stability emerges in phase space. For $\lambda \gg \lambda_c$, almost all phase space is covered by the chaotic sea, with only a few stability islands; this corresponds to the regime known as fully chaotic.

The relevance of the kicked rotator lies in the fact that the dynamics of several chaotic classical quantum systems can be mapped onto its dynamics. The quantum Hamiltonian of the kicked rotator is ([2], p. 145):

\[
\hat{H} = \hat{L}^2 + \lambda \cos \hat{\theta} \sum_{n \in \mathbb{N}} \delta(t - n\tau)
\]  

which describes the free rotation, in an angle $\theta$, of a pendulum, whose angular moment $\hat{L}$ is being kicked at intervals of period $\tau$ by a gravitational potential of strength $\lambda$, where the moment of inertia has been normalized. An adequate description of the dynamics is given by the Floquet operator as the evolution operator, which, according to the periodicity of the potential, is given by:

\[
\hat{F} = e^{-\frac{i}{\hbar} \lambda \cos \theta} e^{-\frac{i}{\hbar} \tau \hat{L}^2}.
\]  

It should be noted that the Floquet operator $\hat{F}$ is the quantum version to the classical one, used for describing the stability of orbits in classical Floquet theory. More precisely, consider an impulsive differential equation $\frac{dx}{dt} = f(x, t)$ and $f(x, t) = f(x, t + \tau)$ for some $0 < \tau < \infty$. Then, the study of the stability properties of a periodic orbit with period $T = \frac{2\pi}{m}$ ($m \in \mathbb{Z}$) can be done by considering a stroboscopic classical map, which takes the form

\[
x(t) \longrightarrow x(t + T\tau).
\]  

It is interesting to note that $\hat{F}$ provides an analog stroboscopic description of (48) about the quantum system. In the quantum case, the time evolution is discretized by the finite and equally time steps $t_0 = 0$, $t_1 = \tau$, $\ldots$, $t_n = n\tau$, $\ldots$. Given the eigenfunctions basis $\{|k\rangle\}$ of the Floquet operator $\hat{F}$, whose eigenvalues $\{e^{-i\phi_k}\}$ are the well-known Floquet phases ([2], p. 137). As well as the eigenvalues of the classical map (48) determine the stability of the periodic orbits, the Floquet phases characterize the type of dynamics in the quantum case, as we shall see for the fully chaotic regime of the kicked rotator.
Any initial state \( \hat{\rho} \) can be expressed in that basis as:

\[
\hat{\rho} = \sum_k \rho_{kk}|k\rangle \langle k| + \sum_{k \neq k'} \rho_{kk'}|k\rangle \langle k'|
\]  

(49)

In order to obtain \( \hat{\rho} \) after \( N \) time steps, corresponding to the time \( t = N\tau \), one must apply \( N \) times the operator \( \hat{F} \) on \( \hat{\rho} \), obtaining:

\[
\hat{\rho}(N\tau) = \hat{F}^N \hat{\rho} \hat{F}^N = \sum_k \rho_{kk} \hat{F}^N|k\rangle \langle k| + \sum_{k \neq k'} \rho_{kk'} \hat{F}^N|k\rangle \langle k'| \hat{F}^N
\]

(50)

where the first and the second sums of (50) contain the diagonal and the off-diagonal terms of \( \hat{\rho}(N\tau) \) respectively.

Now we are able to characterize the dynamical regimes of the kicked rotator by means of the levels of the quantum ergodic hierarchy introduced above. We begin by recalling that the case \( \lambda \ll 1 \) corresponds to a pseudointegrable and regular behavior. In this regime the dynamics is almost equal to the free pendulum and, therefore, integrable: the system is not unstable.

8.2.1. Diffusive and Stochastic Regime in Terms of the Quantum Ergodic Level

When \( \lambda \sim \lambda_c = 0.9716 \ldots \), the system enters into the non-integrable regime and its behavior becomes stochastic and diffusive. In this regime, in the regular zones of the phase space, the stability islands coexist with the chaotic sea. If one chooses initial conditions in the chaotic sea, the rotor will becomes stochastic and diffusive. In this regime, in the regular zones of the phase space, the stability islands coexist with the chaotic sea. If one chooses initial conditions in the chaotic sea, the rotor will eventually explore all the accessible phase space. Non-integrability allows us to apply the analysis by using the quantum ergodic level.

Since the time evolution is discretized, then it is convenient to use the definition given by (41). Let \( \hat{O} \) be an observable, then, by applying (50), the expectation value of \( \hat{O} \) in \( \hat{\rho} \) at time \( t = N\tau \) is:

\[
\langle \hat{O} \rangle_{\hat{\rho}(N\tau)} = \sum_k \rho_{kk} \hat{O}_{kk} + \sum_{k \neq k'} \rho_{kk'} e^{-iN(\phi_k - \phi_{k'})} \hat{O}_{kk'}
\]

(51)

with \( \hat{O}_{kk'} = \langle k|\hat{O}|k'\rangle \). The double sum in \( \langle \hat{O} \rangle_{\hat{\rho}(N\tau)} \) corresponds to the quantum interference terms, while the first sum is its “classical” part that can be interpreted as a classical statistical expectation value. From (51) and \( \hat{\rho}_* = \sum_k \rho_{kk}|k\rangle \langle k| \), it follows that:

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{l=0}^{N-1} \langle \hat{O} \rangle_{\hat{\rho}(l\tau)} = \sum_k \rho_{kk} \hat{O}_{kk} + \lim_{N \to \infty} \frac{1}{N} \sum_{l=0}^{N-1} \sum_{k \neq k'} \rho_{kk'} e^{-i(\phi_k - \phi_{k'})} \hat{O}_{kk'}
\]

\[
= \sum_k \rho_{kk} \hat{O}_{kk} + \lim_{N \to \infty} \frac{1}{N} \sum_{k \neq k'} \rho_{kk'} \hat{O}_{kk'} \left( \lim_{N \to \infty} \frac{1}{N} \frac{1 - e^{-i(\phi_k - \phi_{k'})}}{1 - e^{-i(\phi_k - \phi_{k'})}} \right) = \sum_k \rho_{kk} \hat{O}_{kk} = \langle \hat{O} \rangle_{\hat{\rho}_*}
\]

(52)

where, since the spectrum is not degenerate, we have used that:

\[
\lim_{N \to \infty} \frac{1}{N} \frac{1 - e^{-i(\phi_k - \phi_{k'})}}{1 - e^{-i(\phi_k - \phi_{k'})}} = 0 \quad \text{for all} \quad k \neq k'.
\]

Therefore, Equation (52) expresses the fact that the kicked rotator is quantum ergodic for \( \lambda \sim \lambda_c \). In this case, \( \hat{\rho}_* \) is the Cesaro limit of \( \hat{\rho} \), since \( \hat{\rho}_* \) represents a “time-averaged” equilibrium state: \( \hat{\rho} \) tends to \( \hat{\rho}_* \) in a temporal average.
8.2.2. Fully Chaotic Regime and Exponential Localization in Terms of the Quantum Mixing and the Quantum Bernoulli Levels

When $\lambda \gg 5$, the behavior becomes completely chaotic: the characteristic phenomenon of this regime is the exponential localization. Indeed, in this case the expected quantum distribution $f_N(L)$ for the quadratic expectation value of the angular moment $\langle L^2 \rangle$ after $N$ kicks is given by ([2], p. 149):

$$f_N(L) = \frac{1}{I_s} e^{-\frac{2|L|}{l_s}},$$

where $l_s$ is the localization width. Exponential localization implies that, for a number of kicks $N \leq l_s$, the system remains in the classical diffusion regime. Whereas for $N \gg l_s$ the system is in the fully chaotic regime and the phases in $e^{-iN(\theta - \phi_{2k})}$ oscillate so fast that only the diagonal terms $k = k'$ in (51) survive. This is the phenomenon known as dephasing, which constitutes one of the peculiarities of quantum chaos [1]: the state $\hat{\rho}$ decoheres to its weak limit $\hat{\rho}_s$, and the quantum expectation values acquire a classical structure, that is, $\langle \hat{O} \rangle_{\hat{\rho}_s} = \sum_k \rho_{kk} \hat{O}_{kk}$. This means that:

$$\lim_{N \to \infty} \langle \hat{O} \rangle_{\hat{\rho}(N\tau)} = \sum_k \rho_{kk} \hat{O}_{kk} = \langle \hat{O} \rangle_{\hat{\rho}_s},$$

(53)

with $\hat{\rho}_s = \sum_k \rho_{kk} |k\rangle \langle k|$. According to the discretized version of the quantum mixing level, Equation (53) shows that the kicked rotator is quantum mixing for $\lambda \gg 5$.

The decoherence time $t_D$ for the dephasing process can also be estimated. Since for $N \gg l_s$ the phases in $e^{-iN(\theta - \phi_{2k})}$ oscillate very fast, then from $t = N\tau \gg \tau l_s$ the off-diagonal part of the expectation values tend to cancel. Therefore, the decoherence time can be approximated as $t_D \sim \tau l_s$, so it turns out to be a function of the time step $\tau$ and the localization width $l_s$. Since for $t \gg t_D$ the expectation values read $\langle \hat{O} \rangle_{\hat{\rho}(N\tau)} \approx \sum_k \rho_{kk} \hat{O}_{kk} = \text{constant}$, then according to the quantum ergodic hierarchy, the kicked rotator enters into the quantum Bernoulli level when $t \gg t_D$.

We can summarize the behavior of the kicked rotator in terms of the quantum ergodic hierarchy in the following scheme:

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\lambda \ll 1$</th>
<th>$\lambda \sim \lambda_c = 0,9716\ldots$</th>
<th>$\lambda \gg 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>QEH does not apply</td>
<td>Quantum ergodic</td>
<td>Quantum mixing</td>
<td>Quantum Bernoulli for $t \gg t_D$</td>
</tr>
<tr>
<td>Integrable and regular</td>
<td>Non-integrable, diffusive–stochastic</td>
<td>Non-integrable, fully chaotic</td>
<td></td>
</tr>
</tbody>
</table>

8.3. Generalizing the Kicked Rotator

In this section, we propose a generalization of the fully chaotic regime of kicked rotator, characterized by the quantum mixing level, within the context of impulsive differential equations.

The classical kicked rotator is described by the following differential equations

$$\frac{d\theta}{dt} = p_{\theta}, \quad \frac{dp_{\theta}}{dt} = k \sin(\theta) \sum_{n \in \mathbb{N}} \delta(t - n\tau),$$

(54)

where again the moment of inertia has been normalized. These equations corresponds to a particular case of impulsive differential equations of the type

$$\frac{dx}{dt} = f(x, t),$$

(55)

where $x = (\theta, p_\theta)$ and $f(x, t) = (p_\theta, k \sin(\theta) \sum_{n \in \mathbb{N}} \delta(t - n\tau))$. In what follows we propose a generalization of the kicked rotator description. It is based on two facts: (i) the analogy between
the eigenvalues of the stroboscopic map (48) and the Floquet phases, and (ii) the randomness of the Floquet phases.

Consider a quantum system having a Hamiltonian $\hat{H}$. Assume that its classical analogue has a classical Hamiltonian $H(q, p, t)$ given by an impulsive differential equation as (55), with

$$f(q, p, t) = \left( \frac{\partial H}{\partial p}, -\frac{\partial H}{\partial q} \right).$$

(56)

Since $H$ is time–dependent, the Hamiltonian $\hat{H}$ is time–dependent too. Let $\hat{F}$ be the Floquet operator constructed from $\hat{H}$, and assume that the Floquet phases oscillate randomly. Therefore, following the steps from (49)–(51), one arrives to the Equation (53). This means the system is quantum mixing.


In physics, the degree of success ascribed to a theory is mainly given by its ability to predict old and new phenomena, in the context of an independent framework as synthetic as possible in terms of its principles and expressed in the simplest possible way. The synthesis of electrical and magnetic phenomena given by Maxwell’s electromagnetic theory and Einstein’s theory of relativity are examples of this stance. However, this does not seem to be the case of quantum mechanics, since its formulation usually requires an observer or an object that obeys classical mechanics, with which the quantum system under study interacts. Moreover, the Correspondence Principle implies that all classical phenomena must be recovered from quantum mechanics in the classical limit. Therefore, if the description of quantum chaos is in the scope of quantum mechanics—as presumably one would wish—it can be expected that such description inherits the dependence with respect to classical mechanics. In fact, the approaches to quantum chaos that remain independent of classical mechanics, such as the Random Matrix Theory, have limitations to explain fine details of the quantum chaotic spectrum, as scarring phenomena or periodic orbits. Moreover, although Gutzwiller’s Trace Formula unifies the stationary and the dynamical aspects of quantum chaos, the price to pay is too high due to the exponential amount of information needed to use it. Given these peculiarities, the search of a theory of quantum chaos that unifies all its aspects still seems an incomplete task.

In this section we propose a tentative unified framework for quantum chaos, based on the quantum ergodic hierarchy. To accomplish this task, in Section 9.1, we briefly review the stationary aspects of quantum chaos [65], by means of the quantum factorization property of quantum mixing systems. Then, in Section 9.2, we consider the dynamical features of quantum chaos. In particular, we present a deduction of the Ehrenfest time in the context of mixing systems.

9.1. Stationary Aspects from Quantum Factorization Property

In this subsection we resume the stationary aspects of quantum chaos based on a quantum version of the factorization property of mixing systems, called quantum factorization property. This results were previously developed in [65]. For the sake of brevity the lemmas and theorems presented below do not contain their proofs since they can be found in the corresponding references included in the text.

As we have seen in Section 4, the manifestation of chaotic features in quantum systems is possible within the characteristic timescales, where the semiclassical and quantum descriptions overlap and the statistical predictions of the Gaussian ensembles are displayed [1–3,11]. Thus, within the logarithmic timescale, it may be expected that the states have statistical properties, as the randomness and the invariance conditions given by Equations (11) and (12), but now expressed in terms of quantum correlations. In addition, for quantum systems belonging to the quantum mixing level, the quantum correlations are expressed by means of the weak limit. Therefore, there should be some kind of connection between the statistical properties of quantum chaos and the correlations of the quantum mixing level.
From the level of quantum mixing, Gaussian ensembles can be obtained by means of a condition that mixing correlations satisfy, i.e., the factorization property [65]. For the mixing level of the classical ergodic hierarchy, the following result can be obtained:

**Lemma 1** (Factorization property). Let \( f_s \) be a normalized distribution which is a fixed point of the Frobenius-Perron operator \( P \). If \( 1_{A_1}, 1_{A_2}, \ldots, 1_{A_n} : \Gamma \to \mathbb{R} \) are the \( n \) characteristic functions of \( n \) subsets \( A_1, \ldots, A_n \subseteq \Gamma \), then

\[
\int f_s(q, p)1_{A_1}(q, p) \cdots 1_{A_n}(q, p) dq dp = \left( \int f_s(q, p)1_{A_1}(q, p) dq dp \right) \cdots \left( \int f_s1_{A_n}(q, p) dq dp \right).
\]

In the limit \( \frac{b^{N+1}}{S} \to 0 \), using this Lemma (where \( 2(N+1) \) is the dimension of the phase space), the following quantum version can be obtained:

**Theorem 1** (Quantum factorization property). Let us consider a quantum system belonging to the quantum mixing level. Then, for a set of observables \( \hat{O}_1, \ldots, \hat{O}_n \), when \( \frac{b^{N+1}}{S} \to 0 \) the following relation holds:

\[
\langle \hat{O}_1 \cdots \hat{O}_n \rangle_{\hat{\rho}_s} = \langle \hat{O}_1 \rangle_{\hat{\rho}_s} \cdots \langle \hat{O}_n \rangle_{\hat{\rho}_s}.
\]

Both Lemma 1 and Theorem 2 express a distinctive property of mixing systems in the asymptotic limit: the randomness of the correlations between invariant densities \( f_s \) (or weak limits \( \hat{\rho}_s \) in the quantum case) and a product of characteristic functions \( 1_{A_1}, 1_{A_2}, \ldots, 1_{A_n} \) (or a product of observables \( \langle \hat{O}_1 \cdots \hat{O}_n \rangle \) in the classical limit, for the quantum case).

Now, by Born rule, the trace of a projector \( \hat{P}_A \) acting over a state \( \hat{\rho} \) is interpreted as the probability that the fact represented by \( \hat{P}_A \) occurs when the system is in state \( \hat{\rho} \). This gives us a clue to express probabilities as traces of projectors. In particular, if \( N \) is the dimension of the quantum Hamiltonian, it can be shown that the differential probabilities \( P(H_{11}, H_{12}, \ldots, H_{NN}) dH_{11} dH_{12} \cdots dH_{NN} \) and \( P(H_{ij}) dH_{ij} \) are:

\[
P(H_{11}, H_{12}, \ldots, H_{NN}) dH_{11} dH_{12} \cdots dH_{NN} = \langle \hat{\pi} \rangle_{\hat{\rho}_s},
\]

\[
P(H_{ij}) dH_{ij} = \langle \hat{\pi}_{ij} \rangle_{\hat{\rho}_s} \quad \text{for all} \ i,j = 1, \ldots, N,
\]

where \( \hat{\rho}_s, \hat{\pi}, \) and \( \hat{\pi}_{ij} \) are a weak limit and certain projectors depending on the variables \( H_{11}, H_{12}, \ldots, H_{NN} \) and the differentials \( dH_{11}, dH_{12}, \ldots, dH_{NN} \). Moreover,

\[
\hat{\pi} = \hat{\pi}_{11} \hat{\pi}_{12} \cdots \hat{\pi}_{NN} \quad \text{in the classical limit} \quad \frac{b^{N+1}}{S} \to 0.
\]

This construction, along with the quantum factorization property of Theorem 2, allows us to obtain the Gaussian ensembles in the classical limit in a simple way:

**Theorem 2** (Gaussian ensembles distributions from the quantum mixing level). Let us assume that \( S \) is a mixing quantum system, and the \( H_{ij} \) are the matrix elements of its Hamiltonian \( \hat{H} \).

(i) In the classical limit \( \frac{b^{N+1}}{S} \to 0 \) the randomness condition can be obtained:

\[
P(H_{11}, H_{12}, \ldots, H_{NN}) = P_{11}(H_{11}) P_{12}(H_{12}) \cdots P_{NN}(H_{NN}).
\]

(ii) Let us consider the transformed variables \( H'_{11}, H'_{12}, \ldots, H'_{NN} \) corresponding to \( H_{11}, H_{12}, \ldots, H_{NN} \) through the change of variables \( \hat{H}' = \hat{U} \hat{H} \hat{U}^T \), where \( \hat{U} \) stands for the transpose, complex transpose, or dual of \( \hat{U} \) if \( \hat{U} \) is orthogonal, unitary, or symplectic, respectively. Let \( P(H'_{11}, H'_{12}, \ldots, H'_{NN}) \) be the transformed
probability density function of $P(H_{11}, H_{12}, \ldots, H_{NN})$. In the classical limit $\frac{h^{(N+1)}}{\tau} \rightarrow 0$ the invariance condition can be obtained:

$$P(H'_{11}, H'_{12}, \ldots, H'_{NN}) = P(H_{11}, H_{12}, \ldots, H_{NN}).$$

the formalism of the quantum ergodic hierarchy, as a particular case of the quantum mixing correlations in the classical limit.

Going further, from Theorems 1 and 2 one could rephrase the statement of the BGS conjecture [8] as: Hamiltonian matrix elements of quantum systems belonging to the quantum mixing level show, in the classical limit, the same probability density function as predicted by Gaussian ensembles.

9.2. Dynamical Aspects from KS-entropy and Factorization Property

In this section, we consider the dynamical features of quantum chaos and we obtain the Ehrenfest time in the context of mixing systems. In order to do that, we apply the factorization property of Section 9.1 and the graininess of quantum phase space to obtain an estimation for the Kolmogorov–Sinai entropy.

We begin by employing the mixing correlations described in Section 9.1. We consider a quantum system having $N$ degrees of freedom. Thus, the discretized quantum phase results $2N$-dimensional and composed by rigid cells of minimal size $\Delta q \Delta p = h^N$, where $h$ the Planck constant and $(q, p)$ stands for $(q_1, \ldots, q_N, p_1, \ldots, p_N)$. We assume that the dynamics is mixing and therefore, chaotic. This implies that the dimension must be $N > 1$, since closed systems with $N = 1$ are all integrable. In particular, we consider the system occupies a bounded compact region $\Omega \in \mathbb{R}^{2N}$ with $\mu(\Omega) < \infty$ and $\mu(\Omega) = 1$ (otherwise $\mu = \frac{h^N}{\mu(\Omega)}$ is normalized). This assumption fits adequately with the chaotic billiards and with some non integrable systems under a central potential (for instance, the Henon–Heiles system).

By the Uncertainty Principle it follows that there exists a maximal partition (that is, the greatest refinement that one can take) $Q_{max} = \{A_1, \ldots, A_M\}$ of $\Omega$ composed by $M$ identical and rigid rectangle cells $A_i$ of dimensions $\Delta q \Delta p = h^N$ for all $i = 1, \ldots, M$ where $M$ is the maximal number of cells $A_i$ that intersect $\Omega$. Since $\mu(\Omega) = 1$ and $Q_{max}$ is a partition we have that $\sum_{i=1}^{M} \mu(A_i) = \sum_{i=1}^{M} h^N = 1$, that is

$$M h^N = 1 \quad (57)$$

Equation (57) expresses the graininess of the quantum phase space. In order to obtain the KS-entropy $h_{KS}$ now the key point is to consider the timescale in which the classical and quantum descriptions overlap. Let $\tau$ be this timescale. Since $T^{-j\tau} = (T_{\tau})^{-j}$ one can recast (2) as

$$h_{KS} = \frac{1}{\tau} \sup_Q \{ \lim_{n \rightarrow \infty} \frac{1}{n} H(\vee_{j=0}^{n}(T_{\tau})^{-j} Q) \}$$

Finally, from this equation one can express $h_{KS}$ as

$$h_{KS} = \frac{1}{\tau} h_{KS}^{(\tau)} \; , \; h_{KS}^{(\tau)} = \sup_Q \{ \lim_{n \rightarrow \infty} \frac{1}{n} H(\vee_{j=0}^{n}(T_{\tau})^{-j} Q) \} \quad (58)$$

The main role of the time rescaled KS-entropy $h_{KS}^{(\tau)}$ is that allows to introduce the timescale $\tau$ as a parameter.

Therefore, the supreme in (58) can be replaced by $\lim_{n \rightarrow \infty} \frac{1}{n} H(\vee_{j=0}^{n} T_{\tau}^{-j} Q_{max})$ in the context of the graininess of the quantum phase space. Now, the partition $\vee_{j=0}^{n} T_{\tau}^{-j} Q_{max}$ is given by

$$\vee_{j=0}^{n} T_{\tau}^{-j} Q_{max} = \{ A_{i_0} \cap T_{\tau}^{-1} A_{i_1} \cap \ldots \cap T_{\tau}^{-n} A_{i_n} : i_l = 1, \ldots, M ; l = 1, \ldots, n \} \quad (59)$$
Given a \((n + 1)\)-uple \((i_0, i_1, \ldots, i_n) \in \{1, \ldots, M\}^{n+1}\) and since the dynamics is bounded and contained in the compact \(\Omega\) then one has that \(T^{-1}_i A_{i_j} \subset \Omega\) for all \(l = 0, \ldots, n\). Thus, one can express \(\mu(A_{i_0} \cap T^{-1}_i A_{i_1} \cap \cdots \cap T^{-n}_i A_{i_n})\) as

\[
\mu(A_{i_0} \cap T^{-1}_i A_{i_1} \cap \cdots \cap T^{-n}_i A_{i_n}) = \\
\int_{\Omega} 1\Omega(q, p) 1A_{i_0}(q, p) 1T^{-1}_i A_{i_1}(q, p) \cdots 1T^{-n}_i A_{i_n}(q, p) dq dp
\]

(60)

Since \(\mu(\Omega) = 1\) it is clear that \(1\Omega(q, p)\) is a normalized distribution. Moreover, \(1\Omega(q, p)\) is a fixed point of the Frobenius–Perron operator \(P_t\) associated with the transformation \(T_t\) due to the measure \(\mu(\Omega) = \int_{\Omega} 1\Omega(q, p)\) is trivially \(\mu\) which by definition is invariant under \(T_t\). Then, given the distribution \(1\Omega(q, p)\) and the characteristic functions \(1A_{i_0}(q, p), 1T^{-1}_i A_{i_1}(q, p), \ldots, 1T^{-n}_i A_{i_n}(q, p)\) one can apply the Lemma 1, thus obtaining

\[
\int_{\mathbb{R}^N} 1\Omega 1A_{i_0} 1T^{-1}_i A_{i_1} \cdots 1T^{-n}_i A_{i_n} dq dp = \\
\left(\int_{\mathbb{R}^N} 1\Omega dq dp\right) \left(\int_{\mathbb{R}^N} 1\Omega dq dp\right) \cdots \left(\int_{\mathbb{R}^N} 1\Omega dq dp\right)
\]

(61)

That is,

\[
\int_{\mathbb{R}^N} 1A_{i_0} 1T^{-1}_i A_{i_1} \cdots 1T^{-n}_i A_{i_n} dq dp = \\
\left(\int_{\mathbb{R}^N} 1A_{i_0} dq dp\right) \left(\int_{\mathbb{R}^N} 1T^{-1}_i A_{i_1} dq dp\right) \cdots \left(\int_{\mathbb{R}^N} 1T^{-n}_i A_{i_n} dq dp\right)
\]

(62)

and since \(\int_{\mathbb{R}^N} 1A(q, p) dq dp = \mu(A)\) for all \(A \in \mathbb{R}^N\) the Equation (62) implies

\[
\mu(A_{i_0} \cap T^{-1}_i A_{i_1} \cap \cdots \cap T^{-n}_i A_{i_n}) = \mu(A_{i_0}) \mu(T^{-1}_i A_{i_1}) \cdots \mu(T^{-n}_i A_{i_n})
\]

(63)

Also, since the \(T_t\) preserves \(\mu\) then one has

\[
\mu(A_{i_0} \cap T^{-1}_i A_{i_1} \cap \cdots \cap T^{-n}_i A_{i_n}) = \mu(A_{i_0}) \mu(A_{i_1}) \cdots \mu(A_{i_n})
\]

(64)

and given that all the elements \(A_i\) of \(Q_{\text{max}}\) have the same volume \(\mu(A_i) = \frac{1}{M} = h^N\) then from (64) one obtains

\[
\mu(A_{i_0} \cap T^{-1}_i A_{i_1} \cap \cdots \cap T^{-n}_i A_{i_n}) = h^{N(n+1)}
\]

(65)

Now, from (65) and the definition (1) one obtains the entropy of \(\bigvee_{j=0}^{n} T^{-j}_i Q_{\text{max}}\), i.e.,

\[
H(\bigvee_{j=0}^{n} T^{-j}_i Q_{\text{max}}) = \\
- \sum_{(i_0, i_1, \ldots, i_n)} h^{N(n+1)} \log h^{N(n+1)} = -(n + 1) \sum_{(i_0, i_1, \ldots, i_n)} h^{N(n+1)} \log h^{N}
\]

(66)

To complete the calculus one needs to know the number of \((n + 1)\)-uples \((i_0, i_1, \ldots, i_n)\). The most simplified situation is to consider that the mixing dynamics is such that for all \(n\) and \((i_0, i_1, \ldots, i_n)\) the sets \(A_{i_0} \cap T^{-1}_i A_{i_1} \cap \cdots \cap T^{-n}_i A_{i_n}\) are all different. In other words, one has \(M\) possibilities for \(i_0\) the same for \(i_2\) and so on. This means that

\[
\sum_{(i_0, i_1, \ldots, i_n)} \leq M^{n+1}
\]

(67)
which expresses that $M_{n+1}$ is an upper bound for the number of $(i_0, i_1, \ldots, i_n)$ that give rise to different subsets $A_{i_0} \cap T_{i_1}^{-1}A_{i_1} \cap \ldots \cap T_{i_n}^{-n}A_{i_n}$. From the graininess condition (57) and Equations (66) and (67) one has

$$H(\bigvee_{j=0}^n T_{i_j}^{-j}Q_{\text{max}}) \leq -(n + 1) \log \bar{h}^N$$

(68)

This equation states that the entropy of $\bigvee_{j=0}^n T_{i_j}^{-j}Q_{\text{max}}$ can grow, at most, as a linear function of the time. Finally, replacing the supreme in (58) by the limit $\lim_{n \to \infty} \frac{1}{n} H(\bigvee_{j=0}^n T_{i_j}^{-j}Q_{\text{max}})$ one obtains

$$h_{KS}^{(r)} = \lim_{n \to \infty} \frac{1}{n} H(\bigvee_{j=0}^n T_{i_j}^{-j}Q_{\text{max}}) \leq \lim_{n \to \infty} \frac{1}{n} \left( -(n + 1) \log \bar{h}^N \right) =$$

$$(- \log h) \left( \lim_{n \to \infty} \frac{n+1}{n} \right) = - \log \bar{h}^N$$

(69)

Now, since $h_{KS}^{(r)} = \tau h_{KS}$ then we arrive to our main result of the paper:

$$h_{KS} \leq - \frac{\log \bar{h}^N}{\tau}$$

(70)

which is the upper bound sought for the KS-entropy in terms of the Planck constant $h$ and the timescale $\tau$. When $\Omega$ is not normalized the graininess relation $M \bar{h}^N = 1$ reads as $M \bar{h}^N = \mu(\Omega)$. Then, in the general case one can replace $\bar{h}^N$ by $\frac{\bar{h}^N}{\mu(\Omega)} = q^{-1}$ with $q = \frac{\mu(\Omega)}{h^\tau}$ the quasiclassical parameter. Doing this, the timescale $\tau$ can be expresses as

$$\tau = \frac{\log q}{h_{KS}}$$

(71)

which is nothing but the Ehrenfest time [1]. One final remark that deserves to be mentioned is the following. From (70) one can see that the upper bound diverges in the classical limit $q \to \infty$. This is interpreted by some authors [35–39] as a manifestation of the non commutativity where the first order leads to classical chaos and the second one represents a quantum behavior with no chaos at all.

10. Conclusions

The main objective of this work was the search for a unified framework satisfying the main signatures of quantum chaos. This task requires two conditions, at least. On the one hand, the imitation of the statistical properties of the energy levels, predicted by Random Matrix Theory. On the other hand, the emergency of characteristic timescales that describe the dynamical aspects of quantum chaos. Our proposal was developed in the following way.

We began with a brief description of the fundamental concepts of classical chaos. We introduced two indicators of classical chaos, the Lyapunov exponents and the Kolmogorov–Sinai entropy, along with the approach based on probability density functions. Then, we introduced the classical ergodic hierarchy with its four levels: ergodic, mixing, Kolmogorov, and Bernoulli; and some examples of these levels were discussed. After that, we summarized the fundamental approaches of quantum chaos and some criticisms were given. In particular, we discussed the difficulties for defining quantum chaos based on classical chaos conditions, since the necessary conditions for classical chaos, like having both continuous spectrum and phase space, are violated in quantum mechanics. We also mentioned that other authors, like Berry, disagree with this position since they support a quantum chaos definition in terms of a chaotic classical limit. Having discussed some of the main approaches to the field, we paid attention to the different strategies that define quantum chaos by means of the classical limit, the Belot–Earman program along with the approaches of Zurek and Casati.

Next, we introduced the Wigner transform and the Weyl symbol in order to expresses classical quantities in terms of quantum ones (and vice versa), from which we described the classical limit
in terms of mean values of quantum operators and the weak limit. These tools were used to obtain a quantum version of the classical hierarchy, called the quantum ergodic hierarchy. The chaotic transitions of the kicked rotator, in terms of the quantum ergodic and quantum mixing levels, were displayed. Moreover, we provided a generalization of the quantum mixing level of the kicked rotator within the context of the impulsive differential equations.

Finally, in the last section we provided a tentative unified framework for quantum chaos, based on the quantum ergodic hierarchy. For accomplish this, firstly we briefly reviewed the stationary aspects of quantum chaos given by the Gaussian ensembles, obtained from the quantum factorization property of the quantum mixing level in the classical limit. Secondly, we considered the dynamical aspects of quantum chaos and presented a deduction of the Ehrenfest time in the context of mixing systems. The quantum ergodic hierarchy gives place to the quantum ergodic hierarchy pyramid, analog to the quantum chaos pyramid, which is shown in Figure 3.

Figure 3. The quantum ergodic hierarchy pyramid illustrates the main aspects of quantum chaos contained in the quantum ergodic hierarchy.

For all this, we think that there are good reasons to consider that the quantum ergodic hierarchy could satisfy the four requirements of the Belot–Earman program.

By last, it is pertinent to point out that the stationary and dynamical aspects of quantum chaos have been characterized using the same quantum formalism, which considers the observables as the central objects of the theory and the states as functional of them. In contrast, traditional approaches deal with these aspects using different mathematical formalisms in each case. It remains open to study if from the quantum ergodic hierarchy one can manage to characterize semiclassical approaches that are between the stationary energy domain and the dynamical domain, as the Gutzwiller’s Trace Formula.
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