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1. Introduction

At the heart of our scientific understanding of the world lies the notion that the world is composed of discrete objects—atoms, molecules, planets, genes, cells, individuals of a species, texts, etc.—and that there exist interactions between these objects. To describe, understand and predict phenomena, we need to be able to characterize both the nature of the objects and the interactions between them. Fundamental physics has been the most successful in this endeavor, where we have been able to deduce the existence of the fundamental building blocks of matter—electrons, quarks, etc.—and importantly, the four fundamental forces—gravity, electromagnetism, weak and strong nuclear forces—through which all interactions at any scale have their ultimate origin. Moreover, these forces only depend on a few simple characteristics of these building blocks: electric charge, color charge, weak charge and mass. Our qualitative and quantitative understanding of the building blocks of matter, and their interactions, is breathtaking, yielding a more precise agreement between theory (prediction) and experiment than any other area of science. Therefore, how did we arrive at such a high level of understanding? Essentially, all our knowledge was deduced from an analysis of data associated with...
the relative positions in space and time of objects, combined with the deduction of certain taxonomical information about those objects.

Unfortunately, once we go beyond fundamental physics, a quantitative description of the interactions, and the appropriate taxonomical labels with which to understand them, is much more difficult. How should they be identified and classified? How can we better understand interactions in other areas of science, such as genetics, or linguistics, or, as is of particular interest in this paper, ecology? Indeed, how should one characterize, or define, an interaction in the general area of Complex Adaptive Systems (CAS)? Our understanding of CAS is very much less than that of fundamental matter, due to the fact that, unlike physical matter, CAS are not classifiable in terms of a small number of fundamental properties, such as charge, mass, etc. Secondly, their interactions are not as universal. These characteristics are, in their turn, related to the extreme degree of multi-factoriality associated with CAS. This implies that to characterize them phenomenologically requires a huge amount of data. It is only recently, however, that such data have begun to be available due to the data revolution. The volumes associated with such data and their associated multi-factoriality also imply that new methodologies, such as machine learning and data mining, as opposed to traditional scientific computing, are required to model them.

In this paper, we will argue that, as with fundamental physics, a general framework for characterizing and quantifying interactions in a CAS is through analyzing the relative spatial positions, potentially in time, of the objects characteristic of the CAS under study, and using the statistical distribution of co-occurrences of the objects, relative to a null hypothesis associated with the non-interacting system, as a diagnostic for inferring interactions. In other words, if the distribution of co-occurrences is distinct from that of the non-interacting system, then we take that as an indication of the existence of an interaction. The question then becomes: what can be said about the specific properties of the interaction using that spatial data? By taking this pragmatic, empirical approach to defining an interaction, we avoid the pitfalls of trying to use subjective, expert, disciplinary knowledge to identify and categorize them. It may be thought that the requirement of datasets on the spatial distributions of each and every object is as severe a restriction as having detailed bespoke data about every potential interaction. However, this is not the case. Firstly, there are many more interactions than objects. Another important reason is that over the last couple of decades in particular, there has been a continuous and spectacular growth in the availability of spatial data. Through the use of location-aware devices for example, greater amounts of spatial data are being generated every day, ranging from scientific data, such as museum specimen collection data, or satellite weather services, to casual data from mobile applications. Furthermore, with the creation of open databases like the Global Biodiversity Information Facility (GBIF) (www.gbif.org) or governmental data services like www.data.gov, there are many data that are now publicly available. All these data contain implicit information about the interactions that shape our world and society. The challenge is to find better tools with which to transform that data into knowledge, in ways that are useful for a wider range of users, not only the professional analyst [1].

Although new techniques for analyzing spatial datasets have been developed in the last decade, most of them seem to be focused on analyzing small collections of large point sets and do not adjust well to analyzing large collections of point sets, where each point set corresponds to one variable and visual exploration is limited to a few characteristic features of the data [2]. As data mining is chiefly associated with seeking correlations or patterns in spaces with many variables, as opposed to a few, where a more classical statistical approach is appropriate, spatial data mining requires tools that are suitable for considering large numbers of spatial distributions considered as potential predictive variables. One technique for doing this is network graph analysis where we can use the network graph space to explore potential relationships.

Network graphs offer a rich structure that has been recognized in many fields as a helpful visual representation, due to their ability to represent complex systems of relationships in a visually insightful and intuitive way. Network graphs also provide a strong mathematical framework for algorithmic and
statistical analysis, mainly from graph theory and, more recently, from complex systems. In particular, geographic information science has a long tradition in network analysis for the study of spatial networks [3]. Spatial networks are usually network graphs defined by a set of nodes representing spatial locations and a set of links representing some type of connection between locations. In these cases, network graphs are used as a third analysis space to explore the topological and geometrical properties of infrastructure networks [4], or to understand the dynamics of flows between spatial locations [5]. Although network graphs are consistently used in spatial networks, their use has not extended to spatial data mining in general when data are not already explicitly embedded in a network structure. In the ecological setting, Complex Inference Networks (CIN) [6,7] have been used to infer biotic interactions in an ecosystemic setting, particularly in the case of emerging diseases [8–11], though such networks will not be the focus of this paper.

Of course, there is a fundamental question as to whether a set of spatial data gives explicit information about an interaction versus information from which an interaction is to be inferred and potentially characterized. The vast majority of spatial data that are available has not been generated with the specific intention of analyzing a particular interaction. Rather, the data are used to infer the existence and nature of an interaction using a suitable mathematical framework for making statistical inferences. Bayesian inference [12] provides an appropriate framework for this task, where Bayes’ theorem is used to update the probability of a hypothesis, such as the existence and nature of an interaction, as more evidence or information becomes available. This is particularly appropriate in our cases of interest where we can deduce more information about the interaction by including more spatial information.

Although we will try to couch much of our discussion in general terms, considering three very different cases where interactions can be inferred and characterized using co-occurrence data and a corresponding statistical ensemble, our main concern is to apply these ideas to ecological interactions and, particularly, to the context of niche description. Of course, the use of co-occurrence data in ecology has a long history, with the particulars depending on whether we are talking about abiotic or biotic interactions. In the case of climatic data, species distribution modeling has used the co-occurrence between a point collection of a target species and the specific environmental conditions at that point, the latter being modeled as environmental layers at the pixel level [13,14]. Many different algorithms have been used to model the relation. Of special relevance given the topic of this paper is the maximum entropy algorithm [15,16], which has been extensively used. For biotic interactions, the inference of potential interactions from co-occurrence data goes back to [17], where it was used to look at species assemblages, with the co-occurrence data being associated with presence/absence of a species at a given site, originally an island. It was believed that the co-occurrence data could reflect inter-specific competition. Since then, the use of co-occurrence data, and the interpretation of the associated analysis to infer biotic interactions, has been controversial and, especially recently, has generated many papers; see, for instance, [18] for a recent discussion. We believe that much of the controversy is due to a lack of an empirical characterization of an interaction using the data under consideration; a phenomenological “definition” if you will. This is also linked to the question of whether an inferred interaction is “direct” or “indirect”.

This paper is based on a methodological framework [6–8,19,20] that has been developed to determine, characterize and quantify ecological interactions of any type, abiotic or biotic, using data of arbitrary spatial resolution. It allows one to characterize the full ecological niche of a taxon, while comparing and contrasting the contribution of each niche variable. The formalism has been applied successfully, chiefly in the area of zoonoses where it has led to the prediction and confirmation of many previously unknown vector-host interactions in several emerging or reemerging diseases [9,10,21]. In spite of its success in this important application area, it is not well known in a wider context, and importantly, its conceptual underpinnings and its general applicability to the general area of identifying and characterizing ecological interactions have not been exploited. As a complement to these papers, we will here concentrate on its conceptual and mathematical basis and, in particular,
on how it can be used to deduce causal chains and identify confounding factors in any given ecological setting.

The format of the paper is as follows: In Section 2, we discuss how our knowledge of interactions has been gleaned from an examination of spatial data using an example from four very distinct areas: fundamental physics, population genetics, text mining and fundamental niche modeling. We note that the existence of interactions leaves an indelible imprint on the spatial distribution of the objects—atoms, genes, words, species, etc.—that are interacting and that, reversing the logic, the spatial distribution of objects may be used to infer the existence and nature of interactions. In Section 3, we discuss how direct versus indirect interactions have been characterized, emphasizing that the difference between one and the other is often a question of convenience and, importantly, of the spatial resolution at which we are examining the system. We note that the indirect nature of an interaction between two spatial variables is manifest when there are variables (confounding factors) that intermediate between them and that can be examined and seen to offer a more quantitatively precise description of the interactions. In Section 4, we show how to define co-occurrences to be used as diagnostics for the existence of interactions by comparing spatial distributions of co-occurrences relative to an expected benchmark associated with the absence of interactions. In Section 6, we quantify how the distribution of co-occurrences can be used to infer the existence of interactions and make a base characterization of them: attractive/repulsive, strong/weak. In Section 7, we show how the previous discussion applies concretely to the case of identifying and quantifying ecological interactions, and in Section 8, we illustrate the formalism with results from a concrete example: comparing and contrasting biotic and abiotic interactions in the distribution of the bobcat (*Lynx rufus* (Schreber 1777)). In Section 9, we discuss the wider implications of our formalism. Finally, in Section 11, we present the basic mathematical formalism that we use, which is a prerequisite for understanding the paper.

2. Characterizing Interactions Using Spatial Data

Before considering the characterization of interactions in ecology, it is worthwhile to consider how interactions have been identified and characterized using “spatial” data in other settings.

2.1. In Physical Systems

The area where interactions have been most successfully classified and quantified is in physics and, to a somewhat lesser extent, in chemistry. In the case of physics, the first interaction to be successfully studied was the gravitational interaction. Before a rigorous, theoretical understanding of gravity was obtained, it was well understood that celestial bodies were spatially discrete objects with a predictable dynamics. Much human activity depended on this predictability, but their taxonomy was founded on a terrestrial viewpoint, whereby planets, the Sun and the Moon were not differentiated in terms of understanding their role in the context of higher structures: planet/satellite and solar system. Based on the detailed and precise observations of Brahe, it was for Kepler to deduce from that data the “laws” that capture the phenomenological regularities associated with the movement of the planets. However, there was no notion of that movement being associated with the concept of an interaction between celestial bodies. It was for Newton to notice that if one object is in orbit around another, then it is in a state of acceleration and, therefore, according to his laws of motion, must be subject to a force, i.e., there must exist an interaction between the two bodies. Using Kepler’s laws and his own laws of motion, it was in fact possible to deduce the precise nature of this interaction, being associated with a postulated law of gravitation, wherein the force of interaction between two celestial bodies was proportional to the product of their masses and the inverse square of their distance. Moreover, given that mass is a positive number, it was possible to see that the interaction is such as to always give rise to an attractive force between bodies. The apocryphal tale of the falling apple is in the same vein, the falling to Earth of the apple being a consequence of the interaction between apple and Earth. Moreover, it was possible to postulate and verify that the nature of this interaction was truly universal in that it was associated with an interaction between any two objects with mass and depended on one,
and only one, property of the associated objects: their mass. The crucial lesson from this is that it was possible to deduce the nature of the interaction between objects, both qualitatively and quantitatively, by simply observing the relative positions in space and time of these objects.

Without going into further detail, our understanding of the nature of the other types of interactions between physical objects has followed the same path. By observing the relative spatial positions of objects of distinct types, we have been able to deduce the existence of four fundamental interaction types: gravity, electromagnetism and the strong and weak nuclear forces; each possessing a high degree of universality, wherein the nature of the interaction depends only on a very small number of parameters: mass and different types of charge. In the case of some of the fundamental interactions, as in the case of electromagnetism, it is possible to also have repulsion, as well as attraction. By noting the relative spatial positions of electrically-charged bodies, it was possible to deduce analogs of Kepler’s and Newton’s laws, such as Coulomb’s law—the inverse square law for the force between charged bodies—which then were further subsumed into Maxwell’s equations, which fundamentally characterize the electromagnetic interaction.

Our ability to deduce the nature of the fundamental interactions very much depended on the existence of systems where the number of objects and the relationships between them were particularly simple. For instance, in the case of gravity, the fact that the mass of the Sun is so much larger than that of the planets led to a huge simplification in the dynamical analysis. Similarly, in the case of electromagnetism, the ability to arrange experiments where the charge of, and distance between, two objects could be precisely controlled facilitated greatly the deduction of the nature of the interaction.

Thus, we may state that experimental observation at different scales of the relative positions of physical objects and their subsequent spatial modeling has allowed us to completely characterize, both qualitatively and quantitatively, the nature of the interactions between objects in physics and to see that they can be grouped into just a very few fundamental categories, which are associated with a very small number of parameters, and to note where and when each one predominates. It is, in fact, the case that our success in modeling physical systems owes a very great deal to the fact that these fundamental interactions have quite different spatial regimes in which they predominate.

2.2. In Genetics

In standard population genetics, where genes are viewed as beads on a string, the concept of interaction is associated with the notion of epistasis [22]. In this setting, the degree to which two genes are linked, i.e., they co-occur, can be used as a measure of epistasis. If we consider the population frequency, \( P(X_i|C) \), of an allele (blue/brown eyes, etc.) \( X_i \) at a genetic locus \( i \), where \( C \) can refer to whatever conditioning information we may consider pertinent for defining our population, we can also consider the joint distribution, \( P(X_iX_j|C) \) for two alleles \( X_i \) and \( X_j \), at two genetic loci \( i \) and \( j \). The linkage disequilibrium coefficient [23] associated with \( X_i \) and \( X_j \) is defined as:

\[
\Delta(X_iX_j|C) = (P(X_iX_j|C) - P(X_i|C)P(X_j|C))
\]

and is associated with the notion that \( X_i \) and \( X_j \) may be correlated, with the degree of correlation being measured by the deviation of their joint probability distribution from that of two independent distributions. This correlation may be positive or negative, depending on whether the alleles “co-occur” with more or less frequency than would be expected if they were independent, this independence being the null hypothesis with respect to which we will measure correlations. Although the correlation may have different origins, one especially important source is that of epistasis, arising from fitness/natural selection. In standard population genetics, the marginal fitnesses, \( f(X_iX_j) \), \( f(X_i) \) and \( f(X_j) \), of the different genes can be incorporated, whereupon (1) becomes:

\[
\Delta_f(X_iX_j|C) = \left( \frac{f(X_iX_j)}{f}P(X_iX_j|C) - \frac{f(X_i)}{f}P(X_i|C)\frac{f(X_j)}{f}P(X_j|C) \right)
\]
where $\bar{f}$ is the average population fitness. This is the selection-weighted linkage disequilibrium coefficient \[24\]. Importantly, in the dynamical equations for the genotypes in the population, it is (2) that directly enters in the equations, not (1).

When $\Delta(X_iX_j|C) = 0$, the genes are uncorrelated, and the system is said to be in linkage equilibrium. However, the effect of natural selection, as modeled by the fitness function, is to potentially move the system away from linkage equilibrium. If we assume that the fitnesses of the two genes are additive, i.e., $f(X_iX_j) = f(X_i) + f(X_j)$, then starting off from linkage equilibrium, one can deduce that $\Delta f(X_iX_j|C) < 0$ and prove that in the next generation, $\Delta(X_iX_j|C) \neq 0$. The action of homologous recombination on the other hand is to diminish the linkage disequilibrium.

We will now put this example into language that is appropriate for the ecological setting: the genome/chromosome gives a spatial structure, wherein objects (genes) can be located. Thus, we may speak of the “co-occurrence” of two alleles on a genome/chromosome. A population of such structures offers a statistical ensemble within which we may ask how often do two alleles co-occur. $P(X_iX_j|C)$ is the frequency of such co-occurrence in this ensemble. Positive additive epistasis (the whole is greater than the sum of the parts) implies that the genes interact such that there is an added benefit to having the two alleles at the same time. Negative epistasis (the whole is less than the sum of the parts) is the contrary case. Epistasis leads to linkage (co-occurrence distinct from the null hypothesis of independent distributions). Thus, an observation of linkage in this setting is a necessary, but not necessarily sufficient, condition for the existence of an interaction.

It is important to understand that although the existence of linkage, i.e., co-occurrence beyond the independence hypothesis, implies the existence of an interaction, it does not determine the precise nature, neither at the microscopic (genotypic), nor the macroscopic (phenotypic) level, of that interaction. However, we may characterize phenomenologically the interaction by considering $\Delta f(X_iX_j|C)$, where the sign of $\Delta f(X_iX_j|C)$ we can take as a measure of the sign of the interaction—positive/negative (“attractive/repulsive”)—and its magnitude as a measure of the strength of the interaction, as $|\Delta f(X_iX_j|C)| \leq 1$.

We also wish to note that interactions in genetics, as in physics and chemistry, may have differing degrees of directedness. For example, it may occur that two genes are linked, but this linkage is not direct, but through the intermediation of a third gene with which the two are directly linked. We are thus led to consider multiple genes.

2.3. In Text Mining

In text mining, as in genetics, there are the concepts of statistical ensemble and of co-occurrence. In this case, the ensemble is an ensemble of texts or documents, and the co-occurrence is in terms of a particular object in the text, usually words, though this is not obligatory. A co-occurrence, for, say, two words, is typically specified as having the two words appear in the same text/document or within a certain distance apart in the text/document as measured in the word sequence that forms the text. There are several measures that may be used to measure the degree of co-occurrence and to what degree the co-occurrence is statistically significant. A useful one, which is most in line with our other interaction measures, is the $t$ score \[25\] defined as:

$$
t = \frac{(P(C|X) - P(C)P(X))}{\sqrt{(NP(C|X)(1 - P(C, X)))}} \tag{3}
$$

where $C$ and $X$ are two objects in the text. The $t$ score is zero when there is no correlation between the textual elements $C$ and $X$ given a particular definition of co-occurrence. Clearly, $t$ is analogous to the linkage disequilibrium $\Delta(X_iX_j)$, the only difference being the associated objects, genes versus words, and the definition of co-occurrence: same chromosome versus same text. As with genetics, we may define a notion of epistasis associated with the notion of linkage disequilibrium. In other words, two words, or other elements, are said to interact within a certain ensemble of texts if $|t| \neq 0$. Whether
or not this interaction is statistically significant can be stated after specifying a certain confidence interval associated with the null hypothesis that the text elements are independent of one another.

2.4. In Ecological Niche Modeling

In ecological niche modeling [13,14], where predictive models are developed relating the geographic distribution of a species to abiotic factors, such as climate, the statistical ensemble is that of the set of pixels in the rasters that represent the climatic variable, such as average annual temperature. A co-occurrence in this case is the appearance of a geo-referenced point collection in a given pixel associated with a particular value of the climatic variable. Note that, in the case of a continuous variable, such as temperature, if measured to sufficient accuracy, then typically, there will be no more than one co-occurrence, as no two values of the temperature are likely to be precisely the same.

3. Direct versus Indirect Interactions

An important concept when discussing interactions is that of direct versus indirect interaction. This can be illustrated in the physical context by considering the difference between, say, a gas and a solid. For a gas of helium atoms, there are strong electromagnetic interactions between the nucleus of a given atom and its constituent electrons. The interactions between one helium atom and another are, however, negligible. Generally though, the interactions between atoms may be non-negligible, and that is what can give rise to molecules. Thus, the interaction between an electron and a proton in a hydrogen atom can be thought of as being “direct”, being describable directly in terms of the fundamental electrostatic attraction between the positively-charged proton and the negatively-charged electron. Two hydrogen atoms though may form a hydrogen molecule. In this case, the interaction between the atoms, although it has its origin in the electrostatic interaction, is not directly describable as a simple interaction between two point-like hydrogen atoms, but rather, between two objects that possess structure. The resultant effective interaction between the hydrogen atoms results in the formation of a covalent bond, where electron sharing leads to a stable balance of attractive and repulsive forces between the atoms. Importantly, the direct electrostatic interaction between two protons would be negative, leading to a repulsion between the protons. However, the effect of the intermediating electrons in the covalent bond is such as to lead to an effective attraction between the protons. Unlike the direct electrostatic interaction between the two protons, this interaction is “indirect” and is a consequence of the presence of other intermediating elements: the electrons. In a potential abusive use of ecological terminology, we could say that the repulsive “competitive” interaction between individuals of the proton species was turned into an attractive interaction by the “facilitation” of individuals of the electron species. The resulting indirect interaction between the protons, due to the presence of the electrons, we can then think of, and mathematically characterize, as an emergent, direct “effective” interaction. Going further, the well-known Lennard–Jones potential describing the short-range repulsion and long-range attraction between neutral atoms or molecules is an effective interaction that is more indirect than that of the covalent bond linking the constituent atoms of a given molecule. The important point is that labeling an interaction as direct or indirect is to some degree a question of convenience and a question of observational scale. An effective, phenomenological model of a chemical bond between atoms as a “direct” interaction may well be much more useful then trying to simultaneously model the multiple, underlying, more fundamental, direct interactions between the atomic constituents. However, if we examine the molecule exhibiting the chemical bond at higher energies, then these more fundamental interactions will become apparent. The important point to make is that how an interaction in a system is characterized in physics and chemistry, and the degree to which we describe it as direct or indirect, is very much a function of the scale at which we make observations of that system. Rather than having a rigorous differentiation between direct and indirect interactions, we should be better served to think of the degree of indirectness of an interaction.

In contrast to physics, or even chemistry, in CAS, the qualitative and quantitative characterization of interactions is much more difficult. This is due to several factors. First of all, the number of
labels, or properties, of the objects that characterize a CAS is much greater than in a physical system. Moreover, unlike in physics, we do not even know what is a complete list of relevant labels. For instance, a given organism can be simultaneously a prey, a predator, a mate, a parasite, etc. In physics, however, an electron has two labels: charge and mass. In both, each label is, in principle, associated with a distinct type of interaction: predation, reproduction, parasitism, etc. for the organism, and electromagnetism and gravity for the electron. In physics, there are only four fundamental interactions, although there are many more effective interactions that are useful for describing particular phenomena at a certain scale. However, there are not so many that they have not been almost wholly categorized and quantified. In contrast, in CAS, the number of interactions is much higher. Moreover, we do not have an adequate taxonomy for them. In fact, the number of potential interactions is so high that it is impossible in practice to imagine analyzing them with separate experiments. Additionally, the relevant degree of potential indirectedness in CAS is much higher than in physics. This can be perfectly illustrated in the context of a simple food chain, such as: carnivore $\rightarrow$ herbivore $\rightarrow$ plant $\rightarrow$ Sun. One would be tempted to argue that the interaction between carnivore and herbivore was more direct than between carnivore and plant. However, a perfectly acceptable predictive model for the carnivore distribution might be built using plants as niche variables. Moreover, the principle effect of climate on the carnivore distribution might well be an indirect interaction intermediated by the plant and herbivore distributions.

In our examples of CAS, genetics, text mining and ecological niche modeling, there also exists the concept of direct or indirect interactions, although their differentiation, as stated, is often more difficult than in physics. In genetics, a particular phenotypic trait may change significantly when an allele of a particular epistatic pair that are in linkage disequilibrium changes. However, this does not mean that one of those genes was directly, causally responsible for the phenotypic change. It may well be that there exists some other genetic element that intermediates the interaction between the two. Similarly, in texts, if we imagined a set of texts with a frequent appearance of the phrase “big, red bus” and calculated the co-occurrence (t-score) for “big $= C$” and “red $= X$”, one may well find a significant relation. However, the interaction between them would be indirect as it is mediated by the word “bus”. In the case of fundamental niche modeling, often it seems that the interaction between, say, temperature and the presence of a given species is “direct”. However, such an interpretation would neglect the high degree of indirectedness that may exist in ecological interactions. For instance, in a food chain, besides a potential direct effect, temperature may affect the distribution of a vagile carnivore much more through its impact on the distribution of the plant food sources of the herbivores that represent the chief prey species of the carnivore.

In summary, we may intuit the degree of indirectedness of an interaction between two objects/variables, $A$ and $B$, by trying to determine if there exists one of more other variables, $C$, that are more directly linked to $A$ or $B$. An ecological example would be where $A$ is a carnivore with an important prey species $C$, and $B$ is the principal plant food source of $B$. In this case, the interaction between $A$ and $B$ is intermediated by $C$. In the next sections, we will present a formalism, wherein this difference may be identified and quantified using co-occurrence data.

4. Co-Occurrence as an Indicator of Interactions

We have laid out the thesis that interactions between objects are a fundamental property of all systems, the main difference being the nature of the objects at a given scale and the precise qualitative and quantitative characterization of their interactions. We have also argued that our understanding of the nature of the interactions between objects is largely a result of observing their relative positions as a function of time. A fundamental characteristic of basically all known interactions is their locality. This locality can be observed of course. In physics, the “range” of an interaction can be precisely defined, once the interaction has been quantified. Thus, the very fact that the Moon orbits, i.e., is constantly closer to, the Earth rather than the Sun shows that the Moon’s motion depends more on its gravitational interaction with the Earth than with the Sun. Similarly, the fact that the Earth
orbits, i.e., is constantly closer to the Sun than to another star shows that the interaction between the Earth and the Sun is stronger than the Sun with another star. More basically, to a good approximation, the Moon interacts with the Earth, but not other elements of the solar system, while the Earth interacts with the Sun, but not with other stars. As another example, if we heat hydrogen gas, the hydrogen molecules will eventually dissociate into hydrogen atoms and, if we keep heating the gas to even higher temperatures, the atoms will ionize, and we will have a gas of free electrons and protons. The state of the system and the nature of the interactions can be deduced by observing the relative positions of the relevant constituents, quantum mechanical subtleties notwithstanding. Thus, the fact that in the case of hydrogen atoms versus hydrogen ions, the electrons are bound to the protons means that their positions are highly non-random, being correlated with the positions of the protons. In the same way for hydrogen molecules, hydrogen atoms are bound together so that their relative positions are highly non-random with hydrogen atoms in the same molecule being correlated, while those in distinct molecules are uncorrelated. Similarly, in genetics, two genes that are close together on a chromosome are typically more likely to show epistasis than two that are far apart. Furthermore, two words are more likely to be linked in a text if they are separated by few words as opposed to a great number of them.

As stated, the notion that physical interactions between objects can be inferred from their relative positions as a function of time has been fundamental. Compared to biology and ecology, however, the detailed nature of the interactions in physics are much simpler, much more universal and much more direct. In all cases, however, the nature of interaction is so as to affect the spatio-temporal distributions of objects. Thus, we would claim that a necessary condition for there to exist an interaction is that the spatio-temporal distributions of the corresponding objects—atoms, molecules, genes, words, planets, etc.—is altered, with positive “attractive” interactions causing objects to be closer together than they would otherwise be, while with negative “repulsive” interactions they tend to be further apart. A generic notion to characterize this difference between these different behaviors is that of co-occurrence, wherein we expect objects to co-occur more or less than expected according to the degree of interaction between them. This is certainly the case in physics, where the phenomenon of bound states—nuclei, atoms, molecules, . . . , planetary systems, galaxies, etc.—is ubiquitous. Thus, in almost any physical material, the vast majority of protons and neutrons are not randomly distributed in space and time, but are found only as constituents of nuclei. Similarly, the vast majority of electrons are not distributed randomly, but are found bound to nuclei to form atoms. Atoms in their turn are not randomly distributed in space and time, but are generally found bound to other atoms to form molecules or other structures, such as crystals. Protons and neutrons co-occur in nuclei more than electrons co-occur in atoms due to the fact that the interaction between nucleons is much stronger than the interaction between electrons and nucleus. Similarly, in genetics, nucleic acids are not randomly distributed, but are found bound together in the form of DNA or RNA molecules. In this case though, although there exist physical interactions, the fact that certain nucleic acids co-occur is partly due to natural selection. Lastly, the co-occurrences of a plant with an associated unique insect pollinator will be less random when compared to the distribution of the pollinator with an ecologically unrelated species, such as a large carnivore.

We will quantify this notion below. We can also turn this logic around and define any non-random degree of co-occurrence as being due to an “interaction”, knowing that a given set of co-occurrence observations may not be enough to fully understand or characterize the interaction. This will particularly be the case in ecology.

5. Quantifying Co-Occurrence

To quantify this notion, we must first address the question of how to define a co-occurrence. Here, for simplicity, we will restrict to co-occurrences in space rather than time, or space and time, though the formalism is readily extendable to both. If two variables/objects—genes, words, species—are to be considered as co-occurring, we need some notion of spatial resolution and, then, to determine what
is the appropriate scale. To quantify spatial co-occurrence, we require a notion of locating objects in space and an associated distance measure for those objects.

We define a set, \( S \), of elementary spatial units, \( S_i \), such that \( S = \bigcup S_i \) and that these cells form a partition of a spatial region, \( M \). In genetics, these would be a set of elementary units, such as genes, into which the one-dimensional genome could be divided and which form a partition. In the case of ecology, as we will discuss below, they could be a set of two-dimensional squares that form a partition of a given spatial region. For two variables/observables/objects of types \( A \) and \( B \), we consider the \( n(A) \) and \( n(B) \) representatives of the two types. For example, in genetics, these would represent the numbers of genes of the two types in \( S \), while in ecology, they might represent the numbers of point collections of the two species \( A \) and \( B \) in a given spatial region. A variable/observable/object of type \( A \), \( A_\alpha(x) \), where \( x \) is a spatial point in \( M \) and \( \alpha \in [1,\ldots,n_\alpha] \) denotes the value of the variable \( A \), located at \( x \), is then defined to be present or not in the spatial cell \( S_i \), which we now denote with the index \( i \), according to if \( x \in i \) or not, i.e., if the spatial point \( x \) lies in the \( i \)-th cell. Here, \( n_\alpha \) is the number of discrete categories into which the variable \( A \) has been divided. Thus, \( A_\alpha(x) \) is a Boolean variable. We define a co-occurrence for two variables/objects \( A_\alpha(x) \) and \( B_\beta(y) \), located at the spatial points \( x \) and \( y \), as an indicator function \( I(A_\alpha(x),B_\beta(y)) = 1 \iff x \in S_i \) and \( y \in S_i \), i.e., both objects are in the same spatial cell. The spatial cells then form a statistical ensemble where, in each cell, we may determine if there exists a co-occurrence. In the case of genetics, the ensemble is formed by one-dimensional genomes and, unless we decide to take into account the spatial position of these genomes as individuals in some external space, each member of the ensemble is unrelated to another spatially. However, we can identify positions \( x \) within a given genome, which has been partitioned into genes. Thus, \( x \) could be a position in the \( i \)-th gene, thought of as a spatial unit, such as a nucleotide within that gene. Therefore, the spatial ordering of genes on the genome can be used to identify a co-occurrence, but there is no higher order spatial relation between the co-occurrences as there is on a geographic space. In the same way, in text mining, the ensemble is the set of texts/documents, and a position \( x \) could be a letter position within a given document. As with genetics, the notion of co-occurrence is associated with a particular text/document, and there is no a priori higher order spatial relationship between documents.

In the case of ecology, the spatial cells have a relation one to the other, with \( S \) forming a partition of a two-dimensional (this also generalizes to higher dimensional analogs) area. The cells themselves may be of different types, such as regular, fixed size squares or more irregular types such as census block groups used by the U.S. census. If we consider object types, \( A \) and \( B \), such as species of atoms or biological species, then multiple co-occurrences are possible, depending on the spatial distribution of the objects. The number of co-occurrences \( N_{AB} \) is given by:

\[
N_{A_\alpha,B_\beta} = \frac{1}{2} \sum_x \sum_y I(A_\alpha(x),B_\beta(y)) 
\]  

(4)

In this way, we count multiple variable/object pairs within the same spatial cell. We can also count by simply counting in each cell the occurrence of a given type, independently of how many examples of the type there are in the cell. In this case, the number of co-occurrences is given by:

\[
N_{AB} = \sum_i I(A(i),B(i)) 
\]  

(5)

where the indicator function is \( I(A(i),B(i)) = 1 \iff A \) and \( B \) are both present in the spatial cell \( i \), and for simplicity, we have now and in the rest of the paper dropped the indices \( \alpha \) and \( \beta \). Given \( N_{AB} \), we may determine the probability of a co-occurrence \( P(AB) = N(AB)/N \). We may also determine the conditional probabilities \( P(A|B) = N(AB)/N_B \) and \( P(B|A) \). We may take \( P(AB) \) and \( P(A|B) \) as measures of the degree of co-occurrence of the types \( A \) and \( B \).
Cell Size

Having defined co-occurrences with respect to a spatial cell, we must also consider the problem of the dependence of the results on the cell size. In the case of spatial data mining, this problem was identified in 1934 [26], and it is known as the “Modifiable Areal Unit Problem” (MAUP) [27]. Although MAUP has been an active research area since the 1980s [28], it is still an open challenge to develop systematic methods to detect appropriate sampling scales [1] for spatial data. In the methodology presented here, MAUP is the consequence of the choice of grid resolution, which is allied with the question of optimally sampling events on that grid.

The general effect of cell size can be appreciated if we consider the limits of very large or very small cells. There are two general considerations: one is the effect of cell size on the effective size of the statistical sample to be analyzed, and the other is to do with its effect on the number of co-occurrences. For the former, as we are doing statistical analysis and hypothesis testing, it is natural to take advantage of the samples at our disposal as much as possible. If we have \( N \) events, then the maximum size of the sample of cells is also \( N \). However, if the cell size is such that multiple, assuming they are independent, events occur in a given cell, then the effective sample size is reduced. For instance, for a random distribution of events, if the cell size is such that on average the number of events per cell is four, then a reduction in the cell size by a factor of two will probably lead to cells where the expected number of events per cell is closer to one. In other words, all else being equal, the number of cells should naturally scale as the number of events. For the case of co-occurrences, for a finite set of events, if we go to the limit of very small cells, it is clear that eventually, we will end up with zero co-occurrences. On the other hand, in the limit of very large cells, we will end up with only one co-occurrence as all the events will be in one cell.

A crucially important element also enters associated with the cardinality of the variables. For binary variables, such as presence/absence of a given species, a co-occurrence has only four possibilities for two species \( A \) and \( B \): \( A = B = \text{absent}, A = B = \text{present}, A = \text{absent}, B = \text{present} \) and \( A = \text{present}, B = \text{absent} \). However, for the co-occurrence of presence/absence of a species and a continuous variable, such as average annual temperature, there is a very large number of possibilities, depending on the granularity of the temperature scale. For a temperature range with 400 gradations (0.00–40.00 °C), there are 800 possibilities denoting the presence/absence with temperature 0.00, presence/absence with temperature 0.01, etc. With such a fine-grained description, the number of co-occurrences will be severely restricted. It is thus important to also reach a degree of granularity that is appropriate for the sample sizes of the different variables.

Another added complication is that different objects or variables may have very different natural spatial scales, so that what would be considered a large/small cell size with respect to one variable might be small/large with respect to another. This depends on the system under consideration and, more universally, on the sample size of variables/objects within the statistical ensemble of spatial cells. Given the desire to determine the degree of co-occurrence with the greatest degree of statistical confidence and given spatial distributions of two variables/objects, \( A \) and \( B \), with sample sizes \( N(A) \) and \( N(B) \), we would like to maximize the number of co-occurrences, \( N(AB) \), between them. As the cell size diminishes, then \( N(AB) \to 0 \), as two objects cannot occupy the same physical position, and, as it increases, \( N(AB) \to 1 \), as every object will be in the same spatial cell. If our target variable of interest is \( A \), thought of, for example as a species whose niche we wish to characterize, and we consider a third object \( C \), then we will be concerned with co-occurrences of type \( AB \) and \( AC \), with counts \( N(AB) \) and \( N(AC) \), respectively, in order to understand how species \( B \) and \( C \) affect the distribution of \( A \). If \( N(C) \gg N(B) \), however, then the natural cell size for co-occurrences of \( A \) and \( B \) will generally be very different to that for \( A \) and \( C \). This would be the case, for instance, where \( B \) represents a set of geo-referenced point collections for a very rare species, and \( C \) represents the same for a very common species. In this case, choosing a spatial cell resolution that is optimal for \( C \) would lead to \( N(AB) \) being very small. On the other hand, choosing a spatial cell resolution that is optimal for \( B \) could lead to many occurrences of \( C \) in one cell, and therefore, the number of co-occurrences is potentially...
less than it could be. This same problem arises in a particularly exacerbated form when \( C \) represents a climatic raster, such as average annual temperature. In this case, the natural scale for the variable is the pixel level. After a suitable coarse graining of the continuous temperature variable, into two categories for example so that the two variables under consideration have the same number of values, we can compare \( N(AB) \) and \( N(AC) \), finding that \( N(AC) \gg N(AB) \), even though \( N(AB)/N(B) \) and \( N(AC)/N(C) \) may be similar. This will mean that the statistical significance of \( C \) will be much greater than that of \( B \) due to much larger sample sizes. Alternatively, if we make a predictive model at the scale of \( C \), then the number of pixels where \( B \) contributes will be very small compared to that of \( C \), hence its contribution to the overall predictions of a model that contains both will be minimal.

The choice of cell size has been investigated empirically [7], where it has been determined that an optimal resolution exists that maximizes the number of co-occurrences. This was done by considering how the number of co-occurrences, and \( \epsilon \) of Section 11, varied as a function of the size of the spatial cells, of the degree of correlation between the considered distributions and the numbers \( N(A) \) and \( N(B) \). It was found that there existed a maximum in the number of co-occurrences as a function of grid size, where the precise grid size at which the number was maximized depended on these parameters. It was also found that the sensibility of our methods to the spatial grid size in characterizing interactions is relatively small. This is due to the fact that when considering multiple distributions, although the precise values of, say, \( \epsilon(A|B) \) and \( \epsilon(A|C) \) could vary substantially as the cell size changed, their relative ranking, i.e., which one was bigger/smaller, was quite robust.

The notion of cell size may also arise in our genetic and text-mining examples. In both cases, we may apply limits to determine co-occurrence with respect to each ensemble element. Thus, in the case of chromosomes, we may restrict attention to co-occurrences within a certain genetic distance of each other. Similarly, in text mining, we may restrict co-occurrences to be associated with words that are within a certain distance of each other in the text.

6. Inferring Interactions

We have stated that interactions between objects, in all cases, affect the spatio-temporal distribution of those objects relative to what it would be in the absence of those interactions. Inverting the logic, we therefore posit that a difference in the spatio-temporal distribution of a set of objects, relative to some null hypothesis about the distribution in the absence of the interaction, is an indicator of the presence of an interaction. We take as our measure of the spatio-temporal distribution of objects the statistical distribution of their co-occurrences in space and time, defined with respect to some null hypothesis about the form of that distribution in the absence of interactions.

The most basic type of co-occurrence is that between two object types, \( A \) and \( B \). We consider \( P(AB) = N(AB)/N \) or \( P(A|B) = N(AB)/N(B) \), where \( N(AB) \) is the number of co-occurrences of \( A \) and \( B \) over a statistical ensemble of \( N \) spatial cells. If this is larger/smaller than expected, we will use that to infer that there must exist an interaction, either direct or indirect, between \( A \) and \( B \). However, in order to determine if, say, \( P(A|B) \) is large or small, we need to specify a baseline from which to measure it. There are several relatively equivalent baselines. For instance, we can quantify \( P(A|B) \) relative to \( P(A) = N(A)/N \), the probability to find the type \( A \) independently of the presence of \( B \). Another benchmark would be to measure \( P(AB) \) relative to \( P(A)P(B) \). Both benchmarks contain the same conceptual starting point, that co-occurrence (correlation) is measured relative to a distribution where there is no correlation given that \( P(A|B) = P(A) \) if \( P(AB) = P(A)P(B) \). With this in mind, we may define several related interaction measures between \( A \) and \( B \). First of all, we may take as a measure of interaction between the object types \( A \) and \( B \), our linkage disequilibrium coefficient \( \Delta(AB) = (P(AB) − P(A)P(B)) \). If \( \Delta(AB) > 0 \), then the types \( A \) and \( B \) co-occur more frequently than would be expected in the absence of interaction and less frequently than expected in the case \( \Delta(AB) < 0 \). No interaction is defined as \( \Delta(AB) = 0 \). We will take \( \Delta(AB) ≠ 0 \) to infer that there is an “interaction” between the types \( A \) and \( B \). Alternatively, we may define the quantities \( \Delta(A|B) = (P(A|B) − P(A)) \) or \( s(B) = \ln(P(B|A)/P(B|\bar{A})) \), from Equation (13), to be measures of the degree of interaction between
A and B. In the case of $\Delta(A|B)$, the statistical significance of the interaction is given by $\epsilon(A|B)$ as seen in Equation (6) below. We can compare and contrast $\Delta(A|B)$ and $s(B)$ for different variables, determining which are attractive, which are repulsive, which are strong and which are weak.

In the case $\Delta(A|B) > 0$, or $\Delta(A|B) > 0$, we will say there is a positive, or attractive, interaction and in the case $\Delta(A|B) < 0$, or $\Delta(A|B) < 0$, a negative, or repulsive, interaction. To gain intuition for this, we can consider the case of celestial dynamics, where $A$ represents the moons of the planets and $B$ the planets themselves. Taking a uniform spatial grid with cells of size, say $10^6$ km, we would find that objects of type “moon” co-occur with objects of type “planet”, but that there are no planet-planet co-occurrences. This would lead us to infer, correctly, that there are attractive interactions between moons and planets. The magnitude of $\Delta(A|B)$ will, in turn, inform us about the strength of the interaction. Generally speaking, the stronger the interaction, the greater the degree of correlation/co-occurrence.

If $P(AB)$, $P(B)$ and $P(A)$ are determined from finite samples, then there is a possibility that the population estimates of $P(AB)$, $P(B)$ and $P(A)$ have sampling errors, such that $\Delta(A|B) \neq 0$. In this case, the deduction and measurement of an interaction is a statistical inference where a statistical significance measure must be used to determine the degree of interaction. We will use the Bayesian inference framework discussed in Section 11. As we are considering objects as Boolean variables, a binomial test is appropriate, where the diagnostic is:

$$\epsilon(A|B) = \frac{N(B)(P(A|B) - P(A))}{\sqrt{(N(B)P(A)(1 - P(A)))}}$$

which measures the statistical dependence of $A$ on $B$, relative to the null hypothesis that the distribution of $A$ is independent of $B$, the no interaction benchmark. As the sampling distribution of the null hypothesis is a binomial distribution where, in this case, every cell is given a probability $P(A)$ of having a point collection of $A$. The numerator of Equation (6), then, is the difference between the actual number of co-occurrences of $A$ and $B$ relative to the expected number if the distribution of point collections were obtained from a binomial with sampling probability $P(A)$. As we are talking about a stochastic sampling, the numerator must be measured in appropriate units. As the underlying null hypothesis is that of a binomial distribution, it is natural to measure the numerator in standard deviations of this distribution and that forms the denominator of Equation (6). In general, the null hypothesis will always be associated with a binomial distribution, as in each cell, we are carrying out a Bernoulli trial (coin flip). However, the sampling probability can certainly change. As discussed in Section 11, the quantitative values of $\epsilon(A|B)$ can be interpreted in the standard sense of hypothesis testing by considering the associated $p$-value as the probability that $|\epsilon(A|B)|$ is at least as large as the observed one and then comparing this $p$-value with a required significance level. Although it is $\Delta(AB)$ that determines the degree of interaction, a diagnostic such as $\epsilon$ is necessary in order to quantify the degree of statistical significance of the observed interaction.

Of course, a caveat with the above $p$-value-oriented approach, as in any situation where many pairwise statistical comparisons are made, is that given a certain size ensemble a subset of correlations may be identified as significant and, therefore, as indicating the presence of an interaction, even though the correlation arises due to sampling effects. There are many ways to improve this situation by, for example, applying a Bonferroni correction or an ANOVA analysis.

Having discussed how to characterize an interaction between two objects/variables, we will now consider the joint impact of multiple variables, $X = (X_1, X_2, \ldots, X_N)$ on one particular object type, $C$, as discussed in Section 11, concentrating on the posterior probability $P(C|X)$, which would represent the joint interaction between $C$ and a joint set of variables $X$. As Equation (6) will not help in this case, due to the fact that $N_X = 0, 1$, we must resort to an approximation procedure in order to estimate it. As discussed in Section 11, a popular procedure is to use the maximum entropy principle to estimate it. An alternative is to use the naive Bayes approximation, seen in Equations (10) and (13).

Interpreting the effect of $X$ on $C$ in terms of interactions, in this case, we see that the overall effect is additive in terms of the score functions, $s(X_i)$, and multiplicative in terms of the likelihoods $P(X_i|C)$. 

Equation (6): $\epsilon(A|B)$
Thus, the overall interaction between \( C \) and \( X \) is approximated as a set of linear interactions between \( C \) and each variable \( X_i \), such that any non-linear interactions between the \( X_i \) are neglected. In this approximation, the interaction can be characterized by the sign of \( s(X_i) \) and its magnitude \(|s(X_i)|\). In the absence of an interaction, \( P(X_i|C) = P(X_i|\bar{C}) \), and so \( s(X_i) > 0 \) implies that the variable \( X_i \) is positively correlated with \( C \), such that, when \( C \) occurs in a spatial cell, then \( X_i \) co-occurs with a higher probability than in a cell where \( C \) does not occur, which we interpret, in analogy with the cases discussed above taken from physics and genetics, as an “attraction”. On the contrary, when \( s(X_i) < 0 \), \( X_i \) co-occurs with a lower probability than in a cell where \( C \) does not occur, which we interpret as a “repulsion”. The magnitude of this attraction/repulsion is given by \(|s(X_i)|\). In this way, we may compare and contrast the signs and magnitudes of any set of variables of arbitrary spatial resolution determining which variables contribute positively/negatively to the spatial distribution of \( C \) and what is their relative importance.

### Inferring Direct versus Indirect Interactions

Having defined the quantities \( \Delta(C|X_i) = (P(C|X_i) - P(C)) \), or \( s(X_i) \), to be measures of the degree of interaction between a target object/variable \( C \) and the variable \( X_i \), we may compare and contrast \( \Delta(C|X_i) \) and \( s(X_i) \) for different \( X_i \), determining which are attractive, which are repulsive, which are strong and which are weak. However, this does not tell us how direct the interaction is. How might one determine the degree of indirectedness of an interaction using co-occurrence data? First of all, how do we define such indirectedness? A natural way to define an interaction between objects/variables \( C \) and \( X_i \) to be indirect is if there exists a variable \( X_j \in X \) such that \( (P(C|X_j|X_i) - P(C|X_i)) < (P(C|X_j,X_i) - P(C|X_j)) \), where the intuition is that generally a direct interaction should be stronger than an indirect one. This is certainly the case in physics where, for instance, atomic interactions are stronger than molecular interactions. If we wish to take into account sampling effects, then we will require that there does not exist any variable \( X_j \in X \) such that \( \varepsilon(C|X_i|X_j,X_j) < \varepsilon(C|X_i|X_j,X_i) \). Essentially, this condition is equivalent to the idea that there is no confounding variable \( X_j \) that is more predictive for \( C \) than \( X_i \). Thus, to see if there are confounding variables, we must determine the degree to which there are non-linear interactions between the different \( X_i \), using, for example, \( \Delta(X_i,X_j|C) \) as seen in Equation (16).

### 7. Inferring Ecological Interactions

#### 7.1. Defining Ecological Interactions

In the previous sections, we have tried to be general in our discussion as to how to infer interactions from the spatial distribution of the objects that are interacting. We now wish to focus specifically on ecological interactions. In this case, the co-occurrences are between a given target taxon, \( C \), and a set of niche variables, both abiotic and biotic, \( X \). Each variable, \( X_i \), is coarse grained into \( n_i \) categories, \( (c_1, \ldots, c_{n_i}) \). For species distributions, proxied by point collection data, a species is represented by a variable \( X_i = \text{present}, \text{absent}, \text{or present/not present} \) depending on the availability of absence data. Hence, \( n_i = 2 \). For an abiotic variable, such as average annual temperature, we divide the range into a number of, usually uniform, intervals.

We wish to construct the distribution \( P(C|X) \), where we will interpret \( \Delta(C|X) = (P(C|X) - P(C)) \) as determining the extent to which there is an interaction between the taxon \( C \) and the set of niche variables \( X \). \( \Delta(C|X_i) > 0 \) corresponds to an effective interaction that is attractive, while \( \Delta(C|X_i) < 0 \), in contrast, corresponds to an effective interaction that is repulsive. Alternatively, we may use the score function \( S(C|X) \), with \( S(C|X) > 0 \) denoting attraction, and \( S(C|X) < 0 \) denoting repulsion. In the language of ecological niches: the set of values \( X \) where \( \Delta(C|X_i) > 0, < 0 \), denotes conditions and, correspondingly, spatial cells that are particularly well/mal-adapted (niche/anti-niche) for the presence of \( C \).
As emphasized throughout, we cannot calculate the distributions $P(C|X)$ or $S(C|X)$ directly and so must resort to an approximation. We will use the naive Bayes approximation, seen in Equations (10) and (13). The likelihoods $P(X_i|C)$ and the score contributions $s(X_i)$ can now be calculated directly, once we have specified a suitable ensemble of spatial cells. As mentioned, each variable $X_i$ may have its own characteristic sample size and, therefore, $N(X_i)$. We therefore define a spatial cell at a resolution appropriate for the full set of niche variables [6,7]. As each variable $X_i$ is discrete, we can define co-occurrences of any specific value $X^a_i \in c_a$ of the niche variable $X_i$ with the target taxon $C$. Thus, in each cell, the variable value $X^a_i \in c_a$ is “present” or not.

Having defined the quantities $\Delta(C|X_i) = (P(C|X_i) - P(C))$ or $s(X_i)$ to be measures of the degree of interaction between the target taxon $C$ and the niche variable $X_i$, where, in the case of $\Delta(C|X_i)$, the statistical significance of the interaction is given by $\varepsilon(C|X_i)$, we can compare and contrast $\Delta(C|X_i)$ and $s(X_i)$ for different niche variables, determining which values or ranges are attractive, which are repulsive, which are strong and which are weak. Any spatial cell $x$ may be assigned a niche profile $X(x)$ according to the values of the niche variables in that cell. The construction of $P(C|X)$ then allows us to determine then to what extent the cell $x$ represents niche/anti-niche.

7.2. Interpretation Issues

There are many potential issues surrounding the identification of interactions from co-occurrence data, many of which have been discussed in the literature [18]. Much of this literature criticizes the notion of using co-occurrence data to infer ecological interactions, often citing counterexamples [29] where an apparent interaction, as inferred from such data, is not consistent with the “real”, known interactions in the system. Other papers [9], on the other hand, have shown that it is possible to infer biotic interactions in the context of vector-host interactions. We believe that much of the controversy lies in not characterizing in a more precise manner what is an interaction in the first place. Usually, what seems to be in mind when identifying an interaction is that it is, in some intuitive sense, a direct interaction, such as predation. As we have emphasized, however, in general, distinguishing between direct and indirect interactions is a convenience. More often than not, the relevant issue is to determine the degree of indiectedness of the interaction by determining if there are intermediating variables that better explain and predict. In ecology, the vast majority of interactions that determine the presence of a species will be indirect. In this vein, it is somewhat remarkable that fundamental niche modeling happily predicts species distributions based on climatic data without wondering to what extent there may exist biotic confounding factors, while at the same time, there can be skepticism about the identification of a biotic factor as originating an interaction with the supposition that there is a confounding abiotic variable.

8. Results

We will now consider some results from applying the mathematical framework of Section 11 to a concrete example. The example we will consider is the characterization of the ecological niche of the bobcat ($\textit{Lynx rufus}$), a vagile carnivore with an ample range. All species collection data used are available from the Sistema Nacional de Información de la Biodiversidad del Consejo Nacional de la Biodiversidad (http://www.conabio.gob.mx/remib/doctos/snib.html). Climatic data are from www.worldclim.org.

What can be gleaned first about the relative effects of biotic versus each range of values of abiotic factors in the niche of the bobcat? As a metric for the relative influence of biotic versus abiotic factors, we consider the score, $s(X_i)$, for both abiotic variables, particularly annual temperature and precipitation, which are the main resource used in fundamental niche modeling [13,14], and biotic variables, in this case, some of the actual or potential preys of the bobcat. Specifically, we consider the lagomorph group, which can represent up to 70% of the bobcat’s diet [30]. As mentioned, the interpretation of $s(X_i)$ is that positive scores correspond to variables associated with the ecological niche, while negative scores correspond to an “anti-niche”.

As the example we will consider is the characterization of the ecological niche of the bobcat (Lynx rufus), a vagile carnivore with an ample range. All species collection data used are available from the Sistema Nacional de Información de la Biodiversidad del Consejo Nacional de la Biodiversidad (http://www.conabio.gob.mx/remib/doctos/snib.html). Climatic data are from www.worldclim.org.
In Figures 1 and 2, we compare and contrast the relative contribution of each type of variable to the bobcat ecological niche. In Figure 1, we see the relative contribution of the abiotic variables where we have divided temperature (°C) and precipitation (mm) into deciles with ranges: \( R_1 = -2-15.2 \), \( R_2 = 15.3-16.8 \), \( R_3 = 16.9-17.9 \), \( R_4 = 18-19.1 \), \( R_5 = 19.2-20.4 \), \( R_6 = 20.5-21.6 \), \( R_7 = 21.7-23.1 \), \( R_8 = 23.2-24.5 \), \( R_9 = 24.6-25.7 \), \( R_{10} = 25.8-29.5 \) and \( (R_1 = 35-229, R_2 = 230-315, R_3 = 316-392, R_4 = 393-482, R_5 = 483-614, R_6 = 615-767, R_7 = 768-941, R_8 = 942-1141, R_9 = 1142-1430, R_{10} = 1431-4816) \), respectively (The ranges here are chosen to have roughly equal number of spatial cells in each one thereby giving each range the same statistical weight). The positive score of annual temperature and annual precipitation values delineate the fundamental niche of the bobcat: precipitation values between 300 and 600 mm (prec R4 and R5) and temperatures from −2–20 °C (\( \text{temp} R_1-R_3 \)); whilst “anti-niche” conditions (i.e., negative score) correspond to low (<200 mm) and high (>1000 mm) precipitation values and temperatures >25 °C. Turning now to the biotic niche variables, we note the lagomorphs \( \text{Lepus californicus} \), \( \text{Sylvilagus audubonii} \), \( \text{Lepus callotis} \), \( \text{Sylvilagus floridanus} \) and \( \text{Lepus alleni} \) are all niche factors, while the lagomorphs \( \text{Sylvilagus brasiliensis} \) and \( \text{Lepus flavigularis} \) would fall into the anti-niche condition.

Note that in our methodological approach, we would describe the above results by saying that there is a weak positive/attractive interaction between the bobcat and temperature that decreases across ranges \( R_1-R_5 \) and a negative/repulsive interaction that increase across the ranges \( R_6-R_{10} \) with the ranges \( R_0 \) and \( R_{10} \) being associated with a strong negative interaction. For the biotic variables, we interpret the results by saying that \( \text{Lepus californicus} \), \( \text{Sylvilagus audubonii callotis} \), \( \text{Sylvilagus floridanus} \) and \( \text{Lepus alleni} \) are associated with a strong positive attractive/interaction with the bobcat, \( \text{Sylvilagus cunicularius} \) with a weak positive/attractive interaction, \( \text{Sylvilagus brasiliensis} \) with a weak negative/repulsive interaction and \( \text{Lepus flavigularis} \) with a strong negative/repulsive interaction. Note that the principal lagomorph scores are substantially higher than those of any abiotic range. However, no biotic factor is as negative as the highest temperature range. This seems to be a general characteristic found in other studies using our methodology [20], that biotic factors tend to dominate the most important positive/attractive interactions, while abiotic ones dominate the negative/repulsive ones. Of course, this does not imply that biotic interactions are always positive. Competitive exclusion, for example, will always be negative.

At this stage, we make no direct interpretation of the underlying nature of these ecological interactions. In particular, we make no assumptions as to how direct/indirect they are. We can, however, begin to establish hypotheses in this regard if we use knowledge of properties of the species under study, but without assuming anything about the potential interaction between them. With the knowledge that the bobcat is a vagile carnivore and the lagomorphs under consideration are herbivores of a substantially smaller size than the bobcat, we may make the hypothesis that the lagomorphs are prey species of the bobcat. This would be positing a direct interaction-predation. Further, we may posit that \( \text{Lepus californicus} \) is a more important prey species than \( \text{Sylvilagus cunicularius} \). In our study case, we conducted a survey of food habits of \( \text{Lynx rufus} \), finding that the high scoring species \( \text{Lepus californicus} \), \( \text{Sylvilagus audubonii} \) and \( \text{Sylvilagus floridanus} \) represent the main diet items of the bobcat [31–33]. Thus, our hypothesis is consistent with this information. We may wonder, however, why, for example, there is an effective repulsion between the bobcat and \( \text{Sylvilagus brasiliensis} \) as, at first glance, it appears to fulfill the requirements of being a potential prey.

With the abiotic factors, there is a clear profile in both temperature and precipitation, with positive scores that generally speaking are lower than our chosen biotic factors. However, notably, the effect of high temperature or high precipitation, and especially the former, is associated with a particularly strong repulsion. May this repulsion be a “direct” effect? If so, how would we interpret such a direct effect? That the bobcat over heats easily; or may it be that it is an indirect effect intermediated by a complex food chain for instance?

An important advantage of our modeling framework is that it allows us to establish a transparent and unique ecological profile for any species using any niche variable that may be described in terms
of a spatial distribution, thereby allowing us to quantify the relative influence of each niche variable, both biotic and abiotic, at each geographic location and its impact on the presence of a species there.

**Figure 1.** Graph of the score function, \( s(X_i) \), for \( C = \text{presence of } Lymn rufus, X_i = \text{Annual precipitation and Annual temperature.} \)

**Figure 2.** Graph of the score function \( s(X_i) \) for \( C = \text{presence of } Lymn rufus, X_i = \text{presence of lagomorph species.} \)

We have argued for a pragmatic approach to the identification and characterization of ecological interactions using spatial data. However, a criticism of this type of approach has been the potential presence of confounding factors. This is, of course, a problem in the analysis of any CAS where causal chains of events are very complex and it is difficult to separate causation from correlation. A typical arguments runs thus: we cannot know that there is a "direct" interaction between the bobcat and
a lagomorph simply by looking at their co-association. It may be that the high score of *Lepus californicus* is confounded by the fact that it and the bobcat share the same climatic niche. In our interpretation, we are characterizing the co-occurrence of the bobcat and *Lepus californicus* as an interaction without going out on a limb to say it is definitely as a result of the predator-prey relationship. We infer the interaction and claim that the predator-prey hypothesis is consistent with what is known about the two species. However, we may go further and try to test to what extent abiotic factors may confound this interpretation. First up is the fact that, *Lepus californicus*, for example, has a much higher score than any abiotic variable. If annual temperature or annual precipitation were confounders, one would expect their score with bobcat, and *Lepus californicus*, to be higher than the score of bobcat with *Lepus californicus*.

We can, in fact, quantify this even more by turning now to the relative effects of the various factors, considering the impact of the presence of the prey species *Sylvilagus floridanus* (biotic factor) relative to the contribution from the two climatic variables: annual temperature and annual precipitation (abiotic factors). We use Equations (18)–(20), where the three corresponding null hypotheses are \( P(C) \), \( P(C | \text{abiotic}) \) and \( P(C | \text{biotic}) \). The results can be see in Figure 3 for annual temperature and in Figure 4 for annual precipitation. In Figure 3, the blue lines are associated with using \( P(\text{Lynx rufus} | \text{Sylvilagus floridanus = present}) \) as the null hypothesis, while the green lines are associated with using \( P(\text{Lynx rufus} | \text{Annual temperature} = R_i) \) as the null hypothesis and the cream lines with \( P(\text{Lynx rufus}) \) as the null hypothesis. With respect to the latter null hypothesis, we can see that the optimal niche conditions for *Lynx rufus* are *Sylvilagus floridanus* present and temperature range \( R_2 \). We can see that temperature range \( R_1 \) is slightly sub-optimal, as is range \( R_3 \) and successively, passing to higher and higher temperatures, yielding more and more sub-optimal conditions. Given that in Figure 1, we saw that temperature range \( R_1 \) was optimal, we may note that, as we are only considering the presence of *Sylvilagus floridanus*, there is a degree of non-linearity in the joint influence of annual temperature and presence of *Sylvilagus floridanus* on the presence of the bobcat. This non-linearity is even more pronounced in the case of presence of *Sylvilagus floridanus* and the effect of precipitation. Using our metric from Equation (17), for instance, we can determine that \( \varepsilon(\text{Sylvilagus floridanus = present}, \text{Annual precipitation} = R_7) = 3.54 \), i.e., that the correlations between these two niche variables for predicting the presence of the bobcat are statistically significant, thereby indicating a strong non-linearity in the joint influence of annual precipitation in this range and presence of *Sylvilagus floridanus* on the presence of the bobcat. This is also manifest in the fact that, while \( P(\text{Lynx rufus} | \text{Sylvilagus floridanus = present}) = 0.18 \) and \( P(\text{Lynx rufus} | \text{Annual precipitation} = R_7) = 0.08 \), \( P(\text{Lynx rufus} | \text{Sylvilagus floridanus = present}, \text{Annual precipitation} = R_7) = 0.36 \).

Additionally, the fact that the magnitude of the green lines is much greater than that of the blue lines clearly shows that the biotic factor—presence of the prey species *Sylvilagus floridanus*—is much more significant than the abiotic factor and that therefore the latter can in no way be a confounding factor responsible for the strong positive score of *Sylvilagus floridanus*. Furthermore, we may here see the joint impact of two niche variables together noting, for instance, that in spite of the presence of the prey species *Sylvilagus floridanus*, for temperature ranges \( Tmp_{10} \) and \( Tmp_9 \), the repulsive effect of the abiotic factor dominates and the overall combination is anti-niche. However, the combination *Sylvilagus floridanus = not present*, annual temperature = \( Tmp_{10} \) would be even more anti-niche.
Figure 3. Graph of $\varepsilon(C|X_i X_j)$, $\varepsilon(C|X_i X_j; X_j)$ and $\varepsilon(C|X_i X_j)$ for $C =$ presence of Lynx rufus, $X_i =$ presence of Sylvilagus floridanus and $X_j =$ Annual temperature.

Figure 4. Graph of $\varepsilon(C|X_i X_j)$, $\varepsilon(C|X_i X_j; X_j)$ and $\varepsilon(C|X_i X_j)$ for $C =$ presence of Lynx rufus, $X_i =$ presence of Sylvilagus floridanus and $X_j =$ Annual precipitation.

We can see the same pattern depicted in Figure 4 for the case of precipitation. Once again, we can see the relative importance of the biotic factor being greater than that of the abiotic one. Of course, one could argue that there exist other potential abiotic confounders that we are not accounting for here. In any CAS, there is indeed a possibility that there exist confounders that are not explicit in the data being considered.
9. Discussion

Identifying, characterizing and quantifying ecological interactions is clearly a very important problem, both theoretically and practically. Physical interactions, we have seen, can be categorized at a given scale by the concept of an “effective” interaction, such as in the case of inter-molecular interactions, which are only related indirectly to underlying, more fundamental electromagnetic interactions. Thus, direct interactions, associated with more fundamental degrees of freedom at one scale, can give rise to indirect ones at another; so too in ecology. There, we can sensibly take fundamental interactions to be between individuals: the analogs of the electromagnetic, gravitational, weak and strong forces. At the level of interactions between individuals, a parasite must be located with its host, a predator with its prey, a pollinated plant with its pollinator, etc. Each interaction is local in space and time. The question is: what imprint is left from such individual interactions at larger scales, both in space and time? Can “micro”-interactions be discerned and quantified by more macro-level data?

As we have argued that, in other areas, micro-interactions have been discovered and analyzed precisely from more macro-phenomena, so too we propose that a consistent, empirically based way to characterize ecological interactions at the macro level, analogous to what is done in many other scientific areas, both in the past and now, is through the statistical distribution of co-occurrences of taxa, both between themselves and with any other spatial variable. The statistical distribution of these co-occurrences is defined via a statistical ensemble of units within which the specific co-occurrences of any set of spatial variables can be measured irrespective of the natural spatial resolution of the variable. The presence of an interaction is then defined by deviations of this statistical distribution with respect to some benchmark associated with the non-interacting system. Intrinsically, we have a probabilistic notion of interaction, where we determine that the probability, \( P(C|X_i) \), of observing the event \( C \) is enhanced by the presence of \( X_i \). We may of course ask if there is any causality to this relation, rather than just correlation. Thus, we may ask to what extent any \( X_i \) is a necessary or sufficient cause for \( C \) to be present?

Such notions certainly impact on our interpretation of \( \Delta(P|X_i) \), but not on its quantification. In practical terms, we may determine if \( \Delta(P|X_i) \) is positive or negative and, importantly, if it is statistically significant with respect to our ensemble. A positive correlation we interpret as an “attractive” interaction, in that \( C \) and \( X_i \) are more likely to co-occur than would be expected, and a negative correlation as a “repulsive” interaction, in that \( C \) and \( X_i \) are less likely to co-occur than would be expected. There are, of course, many underlying reasons why two species may be “attracted”—parasitism, mutualism, facilitation, predation, etc., with probabilities \( P(C|X_i) \) that would not necessarily be expected to be symmetric. We can also determine the strength of the interaction through our score function \( s(X_i) \). A strong interaction in this sense signifies a niche variable \( X_i \) that discriminates spatially very well between those spatial regions where \( C \) is present versus those where it is not.

Therefore, how do we go beyond characterizing an interaction as attractive/repulsive or weak/strong? To do so, we need more information about the objects that are interacting. Taking our example from Section 8, we determined the presence of a strong attractive interaction between two species: \textit{Lynx rufus} and \textit{Lepus californicus}. What more can be said? If we add in the information that \textit{Lynx rufus} is a mid-size, vagile, feline predator and that \textit{Lepus californicus} is a herbivore about 10% of the size of the bobcat then a logical hypothesis would be that their strong degree of co-occurrence is due to the fact that \textit{Lepus californicus} is a significant prey species of the bobcat. To verify this hypothesis, we may appeal to other previous research, or if this is not available, verify or falsify it directly through field work. This might seem like a trivial example, but precisely this logic and process have been used to predict and then confirm previously unknown hosts of emerging or neglected diseases, such as Leishmaniasis [9,34].

Of course, not all interactions identified from co-occurrence distributions will have such a simple interpretation. For instance, in the case of the repulsive interaction between the bobcat and \textit{Sylvilagus brasiliensis}, we may hypothesize that there is a competitive interaction between them.
Naturally, taking into account their aforementioned characteristics, we would be skeptical of such a relation. Without a natural explanation of a direct interaction, we would therefore be encouraged to look for potential confounding factors. Indeed, we saw that the abiotic factors annual temperature and annual precipitation could, indeed, act as confounders, giving rise to such a repulsive, indirect interaction. In any given situation, there is no set answer as to whether biotic versus abiotic effects are more likely to be confounders. However, our formalism is capable of deducing to what degree a given variable is confounded by another. In so doing, it detects the degree of non-linearity between different niche variables.

10. Conclusions

We have here proposed that a characterization and quantification of ecological interactions can be achieved, in analogy with other scientific areas, by an analysis of the relative positions in time of different ecological units. Of particular interest is the calculation of the niche of a species, represented by \( P(C|X) \), the probability to find the taxon \( C \) given the full set of abiotic and biotic niche factors \( X \). This cannot be computed directly. However, by adopting an approximation scheme, such as the naive Bayes approximation, the entire niche, and anti-niche, of any taxon \( C \) can be characterized through this function, where any and every potential niche variable, \( X_i \), of any spatial resolution or type may be included and compared and contrasted with any other niche variable. We believe our Bayesian inference framework based on a statistical ensemble where all spatial variables are brought to the same spatial resolution is robust, predictive and can be applied to a large number of ecological problems. The chief data sources for biotic variables are large public databases, such as GBIF. Of course, such datasets have their own challenges in terms of data quality and data bias. Another challenge is to incorporate in such databases extensive metadata, beyond pure taxonomic classification, as this can be very important in permitting us to refine our hypotheses about the nature of any identified interaction. Indeed, generally speaking, the more distinct types of data variable, and their time dependence, we can input, such as species dispersal ability, deforestation, land use, socio-economic data, etc., the richer the set of variables we have for characterizing the niche of a taxon both spatially and, potentially, temporally.

11. Materials and Methods

We consider the joint probability distribution \( P(C, X) \) for a target class, \( C \), and a set of predictive features \( X = (X_1, X_2, \ldots, X_N) \). In the ecological setting, if \( C \) is a target taxon, \( X \) would be considered to be the set of potential abiotic and biotic ecological niche dimensions, such as temperature, precipitation, presence/absence of other species, etc. Using Bayes theorem, we may write \( P(C, X) \) as:

\[
P(C, X) = P(X|C)P(C)
\]  

(7)

and consider the posterior conditional probability distribution \( P(C|X) \) where:

\[
P(C|X) = \frac{P(X|C)P(C)}{P(X)}
\]  

(8)

which demonstrates how to update the prior probability distribution \( P(C) \) in the light of the information \( X \) via the likelihood \( P(X|C) \) and the evidence \( P(X) \). The overall goal is to estimate, from data, \( P(C, X) \) or \( P(C|X) \).

In high dimensional situations, where there are more feature value combinations than data points, then neither \( P(C|X) \) nor \( P(X|C) \) may be calculated directly from a statistical ensemble as \( N(CX) = 0, 1 \), i.e., every element is absent or unique. In this case, an approximation method must be found with
which to model $P(C|X)$ given a certain set of data. A standard estimation procedure is to use the maximum entropy principle [35,36] wherein:

$$P(C|X) = \frac{\exp(\sum_{i=1}^{M} \lambda_i f_i(C, X))}{Z(X)} \quad (9)$$

where $Z(X)$ is a normalization constant, and the $\lambda_i$ are parameters to be optimized, given the feature functions $f_i$, in order to maximize the likelihood of $P(C|X)$ given the data. Note that the feature functions $f_i$ are not constrained to be the same as the features $X_i$ themselves but could be functions of them. Here, $M$ is the number of feature functions that will be used as constraints in the determination of the maximum entropy probability distribution.

An alternative and popular approach is to assume independence of the features $X_i$ in the likelihood $P(X|C)$ and write:

$$P(C|X) = \prod_{i=1}^{N} P(X_i|C)P(C) / P(X) \quad (10)$$

This is the well-known naive Bayes approximation that is still extensively used in many situations [37–45]. The maximum entropy algorithm and the naive Bayes approximation are closely related [46], as the latter can be written in maximum entropy form, but with a Gibbs distribution that is factorizable. Each method for constructing $P(C|X)$ has its advantages and disadvantages. The chief criticism of the naive Bayes approximation is its strong assumption of feature independence. In spite of this, it works, almost unreasonably, well. As has been pointed out and quantified [47], one reason the naive Bayes approximation works better than expected is that the correlations between features, which can be quantified via the coefficients (1) seen in Section 2.2, can be both positive or negative across different feature combinations. Moreover, due to the conservation of probability, we have:

$$\sum_{X_iX_j} \Delta(X_iX_j|C) = 0 \quad (11)$$

which implies that, for any given pair of features, at least one correlation must have a different sign to the rest and, therefore, there must be cancellations for every pair of features. The maximum entropy model in contrast makes no such assumption. However, it is much more computationally expensive than the naive Bayes approximation. It is also quite sensitive to the specific choice of features that will be used to optimize on. The independence assumption can also be improved upon in the case of the naive Bayes approximation; for instance, by seeking those feature combinations that exhibit significant correlation and treating them together [47]. This can be done, once again, using the coefficients defined in Equation (1) in Section 2.2, so that if $|\Delta(X_iX_j|C)| > M$, where $M$ is some appropriately chosen bound, then the features $X_i$ and $X_j$ should be considered together. For instance, for three features $X_1$, $X_2$ and $X_3$, the likelihood, $P(X_1X_2X_3|C)$, in the naive Bayes approximation is $P(X_1X_2X_3|C) = P(X_1|C)P(X_2|C)P(X_3|C)$. However, if we determine that there is significant correlation between, say, $X_1$ and $X_2$, we may write alternatively $P(X_1X_2X_3|C) = P(X_1X_2|C)P(X_3|C)$. It is then a question of determining which factorization offers a better fit to the data.

Given that the evidence function $P(X)$ is not relevant for classification often, instead of the posterior probability $P(C|X)$ directly, a score function:

$$S(C|X) = \ln \frac{P(C|X)}{P(\bar{C}|X)} \quad (12)$$

is used, where $\bar{C}$ is the complement of $C$. Using the naive Bayes approximation for both $P(C|X)$ and $P(\bar{C}|X)$, we have:

$$S(C|X) = \sum_{i=1}^{N} s(X_i) + \ln \frac{P(C)}{P(\bar{C})} \quad (13)$$
where \( s(X_i) = \ln(P(X_i|C)/P(X_i|\bar{C})) \) is the score contribution from the feature \( X_i \). A feature with \( s(X_i) > 0 \) contributes positively to the posterior probability of a given instance \( X \) being in the class \( C \) and, on the contrary, for \( s(X_i) < 0 \).

Independent of the method used, an important task is to compare and contrast the contributions of the different features, and/or feature combinations, to obtain a better understanding of their relative importance. For individual features, \( X_i \), an appropriate measure of their relative importance and associated statistical significance is via a binomial test. This may be implemented at the level of the posterior probability distribution \( P(C|X_i) \):

\[
\varepsilon(C, X_i) = \frac{N(C|X_i)(P(C, X_i) - P(C)P(X_i))}{\sqrt{(N(C|X_i)P(C)P(X_i)(1 - P(C)P(X_i)))}}
\]

(14)

or at the level of the posterior probability \( P(C|X_i) \):

\[
\varepsilon(C|X_i) = \frac{N(X_i)(P(C|X_i) - P(C))}{\sqrt{(N(X_i)P(C)(1 - P(C)))}}
\]

(15)

where the relative importance of \( X_i \) is gauged relative to the null hypothesis that the distribution of \( C \) is independent of \( X_i \). In the case where the binomial distribution may be approximated by a normal distribution, then \( |\varepsilon(C|X_i)| > 1.96 \) corresponds to the 95% confidence interval for consistency with the null hypothesis. Of course, when there are sufficiently many \( X_i \), then some \( \varepsilon(C|X_i) \) will be statistically significant for any chosen \( p \)-value. This is nothing new, and there are many methods that may be used to ameliorate this effect, a principle one being to have some intuitive notion of why it should be significant in the first place. Note that unlike \( \varepsilon(C, X_i) = \varepsilon(X_i, C) \), \( \varepsilon(C|X_i) \neq \varepsilon(X_i|C) \), i.e., it is asymmetric in its arguments, thus modeling the fact that the effect of \( X_i \) on \( C \) may not be the same as that of \( C \) on \( X_i \).

The impact of correlations/epistasis/interactions between features on the calculation of \( P(C|X) \) can be quantified using the notion of linkage. The function \( \Delta(CX_i) \) gives a measure of the deviation of the joint distribution from a product form, which we will take to be a measure of the degree of interaction between \( C \) and \( X_i \). As \( \Delta(CX_i) = (P(C, X_i) - P(C)P(X_i)) = P(X_i)(P(C|X_i) - P(C)) \), we see that (15) is also a measure of the degree of interaction between the variables, with the latter also providing confidence intervals for that interaction given a finite sample size. When determining the impact of a pair of features, \( X_i \) and \( X_j \), we may follow the same procedure as for one variable, considering the joint probability distribution \( P(C, X_i, X_j) = P(X_iX_j|C)P(C) \). In this case [47]:

\[
\Delta(X_iX_j|C) = (P(X_iX_j|C) - P(X_i|C)P(X_j|C))
\]

(16)

Significant deviations from the null hypothesis \( \Delta(X_iX_j|C) = 0 \) indicate the presence of significant correlations, which we interpret as interactions. In this case, the interaction is ternary from the point of view of \( X_i \) and \( X_j \) and \( C \), though one can also consider it to be binary if we consider \( X_iX_j \) as a combination. In analogy with \( \varepsilon(C|X_i) \), we can use a binomial test to determine the degree of consistency with the null hypothesis considering [47]:

\[
\varepsilon(X_iX_j|C) = \frac{N(C)(P(X_iX_j|C) - P(X_i|C)P(X_j|C))}{\sqrt{(N(C)P(X_i|C)P(X_j|C)(1 - P(X_i|C)P(X_j|C)))}}
\]

(17)

Equation (17) determines when there is statistically significant interaction between the features \( X_i \) and \( X_j \). Instead of considering the likelihoods, we may also consider the posterior probability
\( P(C|X,X_i) \) directly. To determine the impact of a pair of features, \( X_i \) and \( X_j \), we may follow the same procedure as for one variable, considering:

\[
\varepsilon(C|X_i,X_j) = \frac{N(X_iX_j)(P(C|X_iX_j) - P(C))}{\sqrt{(N(X_iX_j)P(C)(1 - P(C)))}} \tag{18}
\]

Once again, in the case where the binomial distribution may be approximated by a normal distribution, then \( |\varepsilon(C|X_iX_j)| > 1.96 \) corresponds to the 95% confidence interval for the consistency with the null hypothesis. In this case, however, (18) cannot distinguish between the relative contributions of \( X_i \) versus \( X_j \). This can be done, however, by considering alternative null hypotheses. Considering as null hypothesis \( P(C|X_j) \), we have:

\[
\varepsilon(C|X_i,X_j; X_j) = \frac{N(X_iX_j)(P(C|X_iX_j) - P(C|X_j))}{\sqrt{(N(X_iX_j)P(C|X_j)(1 - P(C|X_j)))}} \tag{19}
\]

and similarly,

\[
\varepsilon(C|X_i,X_j; X_i) = \frac{N(X_iX_j)(P(C|X_iX_j) - P(C|X_i))}{\sqrt{(N(X_iX_j)P(C|X_i)(1 - P(C|X_i)))}} \tag{20}
\]

Equations (19) and (20) can be used as measures of the relative impact of one variable versus another. For instance, (19) expresses the contribution of the variable \( X_i \) to the posterior probability \( P(C|X_i) \), i.e., in the presence of the feature \( X_j \), but relative to the contribution marginalized over \( X_j \). These equations, in principle, allow us to determine which, of a combination of two variables, is the most important in terms of prediction of the class variable. Moreover, they facilitate the determination and analysis of confounding variables. As an example, imagine we determine that \( \varepsilon(C|X_i) \) is significant, but hypothesize that there exists a confounding variable \( X_j \). In this case, we may consider \( \varepsilon(C|X_i,X_j; X_j) \) and \( \varepsilon(C|X_i,X_j; X_i) \). If \( X_j \) is, indeed, a confounding variable, then we should find that \( \varepsilon(C|X_i,X_j; X_j) > \varepsilon(C|X_i,X_j; X_i) \) as the real influence on \( C \) is from \( X_j \), and so, if we take \( P(C|X_j) \) as null hypothesis, we should find little residual predictability.

Note that (17) can be used [47] to identify those feature combinations that should be considered together, and this information used to generate a generalized Bayes approximation [47], where the factorization of the likelihoods is not maximal.

In applying the above formalism, we define first a statistical ensemble of elements—genomes/chromosomes, texts, two-dimensional spatial grid cells, three-dimensional spatial cubes, etc.—and the notion of a co-occurrence of objects within these elements. In genetics, the co-occurrence may be two genes in the same chromosome, the chromosome being an element in the ensemble. In text mining, the co-occurrence is, for example, two words within a certain distance of each other in the same document, where each document is an element in the ensemble. For molecules, a co-occurrence could be finding the atoms that potentially constitute the molecule in the same three-dimensional spatial cell and at the same time, each cell being an ensemble element. In ecology, a co-occurrence is two collection points within the same two-dimensional grid cell with, again, a spatial cell being an ensemble element.

Thus, in any of these examples, we calculate \( P(C|X_i) \) from \( P(C|X_i) = N(CX_i)/N(X_i) \), where \( N(CX_i) \) is the number of co-occurrences of \( C \) and \( X_i \) in the ensemble and \( N(X_i) \) is the number of occurrences of \( X_i \) in the ensemble. As emphasized, calculating \( P(C|X) = N(CX)/N(X) \) directly in the case where \( X \) is of high dimension is not feasible as, typically, there will be only one or zero co-occurrences of the variables \( C, X_1, X_2, \ldots, X_N \) and \( X_1, X_2, \ldots, X_N \) in the ensemble. It is for this reason that approximation procedures, such as maximum entropy or naive Bayes, must be used.
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