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Abstract: The proper definition of thermodynamics and the thermodynamic entropy is discussed in the light of recent developments. The postulates for thermodynamics are examined critically, and some modifications are suggested to allow for the inclusion of long-range forces (within a system), inhomogeneous systems with non-extensive entropy, and systems that can have negative temperatures. Only the thermodynamics of finite systems are considered, with the condition that the system is large enough for the fluctuations to be smaller than the experimental resolution. The statistical basis for thermodynamics is discussed, along with four different forms of the (classical and quantum) entropy. The strengths and weaknesses of each are evaluated in relation to the requirements of thermodynamics. Effects of order $1/N$, where $N$ is the number of particles, are included in the discussion because they have played a significant role in the literature, even if they are too small to have a measurable effect in an experiment. The discussion includes the role of discreteness, the non-zero width of the energy and particle number distributions, the extensivity of models with non-interacting particles, and the concavity of the entropy with respect to energy. The results demonstrate the validity of negative temperatures.
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1. Introduction

Recently, the question of the proper definition of the thermodynamic entropy in statistical mechanics has been the subject of renewed interest. A controversy has arisen, which has revealed new insights into old issues, as well as unexpected disagreements in the basic assumptions of thermodynamics and statistical mechanics [1–27]. A significant point of contention is the validity of negative temperatures [28,29]. Although the controversy has been described by some as a choice between two microcanonical definitions of entropy, I believe that the important issues are much more fundamental, and that the microcanonical ensemble is at the root of much of the conflict.

A key area of disagreement is the structure of thermodynamics itself. The opposing groups have radically different views of thermodynamics, which must be reconciled before there is any hope of coming to an agreement on how the entropy should be defined within thermodynamics. If we can reach an agreement on thermodynamics and the criteria that the entropy should satisfy, we should be able to achieve a consensus on the proper definition of entropy.

The purpose of this paper is to present one view of those basic assumptions, while avoiding direct criticism of alternatives that have been suggested. However, because small effects of the order of $1/N$, where $N$ is the number of particles, have played a significant role in References [1–11], my discussion will also take small effects seriously.

I present the structure of thermodynamics in Section 2 as a development of the views of Tisza [30] and Callen [31,32], as codified in Callen’s well-known postulates of thermodynamics. I will argue that some of those postulates are unnecessarily restrictive, and I will abandon or modify them accordingly. Justifications for the remaining postulates will be presented, along with their consequences. Criteria that the thermodynamic entropy must satisfy arise directly from these postulates. It will
become clear that a definition of the entropy satisfying a minimal set of these criteria for the most general form of thermodynamics is not unique. However, additional criteria do make the entropy unique.

There is no need to limit thermodynamics to homogeneous systems or short-ranged interactions (within a system). On the other hand, it should be recognized that when thermodynamics is applied to the calculation of materials properties, it can be useful to assume homogeneity. Statistical definitions that give extensive entropy for homogeneous systems are then preferred, because the Euler equation is valid for such systems.

Thermodynamics is commonly taught by starting with the four Laws of Thermodynamics. In Section 3, I derive these laws from the postulates, to demonstrate the close connection between the laws and the postulates. The advantage of the postulates is that they make some necessary aspects of the structure of thermodynamics explicit.

For classical statistical mechanics, I start in Section 4 from the assumption that a physical system is in some definite microscopic state, but that we have only limited knowledge of what that state is. We can describe our knowledge of the microscopic state by a probability distribution, with the assumption that all states that are consistent with experimental measurements are equally likely. From this assumption, we can, in principle, calculate all thermodynamic properties without needing thermodynamics. A thermodynamic description of these properties must be consistent with calculations in statistical mechanics.

An advantage of defining the entropy in terms of probability, instead of either surfaces or volumes in phase space, is that Liouville’s theorem does not prevent the entropy of an isolated system from increasing [33], and the limit of an infinite system is not necessary [34].

A striking difference between these two methods of calculating the properties of physical systems is that while statistical mechanics only predicts probability distributions, thermodynamics is deterministic. For this reason, I take the domain of thermodynamics to be limited to large, but finite systems. If a system has $N$ particles, measurements of physical properties typically have relative uncertainties due to fluctuations of the order of $1/\sqrt{N}$. If we assume that the resolution of experimental measurements is not capable of measuring these fluctuations, then statistical mechanics provides a deterministic prediction. Since typical values of $N$ are in the range of $10^{12}$–$10^{24}$, this criterion is sufficiently general to justify the wide application of thermodynamics to physical experiments. However, I will not take the (“thermodynamic”) limit $N \to \infty$ (see Section 10).

Some workers in the field believe that thermodynamics should also apply to small systems—even a system consisting of a single particle [9,11]. Demanding that thermodynamics be valid for small systems would put an additional constraint on the structure of the theory, since thermodynamics must still be valid for large systems. Although thermodynamic ideas can be of value in understanding the properties of small systems, I believe that the full application of thermodynamics to small systems must be treated with care as a separate topic.

To find the proper definition of the entropy, it is natural to compare how thermodynamics and statistical mechanics make the same predictions of the results of macroscopic experiments. This consideration gives a candidate for the definition of entropy that satisfies the most basic criteria for consistent thermodynamics, the Boltzmann entropy [35–39]. It correctly predicts the mode of the probability distribution for equilibrium values of macroscopic experiments. Since the width of the distribution is $1/\sqrt{N}$ for most quantities, it is well within experimental resolution.

However, there are other criteria that the entropy might satisfy. These include exact adiabatic invariance and the prediction of the mean of an experimental observable rather than the mode, even though the difference is usually of order $1/N$. Indeed, some theorists have insisted that these criteria must be satisfied for thermodynamic consistency [3,4]. Although I do not think that they are necessary for consistency, I will include these additional criteria in the discussion to give a complete picture.

I will discuss four candidates for the entropy of classical systems in Sections 5–8.
For quantum systems, the discreteness of the spectrum of energy eigenvalues presents a special situation, which will be discussed in Section 9. A probability distribution over many states of the system, including linear combinations of eigenstates, is generated if the system of interest has ever been in thermal contact with another macroscopic system. The quantum microcanonical ensemble, which is only defined for the energy eigenvalues, is overly restrictive in that it omits all states that are formed as linear combinations of eigenstates. It has been shown that the properties of macroscopic quantum systems are continuous functions of the average energy, rather than being defined only at the energy eigenvalues [22].

The question of the form of the thermodynamic entropy in the description of a first-order phase transition is discussed in Section 10. An exact inequality requires that a plot of entropy vs. energy must be concave. However, opposition to concavity comes from the clear signature of a first-order transition found in the convexity of the Boltzmann entropy near a first-order transition [2,40–42]. This signature of a first-order transition is indeed very useful, but it is not present in the thermodynamic entropy.

Section 11 illustrates the differences between the various suggested forms for the entropy with systems that consist of non-interacting objects. In the limit that the components of a thermodynamic system are independent of each other, they should contribute independently to any extensive property. If all objects have the same properties, the entropy should be exactly proportional to their number. Almost all suggested forms for the entropy satisfy this criterion, but not for finite systems.

Negative temperatures are discussed in Section 12. They are found to be consistent with all thermodynamic requirements.

2. Thermodynamic Postulates

In this section, I deal with Callen’s postulates for thermodynamics [31,32]. I first preview some conditions that Callen set forth for the postulates, then present the original set that he proposed. The postulates are then re-examined, first as reformulated in my textbook [43]. Finally, a minimal set of four essential postulates is proposed, along with three optional postulates, which are useful in certain situations.

2.1. Callen’s Conditions

Early in his book [31,32], before presenting his postulates, Callen restricts attention to “simple systems,” defined as

- systems that are macroscopically homogeneous, isotropic, uncharged, and chemically inert,
- that are sufficiently large that surface effects can be neglected, and that are not acted on by electric, magnetic, or gravitational fields [31,32].

There are quite a few conditions in this sentence, not all of them necessary.

The condition that the systems “are sufficiently large that surface effects can be neglected,” is both ambiguous and unnecessary. A gas in a container with adsorbing walls is subject to thermodynamic laws, but even a very large system would not be sufficient to neglect the walls, since there is always a condensation onto the walls at low temperatures. The systems can also be inhomogeneous and anisotropic, although care must be taken to generalize the concept of pressure.

If the system has a net charge, it will interact with other systems through the long-ranged electrical force, which should be excluded.

The condition that the systems be “chemically inert” is not necessary. Although I will present the thermodynamic equations for systems with just one chemical component, this is easily generalized. Chemical changes are described thermodynamically by the chemical potentials of the various components.

The condition that the systems “are not acted on by electric, magnetic, or gravitational fields,” should not exclude static fields.
2.2. Callen’s Postulates

I will give Callen’s postulates along with some comments on their range of validity.

Callen’s Postulate 1:
There exist particular states (called equilibrium states) of simple systems that, macroscopically, are characterized completely by the internal energy $U$, the volume $V$, and the mole numbers $N_1, N_2 \ldots N_r$ of the chemical components [31,32].

For simplicity, I will only consider one type of particle. The generalization to $r$ different types is straightforward, as is the generalization to include the magnetization, polarization, etc. I also use $N$ to denote the number of particles, instead of the number of moles.

Callen’s Postulate 2:
There exists a function (called the entropy $S$) of the extensive variables of any composite system, defined for all equilibrium states and having the following property: The values assumed by the extensive parameters in the absence of an internal constraint are those which maximize the entropy over the manifold of constrained equilibrium states [31,32].

This postulate is equivalent to the second law of thermodynamics in a very useful form. Since the entropy is maximized when a constraint is released, the total entropy cannot decrease, $\Delta S \geq 0$. The values of the released variables (energy, volume, or particle number) at the maximized entropy predict the equilibrium values.

This postulate also introduces the concept of a state function, which plays a significant role in the theory. In my reformulation, I have made the existence of state functions a separate postulate (see Sections 2.3 and 2.4).

Callen’s Postulate 3:
The entropy of a composite system is additive over the constituent subsystems. The entropy is continuous and differentiable and is a monotonically increasing function of the energy [31,32].

The first sentence of this postulate, “The entropy of a composite system is additive over the constituent subsystems,” is quite important. Together with Callen’s Postulate 2, it requires two systems, $j$ and $k$, in thermal equilibrium to satisfy the equation:

$$\left( \frac{\partial S_j}{\partial U_j} \right)_{V_j,N_j} = \left( \frac{\partial S_k}{\partial U_k} \right)_{V_k,N_k}. \tag{1}$$

The left side of Equation (1) depends only on the properties of system $j$, while the right side depends only on the properties of system $k$. The derivative $\partial S/\partial U$ clearly is a function of the temperature, and comparison with the classical ideal gas shows that function to be $\partial S/\partial U = 1/T$ [31,32,43].

The limitation to entropy functions that are “continuous and differentiable” is necessary for the use of calculus and justifiable, even for quantum systems with discrete spectra [22].

The limitation that the entropy is a “monotonically increasing function of the energy” is unnecessary. It is equivalent to the assumption of positive temperatures. It has the advantage of allowing the inversion of $S = S(U, V, N)$ to obtain $U = U(S, V, N)$. Callen uses Legendre transforms of $U = U(S, V, N)$ to express many of his results. However, the same thermodynamics can be expressed in terms of Legendre transforms of $S = S(U, V, N)$, without the limitation to positive temperatures.

Callen’s Postulate 4:
The entropy of any system vanishes in the state for which $(\partial U/\partial S)_{V,N} = 0$ (that is, at the zero of temperature) [31,32].
This expression of the Third Law of Thermodynamics requires the entropy as a function of energy to be invertible, which was assumed in Callen’s Postulate 3.

2.3. My Modifications of Callen’s Postulates

In my 2012 textbook on statistical mechanics and thermodynamics, I reformulated Callen’s postulates for mostly pedagogic reasons. They are given here for comparison, but I now think that they are somewhat too restrictive.

Modified Postulate 1: There exist equilibrium states of a macroscopic system that are characterized uniquely by a small number of extensive variables.

Modified Postulate 2: The values assumed by the extensive parameters of an isolated composite system in the absence of an internal constraint are those that maximize the entropy over the set of all constrained macroscopic states.

Modified Postulate 3: The entropy of a composite system is additive over the constituent subsystems.

Modified Postulate 4: The entropy is a monotonically increasing function of the energy for equilibrium values of the energy.

Modified Postulate 5: The entropy is a continuous and differentiable function of the extensive parameters.

Modified Postulate 6: The entropy is an extensive function of the extensive variables.

The Nernst Postulate was left out because it is not necessary for thermodynamics. It is only true for quantum systems, and is represented by the properties of quantum systems without including it as a postulate. Whether it is listed as a postulate is mainly a matter of taste.

2.4. The Essential Thermodynamic Postulates

As a result of recent developments, I have come to the conclusion that fewer postulates are required. The following are a list of the essential postulates that must be satisfied for consistent thermodynamics. I have included comments that explain why each is necessary.

Postulate 1: Equilibrium States
There exist equilibrium states of a macroscopic system that are characterized uniquely by a small number of extensive variables.

The term “state function” is used to denote any quantity that is a function of the small number of variables needed to specify an equilibrium state. The primary variables are the extensive ones, which specify quantities. Intensive variables, such as temperature, pressure, chemical potential, magnetic field, and electric field, are derived quantities as far as the postulates are concerned. Of course, after they are introduced into the thermodynamic formalism, they can also be used to characterize a thermodynamic equilibrium state through Legendre transforms.

Postulate 2: Entropy Maximization
The values assumed by the extensive parameters of an isolated composite system in the absence of an internal constraint are those that maximize the entropy over the set of all constrained macroscopic states.

This postulate is an explicit form of the second law of thermodynamics. It automatically specifies that the total entropy will not decrease if a constraint is released, and provides a way of calculating the equilibrium values of the new equilibrium state. In the second postulate, the importance of defining the entropy through the extensive variables becomes apparent.
Postulate 3: Additivity
The entropy of a composite system is additive over the constituent subsystems.

Additivity means that

\[ S_{jk}(E_j, V_j, N_j; E_k, V_k, N_k) = S_j(E_j, V_j, N_j) + S_k(E_k, V_k, N_k), \]  

where \( S_j \) and \( S_k \) are the entropies of systems \( j \) and \( k \). It should be noted that there is no extra condition that the joint entropy of two systems must satisfy. It also means that Equation (1) is generally valid, which implies the zeroth law of thermodynamics (see Section 3). Furthermore, it allows the identification of the inverse temperature as \( \frac{\partial S}{\partial E} \), and allows the construction of a thermometer.

Postulate 3 means that the entropies of the individual systems, as functions of the extensive variables, are sufficient to perform any thermodynamic calculation.

Postulate 4, as given in my book [43] and above in the list of modified postulates (Section 2.3), is monotonicity. It has been demoted. Its purpose was to allow the inversion of the entropy as a function of energy to obtain energy as a function of entropy. Since this is not necessary, it will only be given below as a special case.

Postulate 4: Continuity and differentiability
The entropy is a continuous and differentiable function of the extensive parameters.

Some of the proposed forms of entropy do not satisfy this postulate, which has led to many workers to rely on the “thermodynamic limit,” in which the entropy per particle, \( S/N \) is computed as a function of \( U/N \) in the limit \( N \to \infty \). I do not regard this limit as important, because the entropy, \( S \), can be shown to be a continuous function of the energy, \( U \), for finite systems[22]. The entropy of arbitrarily large finite systems can also differ qualitatively from the “thermodynamic limit” for first-order phase transitions [23,44].

This completes the minimal set of postulates that are necessary for consistent thermodynamics.

2.5. Optional Postulates
The remaining postulates are of interest for more restricted, but still important cases.

Postulate 5: Extensivity
The entropy is an extensive function of the extensive variables.

Extensivity means that

\[ S(\lambda U, \lambda V, \lambda N) = \lambda S(U, V, N) \]  

This postulate is not generally true, but it is useful for studying bulk material properties. If we are not interested in the effects of the boundaries, we can impose conditions that suppress them. For example, periodic boundary conditions will eliminate the surface effects entirely. There will still be finite-size effects, but they will usually be negligible away from a phase transition.

If the system is composed of \( N \) independent objects, the entropy is expected to be exactly extensive. This would be true of independent oscillators, \( N \) two-level objects, or a classical ideal gas of \( N \) particles. Unfortunately, most suggested expressions for the entropy in statistical mechanics do not give exactly extensive entropies for these systems, although the deviations from extensivity are small.

Extensivity implies that the Euler equation is valid.

\[ U = TS - PV + \mu N \]  

The Euler equation leads to the Gibbs–Duhem relation,

\[ 0 = S dT - V dP + N d\mu, \]
which shows that $T$, $P$, and $\mu$ are not independent for extensive systems.

Postulate 6: Monotonicity
The entropy is a monotonically increasing function of the energy for equilibrium values of the energy.

This postulate allows the inversion of $S = S(E, V, N)$ to obtain $U = U(S, V, N)$, and derive several thermodynamic potentials in a familiar form. The postulate is unnecessary, and Massieu functions can be used for a general treatment [22,23,44].

Postulate 7: Nernst Postulate
The entropy of any system is non-negative.

The Nernst postulate has not been phrased in terms of the limit $(\partial S/\partial U)_{V,N} \to \infty$, as is usual, since several theoretical models include spin glasses, which have non-zero (positive) entropy at zero temperature. This phrasing still implies that heat capacities and compressibilities vanish as $T \to 0$ (or, equivalently, as $\beta = 1/k_{B}T \to \infty$).

The Nernst Postulate is also known as the Third Law of Thermodynamics. It only applies to quantum systems, but, since all real systems are quantum mechanical, it ultimately applies to everything. It is listed as optional because classical systems are interesting in themselves and useful in understanding the special properties of quantum systems.

The Nernst postulate is often said to be equivalent to the statement that it is impossible to achieve absolute zero temperature. This is not correct, because reaching absolute zero is even more strongly prohibited by classical physics. An infinite amount of energy in addition to an infinite number of steps would be required to reach absolute zero if a system really obeyed classical mechanics [45]. The Nernst postulate only requires a finite amount of energy, but an infinite number of steps.

That completes the set of thermodynamic postulates, essential and otherwise. Before going on to discuss the explicit form of the entropy, I will discuss the derivation of the laws of the thermodynamics.

3. The Laws of Thermodynamics

The establishment of the laws of thermodynamics was extremely important to the development of the subject. However, they do not provide a complete basis for practical thermodynamics, which I believe the postulates do. Consequently, I prefer the postulates as providing an unambiguous prescription for the mathematical structure of thermodynamics and the required properties of the entropy.

The first law of thermodynamics is, of course, conservation of energy. It has been regarded as an inevitable assumption in virtually every field of physics, and, as a result, I have not stressed it, regarding it as obvious. It must be remembered that the identification of the phenomenon of heat as a manifestation of a form of energy was one of the great achievements of the nineteenth century. It is used throughout the thermodynamic formalism, most explicitly in the form,

$$dU = \delta Q + \delta W,$$

where $dU$ is the differential change in the internal energy of a system, $\delta Q$ is the heat added to the system, and $\delta W$ is the work done on the system (the use of the symbol $\delta$ indicates an inexact differential).

The second law of thermodynamics follows directly from the second essential postulate. It is most concisely written as

$$\Delta S \geq 0,$$

where $\Delta S$ indicates a change of the total entropy upon release of any constraint.

The third law of thermodynamics is also known as the Nernst postulate. It has been discussed in Section 2.
The zeroth law of thermodynamics was the last to be named. It is found in a book by Fowler and Guggenheim [46] in the form:

If two assemblies are each in thermal equilibrium with a third assembly, they are in thermal equilibrium with each other.

It was deemed to be of such importance that it was not appropriate to give it a larger number than the other laws, so it became the zeroth. It is a direct consequence of Equation (1), which is follows from Postulates 2 and 3.

In Section 4, I begin the discussion of the relevant statistical mechanics with the calculation of the probability distribution as a function of the energies, volumes, and number of particles for a large number of systems that might, or might not, interact. I then discuss the Boltzmann and Gibbs entropies. Taking into account the width of the probability distribution of the energy and number of particles leads to the canonical entropy and the grand canonical entropy.

4. Macroscopic Probabilities for Classical Systems

The basic problem of thermodynamics is to predict the equilibrium values of the extensive variables after the release of a constraint between systems [31,43]. The solution to this problem in statistical mechanics does not require any assumptions about the proper definition of entropy.

Consider a collection of \( M \geq 2 \) macroscopic systems, which include all systems that might, or might not, exchange energy, volume, or particles. Denote the phase space for the \( j \)-th system by \( \{p_j, q_j\} \), where (in three dimensions) \( p_j \) represents \( 3N_j \) momentum variables, and \( q_j \) represents \( 3N_j \) configuration variables. Making the usual assumption that interactions between systems are sufficiently short-ranged and may be neglected [22], the total Hamiltonian of the collection of systems can be written as a sum of contributions from each system.

\[
H_T = \sum_{j=1}^{M} H_j(p_j, q_j)
\]

(8)

The energy, volume, and particle number of system \( j \) are denoted as \( E_j, V_j, \) and \( N_j \), and are subject to the conditions on the sums,

\[
\sum_{j=1}^{M} E_j = E_T, \sum_{j=1}^{M} V_j = V_T, \sum_{j=1}^{M} N_j = N_T,
\]

(9)

where \( E_T, V_T, \) and \( N_T \) are constants. I will only write the equations for a single type of particle. The generalization to a variety of particles is trivial, but requires indices that might obscure the essential argument. The systems do not overlap each other. Naturally, only \( 3(M-1) \) of the variables are independent.

I am not restricting the range of the interactions within any of the \( M \) systems. I am also not assuming homogeneity, so I do not, in general, expect extensivity [47]. For example, the systems might be enclosed by adsorbing walls.

Since I am concerned with macroscopic experiments, I assume that no measurements are made that might identify individual particles, whether or not they are formally indistinguishable [48]. Therefore, there are \( N_T! / \left( \prod_{j=1}^{M} N_j! \right) \) different permutations for assigning particles to systems, and all permutations are taken to be equally probable.

The probability distribution for the macroscopic observables in equilibrium can then be written as

\[
W \left( \{E_j, V_j, N_j\} \right) = \frac{1}{\Omega_T} \left( \frac{N_T!}{\prod_{j=1}^{M} N_j!} \right) \int dp \int dq \prod_{j=1}^{M} \delta(E_j - H_j).
\]

(10)
The constraint that the $N_j$ particles in system $j$ are restricted to a volume $V_j$ is implicit in Equation (10), and the walls containing the system may have any desired properties. $\Omega_T$ is a constant, which is determined by summing or integrating over all values of energy, volume, and particle number that are consistent with the values of $E_T$, $V_T$, and $N_T$ in Equation (9). The value of the constant $\Omega_T$ does not affect the rest of the argument.

Equation (10) can also be written as

$$W(\{E_j, V_j, N_j\}) = \frac{1}{\Omega_T} \prod_{j=1}^{M} \Omega_j(E_j, V_j, N_j), \quad (11)$$

where

$$\Omega_j = \frac{1}{h^{3N_j} N_j!} \int_{-\infty}^{\infty} d^{3N_j} p_j \int d^{3N_j} q_j \delta(E_j - H_j), \quad (12)$$

and $\Omega_T$ is a normalization constant. The factor of $1/h^{3N}$, where $h$ is Planck’s constant, is included for agreement with the classical limit of quantum statistical mechanics [43].

5. The Boltzmann Entropy, $S_B$, for Classical Systems

Consider $M \geq 2$ systems with Hamiltonians $H_j(p_j, q_j)$. The systems are originally isolated, but individual constraints may be removed or imposed, allowing the possibility of exchanging energy, particles, or volume. The number $M$ is intended to be quite large, since all systems that might interact are included. The magnitude of the energy involved in potential interactions between systems is regarded as negligible. The probability distribution for the extensive thermodynamic variables, energy ($E_j$), volume ($V_j$), and number of particles ($N_j$), is given by the expression in Equations (11) and (12) [49]. The logarithm of Equation (11) (plus an arbitrary constant, $C$) gives the Boltzmann entropy of the $M$ systems.

$$S_T(\{E_j, V_j, N_j\}) = \sum_{j=1}^{M} S_{B,j}(E_j, V_j, N_j) - k_B \ln \Omega_T + C, \quad (13)$$

where the Boltzmann entropy for the $j$-th system is

$$S_{B,j}(E_j, V_j, N_j) = k_B \ln \Omega_j(E_j, V_j, N_j). \quad (14)$$

Using Equation (12),

$$S_{B,j} = k_B \ln \left( \frac{1}{h^{3N_j} N_j!} \int d^{3N_j} p \int d^{3N_j} q \delta(E_j - H_j(p_j, q_j)) \right). \quad (15)$$

Since the total Boltzmann entropy is the logarithm of the probability $W(\{E_j, V_j, N_j\})$, maximizing the Boltzmann entropy is equivalent to finding the mode of the probability distribution. This is not the same as finding the mean of the probability distribution, but the difference between the mean and the mode is usually of order $1/N$. As mentioned in the Introduction, I will take even such small differences seriously.

5.1. Strengths of the Boltzmann Entropy

If any constraint(s) between any two systems is released, the probability distribution of the corresponding variable(s) is given by $W$ in Equation (11). Since the Boltzmann entropy is proportional to the logarithm of $W$, it correctly predicts the mode of the probability distribution. Whenever the peak is narrow, the mode is a very good estimate for the mean since the relative difference is of the order
The mode is really used to estimate the measured value of some observable, which is within fluctuations of order \(1/\sqrt{N}\).

### 5.2. Weaknesses of the Boltzmann Entropy

- \(\Omega(E, V, N)\) has units of inverse energy, so that it is not proper to take its logarithm. This issue can easily be resolved by multiplying \(\Omega\) by a constant with units of energy before taking the logarithm in Equation (15). Such a multiplicative factor adds an arbitrary constant to the individual entropies, but since it does not affect any thermodynamic prediction, it is not a serious problem.

- The Boltzmann entropy can be shown not to be adiabatically invariant [3,5,10]. Campisi provides the following definition: “A function \(I(E, V)\) is named an adiabatic invariant if, in the limit of very slow variation of \(V(t)\) namely as \(t \to \infty\), \(I(E(t), V(t)) \to \text{const.}\)” The violation of adiabatic invariance for the Boltzmann entropy results in a relative error of the order of \(1/N\). The error is very small, but it is a weakness in the theory. It is a consequence of the Boltzmann entropy predicting the mode instead of the average.

- The assumption of a microcanonical ensemble (that the probability distribution of the energy is a delta function) is, strictly speaking, incorrect. Any thermal contact with another system will leave the system of interest with an uncertainty in its energy. Since the width of the energy distribution is typically narrow, of order \(1/\sqrt{N}\), where \(N\) is the number of particles, the approximation is usually regarded as reasonable. It will turn out that this approximation is responsible for some of the weaknesses in the theory and most of the disagreements in the literature.

- The number of particles \(N\) is discrete. The relative distance between individual points is very small, but nevertheless, the entropy is not a continuous, differentiable function of \(N\), as assumed in thermodynamics. This discreteness is usually ignored.

- The assumption that the number of particles in our system is known exactly is never true for a macroscopic system. The width of the distribution of values of \(N\) is much larger than the separation of points, and the average value \(\langle N \rangle\) would be better to use than \(N\).

- The maximum of the Boltzmann entropy corresponds to the mode of the probability distribution—not the mean. This leads to small differences of order \(1/N\). For example, a partial derivative of the Boltzmann entropy with respect to energy gives

\[
U = (3N/2 - 1)k_B T, \tag{16}
\]

instead of

\[
U = (3N/2)k_B T \tag{17}
\]

This error is unmeasurable for macroscopic systems [21,50], but it is a weakness of the theory. It is the basis of the argument against the validity of the Boltzmann entropy [3,4].

- Although the classical ideal gas is composed of \(N\) particles that do not interact with each other, the Boltzmann entropy is not exactly extensive (see Equation (47)). We are used to this lack of extensivity for finite \(N\), but it is not quite correct.

- In the case of a first-order phase transition, the energy distribution is not narrow, and the microcanonical ensemble is not justified. At a first-order transition, a plot of the Boltzmann entropy against energy typically has a region of positive curvature, although a well-known thermodynamic requirement for stability states that the curvature must be negative [31,32,43].

\[
\left( \frac{\partial^2 S}{\partial E^2} \right)_{V,N} < 0 \tag{18}
\]
This is actually an advantage as a clear signal of a first-order transition \cite{2,40–42}. It is, however, a serious flaw if the Boltzmann entropy is regarded as a candidate for the thermodynamic entropy. See Section 10.

6. The Gibbs Entropy, $S_G$, for Classical Systems

The Gibbs (or volume) entropy is defined by an integral over all energies less than the energy of the system \cite{51–53}. It has the form

$$S_G = k_B \ln \left[ \int_0^E \Omega(E', V, N)dE' \right]$$  \hspace{1cm} (19)

6.1. Strengths of the Gibbs Entropy

- The integral in the definition of the Gibbs entropy in Equation (19) is dimensionless, so there is no problem in taking its logarithm.
- The Gibbs entropy can be shown to be adiabatically invariant \cite{3,5,10}.
- For the Gibbs entropy of classical systems with a monotonically increasing density of states, the predicted energy is exactly correct \cite{4,5,7–11}, although this is not true of quantum systems \cite{22,23}.

6.2. Weaknesses of the Gibbs Entropy

- The assumption of a microcanonical ensemble (that the probability distribution of the energy is a delta function) is incorrect.
- The assumption that the number of particles in a system is known exactly is incorrect.
- The number of particles $N$ is discrete, and should be replaced by the continuous variable $\langle N \rangle$.
- Although the classical ideal gas is composed of $N$ particles that do not interact with each other, the Gibbs entropy is not exactly proportional to $N$. This lack of extensivity of the Gibbs entropy is essentially the same as for the Boltzmann entropy.
- The Gibbs entropy also violates the thermodynamic inequality,

$$\left( \frac{\partial^2 S}{\partial E^2} \right)_{V,N} < 0,$$  \hspace{1cm} (20)

at a first-order transition (see Section 10).
- For a non-monotonic density of states, the Gibbs entropy gives counter-intuitive results. Consider two homogeneous systems with the same composition and a decreasing density of states for the energies of interest (for example, independent spins in a field, neglecting the kinetic energy). Let them have the same energy per particle, but let one be twice as large as the other. There will be no net transfer of energy if the two systems are put in thermal contact. The Boltzmann temperature will be the same for both systems, as expected. However, the Gibbs temperature of the larger system will be higher.
- For $\partial^2 \Omega/\partial E < 0$, equal Gibbs temperatures do not predict that there will be no net energy flow if the two systems are brought into thermal contact.
- Because larger systems have higher Gibbs temperature, it is impossible to construct a thermometer that measures the Gibbs temperature in an energy range with a decreasing density of states.

7. The Canonical Entropy, $S_C$, for Classical Systems

This section presents a definition of entropy that makes essential use of the canonical ensemble. It will first be presented in Section 7.1 under the usual assumption that the system of interest is in thermal equilibrium, or has been in thermal equilibrium, with a much larger system. The justification
for applying the same equation for the entropy of a system that has been in thermal contact with a smaller system is given in Section 7.2.

7.1. The General Derivation of the Canonical Entropy

I have chosen to express the thermodynamic results in terms of Massieu functions [31], because they do not require the inversion of the fundamental relation $S = S(U, V, N)$ to find $U = U(S, V, N)$. Such an inversion is unnecessary and is not valid for systems with a non-monotonic density of states. The following uses the same notation as Callen for the Legendre transforms. The more familiar transform of $U = U(S, V, N)$ with respect to temperature is denoted by $U[T] = U - TS = F$, which is a function of $T, V,$ and $N$.

Define a dimensionless entropy as

\[ \tilde{S} = \frac{S}{k_B} \]  

Since

\[ dU = TdS - PdV + \mu dN \]  

and the inverse temperature is $\beta = 1/k_BT$, we also have

\[ d\tilde{S} = \beta dU + (\beta P)dV - (\beta \mu)dN, \]  

where $P$ is the pressure, $V$ is the volume, $\mu$ is the chemical potential, and $N$ is the number of particles. From Equation (23),

\[ \beta = \left( \frac{\partial \tilde{S}}{\partial U} \right)_{V,N}. \]  

The Legendre transform (Massieu function) of $\tilde{S}$ with respect to $\beta$ is given by

\[ \tilde{S}[\beta] = \tilde{S} - \beta U = -\beta (U - TS) = -\beta F, \]  

so that

\[ S[\beta] = \ln Z(\beta, V, N). \]  

The differential of the Massieu function $\tilde{S}[\beta]$ is

\[ d\tilde{S}[\beta] = -Ud\beta + (\beta P)dV - (\beta \mu)dN. \]  

This immediately gives

\[ \left( \frac{\partial \tilde{S}[\beta]}{\partial \beta} \right)_{V,N} = -U. \]  

To obtain $\tilde{S}$ from $S[\beta]$, use

\[ \tilde{S} = S[\beta] + \beta U, \]  

and substitute $\beta = \beta(U)$.

7.2. The Justification of the Canonical Entropy

The use of the canonical ensemble to calculate the entropy of a general system requires some discussion. That the probability distribution of the energy is not a delta function has been proven [22]. If the system of interest has been in thermal contact with a much larger system, it is clear that the canonical ensemble is appropriate. However, if the system has instead been in thermal contact with a system that is the same size or even smaller, it is known that the distribution is narrower than the canonical distribution [54]. Nevertheless, the canonical entropy is appropriate for calculating the thermodynamic entropy.
Consider three macroscopic systems labeled \( A, B, \) and \( C \). Let systems \( A \) and \( B \) be constructed to be the same, and in particular to be equal in size. Let system \( C \) be much larger than \( A \) and \( B \).

Suppose all three systems are in thermal contact and have come to equilibrium. The entropies of systems \( A \) and \( B \) are then equal, and given by the canonical form discussed in the previous subsection.

Now remove system \( C \) from thermal contact with the other two systems, which is obviously a reversible process. \( A \) or \( B \) are still in equilibrium with each other at the same temperature as before \( C \) was removed. For consistency, the entropies must be unchanged. If the entropy were to decrease, it would be a violation of the second law of thermodynamics (and the second essential postulate). If the entropy were to increase upon separation, putting system \( C \) back into thermal contact with systems \( A \) and \( B \) would decrease the entropy, which would also violate the second law. The only possibility consistent with the second law is that the entropy is unchanged. Therefore, the canonical entropy is properly defined for all systems and sizes, regardless of their history.

### 7.3. Strengths of the Canonical Entropy

The canonical entropy for the thermodynamic entropy is superior to either the Boltzmann or the Gibbs entropies.

- The canonical entropy is adiabatically invariant.
- The canonical entropy gives a thermodynamically correct description of first-order transitions (see Section 10).
- The canonical entropy has an energy term of \( (3/2)k_B N \ln (U/N) \) for the ideal gas, which is correct. As a consequence, the canonical entropy also gives the exact energy for the classical ideal gas:

\[
U = \frac{3N}{2}k_B T \tag{30}
\]

### 7.4. Weaknesses of the Canonical Entropy

- The number of particles \( N \) is discrete.
- The canonical entropy assumes that the value of \( N \) is known exactly, instead of using a distribution of possible values of \( N \).
- The deviation from exact extensivity (in the factor \( 1/N! \)) is a weakness. This lack of extensivity of the canonical entropy differs from that of the Boltzmann entropy, in that it does not affect the energy-dependent term.

### 8. The Grand Canonical Entropy, \( S_{GC} \), for Classical Systems

The grand canonical entropy satisfies all criteria required by thermodynamics. It is calculated in much the same way as the canonical entropy.

#### 8.1. The Definition of the Grand Canonical Legendre Transform

For the grand canonical ensemble, \( S[\beta, (\beta \mu)] \) will be used. I have put parentheses around the second variable to emphasize that the product of \( \beta \) and \( \mu \) is to be treated as a single variable. To find the Legendre transform with respect to both \( \beta \) and \( (\beta \mu) \) use the equation

\[
- (\beta \mu) = \left( \frac{\partial S}{\partial N} \right)_{U,N}. \tag{31}
\]

in addition to Equation (24).

The Legendre transform (Massieu function) of \( \tilde{S} \) with respect to both \( \beta \) and \( (\beta \mu) \) is given by

\[
\tilde{S}[\beta, (\beta \mu)] = \tilde{S} - \beta U + (\beta \mu) N, \tag{32}
\]
so that
\[ \tilde{S}[\beta, (\beta \mu)] = \ln Z(\beta, V, (\beta \mu)), \] (33)
where \( Z \) is the grand canonical partition function.

The differential of the Massieu function \( \tilde{S}[\beta, (\beta \mu)] \) is
\[ d\tilde{S}[\beta, (\beta \mu)] = -U d\beta + (\beta P) dV + N d(\beta \mu). \] (34)

This immediately gives
\[ \left( \frac{\partial \tilde{S}[\beta, (\beta \mu)]}{\partial \beta} \right)_{V, (\beta \mu)} = -U, \] (35)
and
\[ \left( \frac{\tilde{S}[\beta, (\beta \mu)]}{\partial (\beta \mu)} \right)_{\beta, V} = N. \] (36)

To obtain \( \tilde{S} \) from \( \tilde{S}[\beta, (\beta \mu)] \), use
\[ \tilde{S} = \tilde{S}[\beta, (\beta \mu)] + \beta U - (\beta \mu) N, \] (37)
and replace the \( \beta \) and \((\beta \mu)\) dependence by \( U \) and \( \langle N \rangle \).

8.2. Strengths of the Grand Canonical Entropy

The grand canonical entropy retains the advantages of the canonical entropy, but also has a correct description of the distribution of particles. It provides a completely consistent description of the properties of a thermodynamic system.

The grand canonical entropy for the classical ideal gas is exactly extensive, which is expected of a model in which there are no explicit interactions between particles.

8.3. Weaknesses of the Grand Canonical Entropy

None.

9. Quantum Statistical Mechanics

Most of the considerations discussed above in the previous five sections on the entropy of classical systems are still applicable for the entropy of quantum systems. However, some features are new.

The Nernst postulate (optional postulate 7, see Section 2.5) is, of course, now applicable. This has the immediate effect that all expressions for the entropy are non-negative, and heat capacities and compressibilities vanish as \( T \to 0 \).

9.1. Quantum Boltzmann and Gibbs Entropies

Quantum mechanics brings a new aspect to the question of the correct definition of entropy. The energy spectrum of a finite quantum system is discrete, even though the density of states is continuous function of the average energy when all linear combinations of the eigenstates are included [22]. The usual procedure is to define the Boltzmann entropy through the spectrum of eigenstates [38,39]. The fourth essential postulate, which requires continuity and differentiability (as does Callen’s third postulate), then eliminates it as a candidate for the thermodynamic entropy. The discreteness of the energy eigenvalue spectrum also eliminates the quantum Gibbs entropy.

9.2. Pathological Hamiltonians

The Boltzmann entropy also fails if the Hamiltonian is sufficiently complicated that every energy level is non-degenerate [55]. In that case, \( S_B \) would vanish at every energy level because \( \ln 1 = 0 \). Even if the Hamiltonian were not so extremely pathological that every eigenstate was non-degenerate,
sufficient complexity could distort $S_B$. Such Hamiltonians have not (yet) played an explicit role in statistical mechanics, but the possibility of their existence is an argument against the quantum Boltzmann entropy.

The Gibbs entropy is not affected by such pathological Hamiltonians, nor are the canonical or grand canonical entropies.

9.3. Quantum Grand Canonical Ensemble

The grand canonical ensemble includes all microscopic states, as well as the width of the energy and particle number distributions. When computing the grand canonical (or canonical) partition function, it is sufficient to sum over all energy eigenvalues, since cross terms arising from linear combinations of eigenstates vanish in equilibrium [43]. The derivation is found in most textbooks, and is essentially the same as given in Section 8 for classical systems. Applications of the quantum grand canonical ensemble include the standard treatments of Fermi–Dirac and Bose–Einstein gases.

9.4. Quantum Canonical Ensemble

For quantum systems that do not vary the particle number, such as spin systems, the canonical ensemble is more appropriate. The derivation of the canonical ensemble is the same as for the classical case. Details are given in Ref. [22], which also contains explicit derivations for the entropy of a system of independent quantum simple harmonic oscillators and a system of two-level objects. In addition to these expressions for the entropy being continuous functions of the energy, they are also exactly extensive, not just in the limit of $N \to \infty$.

10. First-Order Phase Transitions

Systems that exhibit first-order transitions require careful treatment. Strictly speaking, if a phase transition is defined as a non-analyticity of the thermodynamic potentials, finite systems do not have phase transitions. However, if a system is large enough, it can change its energy by a significant amount over an extremely small temperature range, which is indistinguishable experimentally from a true first-order transition.

The density of states (or the Boltzmann entropy) is a valuable tool to identify such quasi-first-order behavior [40–42]. It shows the presence of a quasi-first-order transition by a region of convexity as a function of the energy. However, it will be proven in the next subsection that the entropy must be concave, making the Boltzmann (or the Gibbs) entropy unsuitable candidates for the thermodynamic entropy.

10.1. Why the Entropy Must Be Concave

To derive the well-known inequality in Equation (18) from the second law of thermodynamics [31,32,43], consider two systems, $A$ and $B$, that are isolated and placed in thermal equilibrium with each other. The equilibrium energies are $U_A$ and $U_B$. By the second law, any shift of energy, $\Delta U$, must not decrease the total entropy. Suppressing the $V$- and $N$-dependence, $S_A(U_A) + S_B(U_B) \geq S_A(U_A + \Delta U) + S_B(U_B - \Delta U)$. (38)

The volume and the particle number are held constant in Equation (38).

Now let the two systems be constructed identically, so that $U_A = U_B = U$ and $S_A(U) = S_B(U) = S(U)$. Then, Equation (38) becomes

$$2S(U) \geq S(U + \Delta U) + S(U - \Delta U)$$ (39)
This equation is valid for all $\Delta U$, large or small. If we let $\Delta U \to 0$, 

$$0 \geq \lim_{\Delta U \to 0} \left[ \frac{S(U + \Delta U) + S(U - \Delta U) - 2S(U)}{(\Delta U)^2} \right] = \frac{\partial^2 S}{\partial U^2}. \quad (40)$$

Making the constraint of constant volume and particle number explicit, this gives the inequality 

$$\left( \frac{\partial^2 S}{\partial U^2} \right)_{V,N} \leq 0. \quad (41)$$

10.2. Representation of First-Order Transitions by the Canonical Entropy

To see the effect of using the canonical entropy, a simple generic model density of states can be constructed that has this property.

$$\ln \Omega_1(E) = AN \left( \frac{E}{N} \right)^\alpha + BN \exp \left( -\frac{E_{N,0}^2}{2\sigma_N^2} \right) - BN \exp \left( -\frac{(E - E_{N,0})^2}{2\sigma_N^2} \right) \quad (42)$$

The center of the Gaussian term is taken to be $E_{N,0} = fN\epsilon$, and the width of the Gaussian is $\sigma_N = gE_{N,0}$. If the parameter $B$ does not depend on $N$, this model corresponds to a mean-field transition, while if $B$ decreases as $N$ increases, it corresponds to a system with short-range interactions. The behavior is qualitatively the same in both cases. I will treat the case of $B$ being constant, because it is the more stringent test of the method (see also Section 10.3).

Figure 1 shows $S_B(E)/N = k_B \ln \Omega(E)/N$ vs. $E/N\epsilon$ as a solid curve. The dip in the density of states and the region of positive curvature can be seen clearly. Figure 1 also shows $S_C(U)/N$ for $N = 10, 50, \text{and} 250$, where $U = \langle E \rangle$. In all cases, the plot of $S_C$ shows the negative curvature required for stability. For quantum models that show the same effects, see Ref. [23].

It is apparent from Figure 1 why $S_B$ is favored in a numerical analysis of first-order phase transitions, even though it is not the thermodynamic entropy. $S_C$ vs. $U$ provides no clear signal for the presence of the transition, just a very nearly straight section of the plot.

![Figure 1](image)

Figure 1. The top curves (dotted, dot-dash, and dashed) indicate the canonical entropy $S_C/N$ for $N = 10, 50, \text{and} 250$. The solid curve shows $S_B$, which is the same in the model for all $N$. The parameters are $\epsilon = 1, \alpha = 0.5, A = 1, B = 0.4, f = 2, \text{and} g = 0.1$, but other values give similar results.
10.3. The “Thermodynamic” Limit

The “thermodynamic” limit takes various thermodynamic functions (in particular, the entropy), divides them by the total number of particles (or something proportional to it), and takes the limit of $N \to \infty$ [56–60]. I believe that this procedure can give a distorted picture of the behavior of thermodynamic systems.

First of all, the application of thermodynamics to a real experiment requires the full entropy, $S$, not the entropy per particle, $S/N$. When two systems at different temperatures are put in thermal contact, the final temperature will depend on the relative sizes.

Next, if there is a qualitative difference between the behavior of the finite system and the thermodynamic limit, the finite system takes precedence. There is such a qualitative difference in the Boltzmann entropy for systems that show a first-order transition. The region of positive curvature in $S_B$ diverges as $N^{(d-1)/d} N^{-1/d}$ for short-range forces. Dividing by $N$ gives $N^{-1/d}$, which goes to zero as $N \to \infty$. Therefore, in the limit, there is no positive curvature in $S_B/N$. However, even for a very large system, the Boltzmann entropy has a section of positive curvature [40–42].

There is an additional problem if the system has long-range interactions. Then the region of positive curvature in $S_B$ goes as $N$, rather than $N^{1-1/d}$. The region of positive curvature does not become a straight line in this case, and even violates the thermodynamic inequality in Equation (41) in the limit $N \to \infty$ [58]. To exclude mean field models on this basis is unnecessary. As the example in Figure 1 shows, $S_C$ is always concave, and there is no need to treat mean field models as exceptions.

11. Collections of Non-Interacting Objects

In the limit that the elementary objects that constitute a system do not interact with each other, all properties are expected to be exactly proportional to the number of objects. Examples include non-interacting classical particles, non-interacting spins, and independent simple harmonic oscillators. The entropy of such a system is expected to be extensive. In fact, extensivity is a consequence of the third essential postulate (Additivity).

11.1. The Classical Ideal Gas

To provide a simple comparison between the four expressions for the entropy, I will give the predictions of each for the entropy of the classical ideal gas. Since the ideal gas is defined in the limit of no interactions between the particles, every particle is expected to make exactly the same contribution to the entropy. For fixed $E/N$ and $V/N$, there should be the same $S/N$. That is, the entropy should be exactly extensive.

To calculate the four forms of entropy, the density of states of the classical ideal gas can be evaluated as

$$\Omega_{CIG}(E,V,N) = \frac{\pi^{3N/2}}{(3N/2 - 1)!} \frac{1}{h^{3N}N!} \frac{V^N}{(2m)^{3N/2}} E^{3N/2-1}. \tag{43}$$

11.1.1. The Boltzmann Entropy, $S_B$

$S_B$ is simply related to the logarithm of Equation (43).

$$S_B(E,V,N) = k_B \ln \left( \frac{\pi^{3N/2}}{(3N/2 - 1)!} \frac{1}{h^{3N}N!} \frac{V^N}{(2m)^{3N/2}} E^{3N/2-1} \right), \tag{44}$$

or

$$S_B(E,V,N) = k_B \left[ \ln \left( \frac{E^{3N/2-1}}{(3N/2 - 1)!} \right) + \ln \left( \frac{V^N}{N!} \right) + N \ln X \right], \tag{45}$$

where $X$ is a constant.

$$X = \frac{\pi^{3/2}}{h^3} (2m)^{3/2} \tag{46}$$
The Boltzmann entropy has terms that contain \((3N/2 - 1)!\) and \(N!\), which prevent it from being exactly extensive. The exponent of \(E\) is \(3N/2 - 1\), which also violates exact extensivity.

### 11.1.2. The Gibbs Entropy, \(S_G\)

To calculate the Gibbs entropy for the ideal gas, we must first integrate the density of states. The result for the classical ideal gas is

\[
S_G(E, V, N) = k_B \left[ N \left( \frac{3}{2} \right) \ln \left( \frac{U}{N} \right) + \ln \left( \frac{V^N}{N!} \right) + N \left( \frac{3}{2} \right) \ln \left( \frac{4\pi m}{3h^2} \right)^{3/2} + \frac{3N}{2} \right].
\]  

(47)

where \(X\) is the same constant.

The exponent is now equal \(3N/2\), which gives the correct energy. The factors of \(1/(3N/2)!\) and \(1/N!\) are still not exactly extensive.

### 11.1.3. The Canonical Entropy, \(S_C\)

Finding the canonical entropy involves a bit more algebra, but it is still straightforward. The result is

\[
S_C = k_B \left[ N \left( \frac{3}{2} \right) \ln \left( \frac{U}{N} \right) + \ln \left( \frac{V^N}{N!} \right) + \frac{3}{2} \ln \left( \frac{4\pi m}{3h^2} \right)^{3/2} + \frac{5}{2} \right].
\]  

(48)

Note that Equation (48) uses \(U = \langle E \rangle\). The factorials associated with the energy integral over the (surface or volume of the) sphere in momentum space, appear in the Boltzmann and Gibbs entropies, but not in the canonical entropy. Only the term associated with the volume involves a factorial \((1/N!\)).

### 11.1.4. The Grand Canonical Entropy of the Ideal Gas

The calculation of the grand canonical entropy of the classical ideal gas proceeds in much the same way as that of the canonical. The result is

\[
S_{GC} = \langle N \rangle k_B \left[ \frac{3}{2} \ln \left( \frac{U}{\langle N \rangle} \right) + \ln \left( \frac{V}{\langle N \rangle} \right) + \frac{3}{2} \ln \left( \frac{4\pi m}{3h^2} \right)^{3/2} + \frac{5}{2} \right].
\]  

(49)

This expression for the entropy of a classical ideal gas is exactly extensive [47], and no use has been made of Stirling’s approximation.

### 11.2. Quantum Independent Simple Harmonic Oscillators

A system of \(N\) simple harmonic oscillators, each with frequency \(\omega\), has been treated in Ref. [22]. The energy levels of the \(k\)-th oscillator are

\[
E_k(n_k) = \hbar \omega (n_k + 1/2),
\]  

(50)

where \(\hbar\) is Planck’s constant and \(n_k = 0, 1, 2, \ldots\)

The degeneracy of the energy level with a total energy of \(E_n = \hbar \omega [n + (1/2)N]\) is \((n + N - 1)!/n!(N - 1)!\), and the Boltzmann entropy is

\[
S_{BSHO} = k_B \ln \Omega = k_B \ln \left[ \frac{(n + N - 1)!}{n!(N - 1)!} \right].
\]  

(51)

This expression is clearly a discrete function of the energy.
For the canonical entropy, define a dimensionless energy variable

\[ x = \hat{U}_{\text{SHO}} / N \hbar \omega = \frac{U_{\text{SHO}} - \frac{1}{2} \hbar \omega N}{N \hbar \omega} , \]  

and write the canonical entropy as

\[ S_{\text{C,SHO}} = N k_B \left[ -x \ln x + (1 + x) \ln(1 + x) \right] . \]

This expression for the canonical entropy is clearly extensive and a continuous function of the energy.

\[ S_{\text{B,SHO}}, S_{\text{G,SHO}}, \text{ and } S_{\text{C,SHO}} \text{ differ for all finite systems. However, the expressions for the entropies per SHO, } S_{\text{B,SHO}} / N, S_{\text{G,SHO}} / N, \text{ and } S_{\text{C,SHO}} / N, \text{ agree in the limit } N \to \infty . \]

11.3. Quantum, Non-Interacting, Two-Level Objects

The total energy for the eigenstates of \( N \) two-level quantum objects is,

\[ H_{\text{2-level}} = \epsilon \sum_{k=1}^{N} n_k , \]

where \( \epsilon \) is the energy difference between the two levels in each object, and \( n_k = 0 \) or \( 1 \). If \( n = \sum_{k=1}^{N} n_k \), the degeneracy of the \( n \)-th energy level is given by \( N! / [n!(N-n)!] \), so that the Boltzmann entropy is

\[ S_{\text{B,2-level}} = k_B \ln \left( \frac{N!}{n!(N-n)!} \right) . \]

The canonical entropy of a system of non-interacting two-level objects has been found in Ref. [22]. Define a dimensionless energy for the spin system by

\[ y = \frac{U_{\text{2-level}}}{N \epsilon} , \]

where \( 0 \leq y \leq 1 \). The canonical entropy is then given by

\[ S_{\text{C,2-level}} = -N k_B \left[ y \ln y + (1 - y) \ln(1 - y) \right] . \]

\( S_{\text{C,2-level}} \) has positive temperatures for \( y < 1/2 \), and negative temperatures for \( y > 1/2 \), as expected, with an obvious symmetry for \( y \leftrightarrow 1 - y \). The entropy goes to zero in the limits \( y \to 0 \) and \( y \to 1 \), also as expected.

The Boltzmann entropy per two-level object, \( S_{\text{B,2-level}} / N \), agrees with the canonical entropy, \( S_{\text{C,2-level}} / N \), in the limit of \( N \to \infty \). For any finite system, they are different. In particular, the \( N \)-dependence of \( S_{\text{B,2-level}} / N \) is discrete.

The Gibbs entropy per two-level object agrees with the canonical entropy for \( y \leq 1/2 \) in the limit of \( N \to \infty \), but is completely different for \( y > 1/2 \), where \( \lim_{N \to \infty} S_{\text{G,2-level}} / N = k_B \ln 2 \).

12. Negative Temperatures

Several quantum models display negative temperatures [28,29]: The two-level objects discussed in Section 11.3, Ising models, Potts models, xy- and rotator models, Heisenberg models, etc. They all exhibit a density of states which decreases for high energies. The natural way to describe such models is in terms of the inverse temperature, \( \beta = k_B T \), which goes from \( +\infty \) \((T = 0)\), through zero \((T = \infty)\), to \( -\infty \) \((T = -0)\). If these models are represented by the canonical or grand canonical entropy, they are consistent with all thermodynamic principles.
13. Discussion

In the course of this paper, I have presented a view of thermodynamics that is close to that found in most science and engineering textbooks. The differences lie mainly in the relaxation of the demand for extensivity, and dropping the requirement of monotonicity of the entropy as a function of the energy. The first is to allow the treatment of inhomogeneous systems, such as a gas contained in adsorbing walls, and the second is an unnecessary restriction to positive temperatures. The definition of the entropy is also expressed through the probability distributions of the extensive variables, which avoids having Liouville's theorem prevent the entropy of an isolated system from increasing [33]. This view of thermodynamics is not universally accepted [9,11], but I have tried to address issues of which I am aware.

For completeness, I have followed the advocates of opposing views [3–11] in considering very small \((1/N)\) effects in comparing different forms of the entropy. Nevertheless, I do not agree that such small effects are of significance. If \(1/N\)-effects are ignored, along with the discreteness of particle number and quantum energy, the Boltzmann entropy satisfies all criteria except for pathological quantum models (see Section 9) and the requirement of concavity at first-order transitions.

The Gibbs entropy does not have a difficulty with pathological models; it does have the same problem with concavity as the Boltzmann entropy, and it fails to give the correct equilibrium for a density of states that decreases with energy [19,21]. Ultimately, the last issue is the most critical in eliminating the Gibbs entropy as a candidate for the thermodynamic entropy. Naturally, this conclusion rests on the acceptance of the postulates of thermodynamics in Section 2.4, which is still a subject of debate.

The grand canonical entropy satisfies all criteria, answering the objections that led to questioning the thermodynamic consistency of negative temperatures. The validity of the concept of negative temperatures is confirmed.
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52. I am using the term “Gibbs entropy” to refer to the definition of the entropy in terms of the logarithm of the volume of phase space with energy less than a given energy. The quantum version refers to the sum of all degeneracies of eigenstates with energies below a given energy. It is not to be confused with another definition of entropy due to Gibbs in terms of an integral of $\int \rho \ln \rho$, where $\rho$ is the probability of a microscopic state.


55. O. Penrose (Heriot-Watt University, Edinburgh, Scotland, UK) and J.-S. Wang (National University of Singapore, Singapore, Singapore) have both separately raised this point. Private communications (2015).
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