Univariate and Multivariate Generalized Multiscale Entropy to Characterise EEG Signals in Alzheimer’s Disease
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Abstract: Alzheimer’s disease (AD) is a degenerative brain disorder leading to memory loss and changes in other cognitive abilities. The complexity of electroencephalogram (EEG) signals may help to characterise AD. To this end, we propose an extension of multiscale entropy based on variance (MSE$_{\sigma^2}$) to multichannel signals, termed multivariate MSE$_{\sigma^2}$ (mvMSE$_{\sigma^2}$), to take into account both the spatial and time domains of time series. Then, we investigate the mvMSE$_{\sigma^2}$ of EEGs at different frequency bands, including the broadband signals filtered between 1 and 40 Hz, $\theta$, $\alpha$, and $\beta$ bands, and compare it with the previously-proposed multiscale entropy based on mean (MSE$_{\mu}$), multivariate MSE$_{\mu}$ (mvMSE$_{\mu}$), and MSE$_{\sigma^2}$, to distinguish different kinds of dynamical properties of the spread and the mean in the signals. Results from 11 AD patients and 11 age-matched controls suggest that the presence of broadband activity of EEGs is required for a proper evaluation of complexity. MSE$_{\sigma^2}$ and mvMSE$_{\sigma^2}$ results, showing a loss of complexity in AD signals, led to smaller $p$-values in comparison with MSE$_{\mu}$ and mvMSE$_{\mu}$ ones, suggesting that the variance-based MSE and mvMSE can characterise changes in EEGs as a result of AD in a more detailed way. The $p$-values for the slope values of the mvMSE curves were smaller than for MSE at large scale factors, also showing the possible usefulness of multivariate techniques.
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1. Introduction

Alzheimer’s disease (AD) is a progressive neurodegenerative disease and the most common form of dementia in the elderly population, affecting intellectual, behavioural, and functional abilities [1–3]. A positive diagnosis of AD allows the patient and his/her family time to be informed about the disease, to make life and financial decisions, and to plan for the future. In contrast, a negative diagnosis may reduce worry about memory loss associated with ageing. Moreover, it permits for early treatments of reversible conditions with similar symptoms (like depression and nutrition or medication problems) [2]. Medical-based diagnosis of AD is not fully reliable and symptoms are frequently dismissed as normal consequences of healthy ageing. Spinal fluid analysis and signal and image processing methods are used to increase the confidence of the diagnosis of AD [2,3].

As AD progresses, there are changes in the dynamical brain activity that can be recorded in electroencephalogram (EEG) signals [1,2]. The EEG is an affordable, portable, and non-invasive tool to assess brain activity [4]. In addition, in comparison with other non-invasive brain imaging approaches,
EEG has high temporal resolution and includes essential information about abnormal brain dynamics in AD subjects [2]. The studies show that AD causes a spectral slowdown and alterations in the non-linear dynamics of the brain signal [5,6].

A prevailing approach to diagnose of AD is to consider specific frequency bands in EEG, such as δ (1–4 Hz), θ (4–8 Hz), α (8–13 Hz), β (13–30 Hz), and γ (30–40 Hz) [2,7,8]. AD affects these different frequency bands in different ways. An increase of power in δ, θ, and γ, and a decrease of power in higher frequencies α and β have been reported in AD patients in comparison with healthy age-matched control subjects [2,7–9].

In recent years, because of the non-linearity in the brain, even at the neuronal level [10], there has been an increasing interest in non-linear techniques for the analysis of EEGs for diagnosis of AD [1,2,11–13]. One of the most popular non-linear concepts used to assess the dynamical characteristics of signals is that of entropy [14,15]. This concept measures the uncertainty and irregularity of a time series [14,15]. Higher entropy normally stands for higher uncertainty, whereas lower entropy shows more regularity and certainty in a signal [14,16]. Thus, it can be considered as an indicator of dynamical changes along the temporal evolution of EEG signals.

Entropy approaches have been broadly used to characterise different kinds of signals. However, they achieve their maxima for signals with no structure (random) and are defined only for a single temporal scale: the one associated with the original sampling of the time series [17,18]. This can be considered as a limitation to investigate dynamics at longer time scales. Accordingly, multiscale entropy (MSE) was proposed to define entropy values for a range of scales to evaluate the complexity of signals at different time scales [17]. Thus, MSE quantifies signal complexity, which may remain hidden for basic entropy approaches [19].

Complexity indicates a degree of structural richness [19]. In fact, neither completely regular (periodic) nor completely irregular (uncorrelated random) time series are truly complex, because none of them is structurally rich at a global level. Thus, the concept of irregularity and complexity are not the same. For example, white Gaussian noise (WGN) is more irregular than 1/f noise, although the latter is more complex. It is in agreement with this fact that the WGN does not have a rich structure and shows a rapid drop in entropy with an increase in time scale factor [19–21].

The MSE algorithm at the temporal scale factor λ includes two main steps [17]. First, in the coarse-graining process, the original signal is divided into non-overlapping segments with length λ, and then the average of each segment is calculated. Second, the sample entropy (SampEn) [15] of the coarse-grained time series is computed [17].

For multi-channel signals, the MSE algorithms, though powerful and broadly-used, treat individual time series separately. Therefore, this method is appropriate for the components of multi-channel time series that are statistically independent. However, real multivariate physiological signals are simultaneously recorded and the time series are statistically dependent [22,23]. To this end, multivariate MSE using the mean in the coarse-graining process, named mvMSE, has been recently introduced [22]. The mvMSE algorithm was validated on both illustrative benchmark signals and on real-world multivariate physiological and non-physiological datasets [22,24].

However, the dynamics of the volatility (variance) of a time series over multiple temporal scales to extract dynamical properties of spread also need to be inspected. To this end, Costa and Goldberger have recently proposed a modified MSE where the variance is used in the coarse-graining process [25]. The mean- and variance-based MSE would be referred to as MSE and MSE, respectively. MSE was used to analyse heartbeat signals from healthy young and older subjects and patients with congestive heart failure syndrome. It was demonstrated that the dynamics of the volatility of heartbeat signals obtained from healthy young subjects are highly complex. The results also showed that MSE values decrease with ageing and pathology [25].
EEG irregularity and complexity analyses have been successfully and widely employed and provide a new view to understand physiological processes in both healthy and pathological conditions in AD [1,11,13,26–28]. The MSE- and mvMSE-based methods have been successfully used to characterise biomedical signals to detect different pathological states like epilepsy, schizophrenia, Parkinson’s disease, and AD [13,29–32].

Escudero et al. used multiscale entropy with a coarse-graining process based on the mean to characterise EEGs in AD [11]. Later, Morabito et al. analysed EEGs in AD patients with multivariate entropy techniques based on the mean [13]. However, since the dataset included few subjects and channels, the results may not be completely reliable [13]. Azami and colleagues used only mvMSE$_\mu$ for magnetoencephalograms (MEGs) in AD [32]. They consider five subsets of channels and not all the channels as a whole. Multiscale approaches using the variance in the coarse-graining process have yet to be applied to EEG analysis. Therefore, there is a need to investigate the usefulness of MSE$_{\sigma^2}$ and mvMSE where the coarse graining process uses variance (mvMSE$_{\sigma^2}$) in comparison with the more broadly used methods based on mean (MSE$_\mu$ and mvMSE$_\mu$) to characterise EEGs in AD.

The aim of this research is to investigate the first and second moments (mean and variance) for the coarse-graining process of MSE and mvMSE to characterise EEGs to discriminate age-matched control subjects from AD patients. We want to evaluate the differences between results obtained by the multiscale entropy methods and their corresponding multivariate versions. We also test the hypothesis that AD patients’ signals are less complex than controls’ recordings [13,19]. In addition, the changes in entropy values for different frequency bands are investigated to understand the effect of AD and entropy-based methods on each frequency band.

The outline of this paper is as follows. The next section describes the EEG data used in this study and explains briefly the MSE$_\mu$, MSE$_{\sigma^2}$, mvMSE$_\mu$, and mvMSE$_{\sigma^2}$ algorithms. Results are presented in Section 3. The discussions and conclusions are explained in Sections 4 and 5, respectively.

2. Materials and Methods

2.1. Subjects

Eleven AD patients (five men; six women; age: 72.5 ± 8.3 years, mean ± standard deviation (SD)) and 11 age-matched control subjects (seven men; four women; age: 72.8 ± 6.1 years, mean ± SD) took part in this study. All 22 subjects were recruited from the Alzheimer’s Patients’ Relatives Association of Valladolid, Spain, and fulfilled the criteria of probable AD [33]. The EEG signals were recorded in the University Hospital of Valladolid, Spain, after all of the subjects had undergone a careful clinical assessment which included clinical history, neurological and physical examinations, brain scans and a mini mental state examination (MMSE), as a commonly accepted, simplified, scored form of the cognitive mental status examination [34].

The average of MMSE scores for the AD patients was 13.1 ± 5.9 points (mean ± SD), demonstrating that the mean of the disease degree is moderate, but five patients had an MMSE score below 12 points and, therefore, severe AD dementia. Two subjects were taking lorazepam at the time of the recording, which may improve the beta activity with therapeutic doses, although no prominent fast rhythms were seen in the visual inspection of their EEG signals. The other patients did not use any medication that could be expected to affect the EEG recordings [35,36]. The MMSE score value for 11 age-matched elderly control subjects without past or present neurological disorders was 30 ± 0. Informed consent was obtained for all 22 subjects and the local ethics committee approved the study.

2.2. EEG Recordings

More than 5 min of EEG time series were recorded from each subject with a Profile Study Room 2.3.411 EEG equipment (Oxford Instruments) at electrodes F3, F4, F7, F8, Fp1, Fp2, T3, T4, T5, T6, C3, C4, P3, P4, O1, O2, Fz, Cz, and Pz of the international 10–20 system with a linked ear lobes reference.
The signals have a sampling frequency of 256 Hz, with a 12-bit analog-to-digital precision. The EEGs from all 22 subjects were recorded when they were awake and eyes-closed to obtain less noisy signals. A specialist clinician selected 5 s epochs (1280 sample points) with minimal artefacts to be appropriately used for analysis. For each subject, 30.0 ± 12.5 (mean ± SD) artefact-free epochs were chosen from each electrode. Before analysis, all EEG time series were digitally band-pass filtered in both forward and reverse directions to avoid net phase shift with a Hamming window FIR filter of order 200 and cut-off frequencies at 1 Hz and 40 Hz to remove residual electromyographic activity.

2.3. Methods

2.3.1. Multiscale Entropy Based on Mean and Variance

MSE methods include two steps: (I) coarse-graining process and (II) calculation of SampEn at each scale factor.

(I) Assume we have a signal \( \{x_1, x_2, \ldots, x_C\} \) with length \( C \). Each element of the coarse-grained time series for MSE\(_m\) and recently proposed MSE\(_{\sigma^2}\) are respectively calculated as:

\[
\mu_y^{(\lambda)} = \frac{1}{\lambda} \sum_{b=(i-1)\lambda+1}^{i\lambda} x_b \quad 1 \leq i \leq \left\lfloor \frac{C}{\lambda} \right\rfloor = N
\]

\[
\sigma^2 y^{(\lambda)} = \frac{1}{\lambda} \sum_{b=(i-1)\lambda+1}^{i\lambda} (x_b - \mu_y^{(\lambda)})^2 \quad 1 \leq i \leq \left\lfloor \frac{C}{\lambda} \right\rfloor = N
\]

where \( \lambda \), \( y = \{y_1, y_2, \ldots, y_N\} \), and \( N \) denote the scale factor, the coarse-grained signal, and its length, respectively [17,25]. In fact, the coarse-grained time series of MSE\(_m\) and MSE\(_{\sigma^2}\) are respectively the mean and variance values of consecutive sample points [17,25]. Note that the coarse-graining process based on the mean and variance start from scale factor 1 and 2, respectively [17,25].

(II) At each scale factor, the SampEn of the coarse-grained signal \( y = \{y_1, y_2, \ldots, y_N\} \) is calculated in the next step. For the sake of conciseness, here, we use \( y_i \) for both the coarse-grained signals \( \sigma^2 y^{(\lambda)} \) and \( \mu y^{(\lambda)} \). At each time \( t \) of \( y \), a vector \( Y^m_t = \{y_t, y_{t+1}, \ldots, y_{t+m-2}, y_{t+m-1}\} \) for \( t = 1, 2, \ldots, N-(m-1) \), including the \( m \)-th subsequent values is constructed, where \( m \), named embedding dimension, stands for how many samples are contained in each vector. Next, the distance between such vectors as the maximum difference of their corresponding scalar components, \( d \left[ Y^m_{t_1}, Y^m_{t_2}\right] = \max\left\{Y^m_{t_1+k} - Y^m_{t_2+k} : 0 \leq k \leq m-1 \text{ and } t_1 \neq t_2\right\} \) are calculated.

A match happens when the distance \( d \left[ Y^m_{t_1}, Y^m_{t_2}\right] \) is smaller than a predefined tolerance \( r \). The probability \( B^m(r) \) shows the total number of \( m \)-dimensional matched vectors [15]. Similarly, \( B^{m+1}(r) \) is defined for embedded dimension of \( m + 1 \). Finally, the SampEn is defined as follows [15]:

\[
SampEn(y, m, r) = -\ln \left( \frac{B^{m+1}(r)}{B^m(r)} \right)
\]

where \( m \) and \( r \) for SampEn were, respectively, chosen as 2, and 0.15 multiplied by the SD of the original time series following recommendations in [15].

2.3.2. Multivariate Multiscale Entropy Based on Mean and Variance

Like MSE, mvMSE includes two main steps: (I) coarse-graining process and (II) calculation of multivariate SampEn (mvSE) at each scale factor.
(I) Assume we have a $p$-channel (multivariate) time series $\mathbf{Z} = \{z_{q,b}\}_{b=1}^{C}$, $q = 1, \ldots, p$, where $C$ is the length of each channel’s signal. Each element of the coarse-grained time series is calculated as follows:

$$
\mu_{q,b}^{(\lambda)} = \frac{1}{\lambda} \sum_{\lambda b = (i-1)\lambda + 1}^{i} z_{q,b} \quad 1 \leq i \leq \left\lfloor \frac{C}{\lambda} \right\rfloor = N, \ 1 \leq q \leq p
$$

where $\lambda$ is the time scale factor [17,22,37]. As an extension of MSE$_{q,2}$ [25] to multi-channel signals, we propose to use variance, instead of mean value, in the coarse-graining process as follows:

$$
\sigma_{q,b}^{2} = \frac{1}{\lambda} \sum_{\lambda b = (i-1)\lambda + 1}^{i} \left( z_{q,b} - \mu_{q,b}^{(\lambda)} \right)^{2} \quad 1 \leq i \leq \left\lfloor \frac{C}{\lambda} \right\rfloor = N, \ 1 \leq q \leq p
$$

(II) Second, for the defined scale factor $\lambda$, the mvSE of the coarse-grained signal is calculated [24,37,38]. To calculate the mvSE, multivariate embedded vectors are initially generated [24]. In [39], the Takens embedding theorem for multivariate concept is described. Using the $p$-channel signal $\mathbf{U} = \{u_{q,i}\}_{q=1}^{p}, i = 1, \ldots, N$ where $N$ is the length of each coarse-grained time series $\{u_{q}\}_{q=1}^{p}$, the multivariate embedded reconstruction is defined as:

$$
\mathbf{U}_{m}(i) = [u_{1,i}, u_{2,i+\tau_{1}}, \ldots, u_{1,i+(m_{1}-1)\tau_{1}}, u_{2,i}, u_{2,j+\tau_{2}}, \ldots, u_{2,i+(m_{2}-1)\tau_{2}}, \ldots, u_{p,i}, u_{p,i+\tau_{p}}, \ldots, u_{p,i+(m_{p}-1)\tau_{p}}]
$$

where $\mathbf{m} = [m_{1}, m_{2}, \ldots, m_{p}]$ and $\mathbf{\tau} = [\tau_{1}, \tau_{2}, \ldots, \tau_{p}]$ are the embedding and the time lag vectors, respectively.

For $p$-variate time series $\{u_{q}\}_{q=1}^{p}$, the mvSE algorithm, as a natural extension of standard SampEn, is described as follows [24]:

1. Form multivariate embedded vectors $\mathbf{U}_{m}(i) \in \mathbb{R}^{m}$ where $i = 1, 2, \ldots, N - n$ and $n = \max\{\mathbf{m}\} \times \max\{\mathbf{\tau}\}$.
2. Calculate the distance between any two composite delay vectors $\mathbf{U}_{m}(i)$ and $\mathbf{U}_{m}(j)$ as the maximum norm.
3. For a given $\mathbf{U}_{m}(i)$ and a threshold $r$, count the number of instances $P_{i}$ where $d(\mathbf{U}_{m}(i), \mathbf{U}_{m}(j)) \leq r$, $i \neq j$. Next, calculate the frequency of occurrence as $\phi_{m}^{(i)}(r) = \frac{1}{N-n} P_{i}$ and define a global quantity $\phi_{m}^{m}(r) = \frac{1}{N-n} \sum_{i=1}^{N-n} \phi_{m}^{(i)}(r)$.
4. Extend the dimensionality of the multivariate delay vector in (6) from $m$ to $(m + 1)$ (keep the dimension of the other variables unchanged).
5. Repeat steps 1–4 and find $\phi_{i}^{(m_{q}+1)}(r)$. Next, calculate $\phi_{i}^{(m+1)}(r)$ which denotes the average over all $n$ of $\phi_{i}^{(m_{q}+1)}(r)$. Finally, find $\phi_{i}^{(m+1)}(r)$ which stands for the average over all $i$ of $\phi_{i}(r)$ in an $(m + 1)$-dimensional space.
6. Finally, mvSE is defined as:

$$
\text{mvSE}(\mathbf{Z}, \mathbf{m}, \mathbf{\tau}, r) = - \ln \left( \frac{\phi_{i}^{(m+1)}(r)}{\phi_{m}^{m}(r)} \right)
$$

where $m_{q}$, $\tau_{q}$, and $r$ for all of the approaches were, respectively, chosen as 2, 1, and 0.15 multiplied by the SD of the original time series according to [15,24]. Note that the number of sample points is at least $10^{m}$, or preferably at least $30^{m}$, to robustly estimate SampEn and mvSE, according to [24,40,41].
Since multivariate time series may have different amplitude ranges, the distances calculated from embedded vectors obtained with Takens embedding theorem may be dominated by components of the vectors coming from the time series with the largest amplitudes. Thus, we scale all of the data channels to the same amplitude range and normalise each data channel to unit SD so that the total variation becomes equal to the number of channels or variables [24].

2.4. Experimental Procedures

In addition to the original EEG signals band-pass filtered between 1 Hz and 40 Hz, we investigate the MSE, mvMSE, MSE, and mvMSE methods on different EEG frequency bands, including \( \theta \), \( \alpha \), and \( \beta \). Note that \( \delta \) and \( \gamma \), respectively, have too low and high frequency to be considered here based on the fact that the MSE and mvMSE methods at scale factor \( \lambda \) can be considered as a low-pass filter with cut-off frequency \( \frac{2\pi}{2\lambda} \) [42].

Another powerful strategy to discriminate the controls from AD subjects is to use the slope values as features of the MSE and mvMSE profiles [11]. The MSE and mvMSE profiles, showing, respectively, the SampEn and mvSE values of each coarse-grained time series versus the scale factor, were visually inspected to determine the range of scales over which the slope would be calculated. A nonparametric test, namely the Mann–Whitney \( U \)-test, was used to evaluate the differences between results for AD patients versus controls, as the entropy values at each scale factor did not follow a normal distribution. The scales with the \( p \)-values between 0.01 and 0.05 (significant), and less than 0.01 (very significant) are shown with + and *, respectively, in this study.

3. Results

3.1. Global Evaluation of Multivariate and Univariate Multiscale Entropies

The results obtained by the MSE, mvMSE, MSE, and mvMSE methods are, respectively, shown in Figures 1–4. For each of Figures 1–4, (a)–(d) show the results at frequency bands 1–40 Hz, \( \theta \), \( \alpha \), and \( \beta \), respectively. As can be seen in (b)–(d) of Figures 1–4, the results obtained at frequency bands \( \theta \), \( \alpha \), and \( \beta \) do not show that controls’ signals are more complex than AD patients’ ones. This fact suggests that complexity changes are best highlighted considering broadband activity.

![Figure 1](image_url)

**Figure 1.** Plots illustrating the mean ± SD (as error bars) of the MSE values computed from 11 AD, 11 control subjects’ signals, and 40 filtered univariate WGN time series at frequency bands (a) 1–40 Hz; (b) \( \theta \) (4–8 Hz); (c) \( \alpha \) (8–13 Hz); and (d) \( \beta \) (13–30 Hz). The scales with the \( p \)-values between 0.01 and 0.05, and less than 0.01, are shown with + and *, respectively.
This might be because the variance coarse-grained sequences have too little variability and the entropy multivariate implementation leads to values that are too low (notice that the output values are in the opposite seems to happen for MSE groups at individual scales better than the averaging of univariate MSE individuals and AD patients at short- and long-time scale factors. In comparison with the AD group, based values of AD patients’ and controls’ time series are completely different to those of filtered uncorrelated sixteen-channel WGN.

SampEn has a computational cost of $11/100s$ of the unit). It also evidences the need to have broadband EEGs, instead of narrow band activity, for the evaluation of multiscale complexity. In contrast with the results of univariate entropy techniques, the analysis of EEG time series of AD patients and controls in the spatial and time domains, albeit the MSE algorithms consider only the time domain. Thus, as can be seen in Table 1, the running time for the MSE-methods is the sum of computation time values for each of the 16 channels. In this study, the simulations have been carried out using a PC with Intel (R) Xeon (R) CPU, E5420, 2.5 GHz.

Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean ± SD (as error bars) of the mvMSEµ values computed from 11 AD, 11 control subjects’ signals, and 40 filtered univariate WGN time series at frequency bands (a) 1–40 Hz; (b) $\theta$ (4–8 Hz); (c) $\alpha$ (8–13 Hz); and (d) $\beta$ (13–30 Hz). The scales with the $p$-values between 0.01 and 0.05, and less than 0.01, are shown with + and *, respectively.</th>
</tr>
</thead>
<tbody>
<tr>
<td>mvMSEµ</td>
<td>$11/100s$ of the unit.</td>
</tr>
<tr>
<td>MSEµ</td>
<td>$11/100s$ of the unit.</td>
</tr>
<tr>
<td>MSEβ</td>
<td>$11/100s$ of the unit.</td>
</tr>
</tbody>
</table>

Figure 2. Plots illustrating the mean ± SD (as error bars) of the mvMSEµ values computed from 11 AD, 11 control subjects’ signals, and 40 filtered uncorrelated sixteen-channel WGN time series at frequency bands (a) 1–40 Hz; (b) $\theta$ (4–8 Hz); (c) $\alpha$ (8–13 Hz); and (d) $\beta$ (13–30 Hz). The scales with the $p$-values between 0.01 and 0.05, and less than 0.01, are shown with + and *, respectively.

Figure 3. Plots illustrating the mean ± SD (as error bars) of the MSEµ values computed from 11 AD, 11 control subjects’ signals, and 40 filtered univariate WGN time series at frequency bands (a) 1–40 Hz; (b) $\theta$ (4–8 Hz); (c) $\alpha$ (8–13 Hz); and (d) $\beta$ (13–30 Hz). The scales with the $p$-values between 0.01 and 0.05, and less than 0.01, are shown with + and *, respectively.

In Figures 1a and 2a, the profiles of the mvMSEµ and mvMSEβ are different for the control individuals and AD patients at short- and long-time scale factors. In comparison with the AD group, controls’ signals have more irregularity at short-time scales, whereas the AD patients’ time series are more irregular at long-time scales.

Comparing Figure 1 with Figure 2 demonstrates that mvMSEµ highlights differences between groups at individual scales better than the averaging of univariate MSEµ profiles. However, the opposite seems to happen for MSEµ (Figure 3) when compared with mvMSEµ (Figure 4). This might be because the variance coarse-grained sequences have too little variability and the multivariate implementation leads to values that are too low (notice that the output values are in 1/100s of the unit).
It also evidences the need to have broadband EEGs, instead of narrow band activity, for the investigation whether the entropy profiles of brain signals are linked to their power content.

The length of the time series and the number of channels of the filtered multivariate WGN were equal to those used for the EEG dataset. The results, shown in Figures 1–4, show that the shape of variations, although these methods cannot take into account the dynamics across the channels (spatial domain).

The results obtained using the variance-based coarse graining process (Figures 3a and 4a), unlike the mean-based ones (Figures 1a and 2a), show that for all the scale factors, the controls’ EEGs have a higher complexity. This is in agreement with findings that controls’ time series are more complex than AD patients’ [11,19,25,32,35,38,43,44]. Of note is that the ranges of entropy values for Figures 1 and 2, and similarly Figures 3 and 4, indicate that the larger the number of channels, the smaller the multivariate entropy values. For more information, please refer to Appendix A.

The p-values for MSE\(_{\sigma^2}\) and mvMSE\(_{\sigma^2}\)-based profiles show that MSE\(_{\sigma^2}\) leads to significant differences at all scale factors, while the significant differences based on mvMSE\(_{\sigma^2}\) are seen at scale factors 8 and 10. In comparison with MSE\(_{\mu}\), MSE\(_{\sigma^2}\) discriminates better AD group and controls, while compared with mvMSE\(_{\sigma^2}\), mvMSE\(_{\mu}\) discriminates better these two groups. It shows that the mean- and variance-based complexity measures can complement each other to characterise EEGs in AD. It is worth noting that the results obtained by different values of \(r\) (0.2, 0.25, and 0.3) and \(m\) (1 and 2) employed in other complexity studies are similar to our results [11,32,44,45].

Note that all channels are considered as a multivariate whole for multivariate entropy techniques although for the univariate ones, the entropy value is computed for each channel. Since the average is reported for MSE-based methods, the results are probably expected to have lower coefficients of variations, although these methods cannot take into account the dynamics across the channels (spatial domain).

In the light of a recently published article providing guidelines on the interpretation of MSE\(_{\mu}\) results of brain signals [46], we evaluated all MSE and mvMSE methods on 40 different univariate and uncorrelated multivariate WGN time series band-pass filtered at 1–40 Hz, 4–8 Hz, 8–13 Hz, and 13–30 Hz, to investigate whether the entropy profiles of brain signals are linked to their power content. The length of the time series and the number of channels of the filtered multivariate WGN were respectively 1280 sample points (equal to the length of the EEG time series) and 16 (equal to the number of channels of EEG time series), and the parameter values for the multiscale methods were equal to those used for the EEG dataset. The results, shown in Figures 1–4, show that the shape of MSE\(_{\mu}\) and MSE\(_{\sigma^2}\) curves are linked to the power spectral density of the corresponding filtered signals. In fact, to some extent, the MSE curves are determined by the (low and high cut-offs of the) filtering process, especially for frequency bands 4–8 Hz, 8–13 Hz, and for 13–30 Hz to a lesser extent. However, it is important to note that the entropy profiles for EEG signals of AD patients and controls do not overlap with the curves of the filtered WGN at most scale factors for the frequency band of 1–40 Hz. It also evidences the need to have broadband EEGs, instead of narrow band activity, for the
evaluation of multiscale complexity. In contrast with the results of univariate entropy techniques, the mvMSE_µ^2 and mvMSE_σ^2-based curves for AD patients and controls have clearly dissimilar shapes with those for filtered uncorrelated multichannel WGN, suggesting that the multivariate entropy-based values of AD patients’ and controls’ time series are completely different to those of filtered uncorrelated sixteen-channel WGN.

The computation times of the MSE_µ, mvMSE_µ, MSE_σ^2, and mvMSE_σ^2 methods for one of the 16-channel AD signals with the length of 1280 sample points are shown in Table 1. Note that the running time for the MSE-methods is the sum of computation time values for each of the 16 channels. In this study, the simulations have been carried out using a PC with Intel (R) Xeon (R) CPU, E5420, 2.5 GHz and 8-GB RAM by MATLAB R2010a. Since the MSE_σ^2 and mvMSE_σ^2 start from scale factor 2 and SampEn has a computational cost of $O(N^2)$, the computation time of this kind of algorithms is noticeably smaller than that of the MSE_µ or mvMSE_µ algorithms. The mvMSE methods deal with both the spatial and time domains, albeit the MSE algorithms consider only the time domain. Thus, as can be seen in Table 1, the MSE techniques are significantly faster than their corresponding mvMSE methods.

Table 1. The computation time of the univariate and multivariate multiscale entropy based on the mean and variance.

<table>
<thead>
<tr>
<th>MSE_µ</th>
<th>mvMSE_µ</th>
<th>MSE_σ^2</th>
<th>mvMSE_σ^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.77 s</td>
<td>21.78 s</td>
<td>2.4 s</td>
<td>8.05 s</td>
</tr>
</tbody>
</table>

3.2. Regional Evaluation with Univariate Metrics

To evaluate the complexity of the signal of each channel of AD patients’ and controls’ EEGs, we employ univariate MSE methods. The MSE_µ and MSE_σ^2 values and their $p$-values for each channel of EEGs, band-pass-filtered between 1 and 40 Hz, are presented in Figures 5 and 6, respectively. The $p$-values show the superiority of MSE_σ^2 over MSE_µ for characterising AD. Moreover, the lowest $p$-values for MSE_σ^2 that obtained by the channels O1, O2, and P3 were equal to 0.0058, 0.0086, and 0.0087, respectively, in agreement with [11].

![Figure 5](image_url)

**Figure 5.** Plots illustrating the mean ± SD (as error bars) of the MSE_µ values computed from 11 AD and 11 control subjects for each channel of 1–40 Hz band-pass-filtered EEG signals. Sixteen electrodes of the international 10–20 system were analysed. (a) C3; (b) C4; (c) F3; (d) F4; (e) F7; (f) F8; (g) Fp1; (h) Fp2; (i) O1; (j) O2; (k) P3; (l) P4; (m) T3; (n) T4; (o) T5; and (p) T6. The scales with the $p$-values between 0.01 and 0.05, and less than 0.01 are shown with + and *, respectively.
When we consider the large scale factors. This demonstrates the importance of mvMSE method whereas the differences between these groups are significant (MSE
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Then, the slope decreases and the SampEn and mvSE values are nearly constant or decrease slightly.

The scales with the $p$-values between 0.01 and 0.05, and less than 0.01 are shown with + and *, respectively.

3.3. Features (Slopes) from Univariate and Multivariate Multiscale Profiles

As mentioned before, a powerful strategy to distinguish different kinds of dynamics consists in using the slopes as features from multivariate and univariate multiscale entropy profiles. As can be seen in Figures 1a and 2a, for MSE$_{\mu}$ and mvMSE$_{\mu}$ methods, the curves increase until a scale factor of 4. Then, the slope decreases and the SampEn and mvSE values are nearly constant or decrease slightly. Therefore, we can divide each of the MSE and mvMSE curves into two segments: (I) the first part corresponds to the steep increasing slope (small scale factors, i.e., $1 \leq \lambda \leq 4$), and (II) the second one contains the scale factors in which the slope of the SampEn and mvSE values is smoother (large scale factors, i.e., $5 \leq \lambda \leq 10$). For MSE$_{\sigma^2}$ and mvMSE$_{\sigma^2}$ profiles, because the curves are always ascending and their slope values do not change noticeably, we consider one slope from the scale factor 2–10 (the entropy values for MSE$_{\sigma^2}$ and mvMSE$_{\sigma^2}$ methods are undefined at a scale factor of 1). Note that the slope values of both parts were calculated based on the least-square approach.

Table 2 shows the average ± SD of slope values of the MSE and mvMSE profiles for small and large time scales. We also calculate the $p$-values of the Mann–Whitney U-test to investigate whether there is any significant difference between the AD and control groups. Like Figures 1–6, the scales with the $p$-values between 0.01 and 0.05, and less than 0.01, are denoted by + and *, respectively. For small scale factors, no significant differences between both groups can be found with the MSE$_{\mu}$ and mvMSE$_{\mu}$, whereas the differences between these groups are significant (MSE$_{\mu}$) and very significant (mvMSE$_{\mu}$) when we consider the large scale factors. This demonstrates the importance of mvMSE method to characterise EEG signals in AD. Moreover, both the MSE$_{\sigma^2}$ and mvMSE$_{\sigma^2}$ methods lead to the significant differences for AD patients and controls.

The slopes were also computed for each channel to investigate which channels discriminate better the two subject groups. All results at scale factors $1 \leq \lambda \leq 4$ did not lead to significant differences. Table 3 summarises the average ± SD of slope values of the MSE$_{\mu}$ profiles with scale factors $5 \leq \lambda \leq 10$. Table 3 also shows that the $p$-values for all channels at large scale factors leads to (very) significant differences for several channels. The average ± SD of slope values for MSE$_{\sigma^2}$ curves are shown in Table 4. The $p$-values derived by electrodes O1, O2, F4, P3, and T5 for both the MSE$_{\mu}$ with scale factors

Figure 6. Plots illustrating the mean ± SD (as error bars) of the MSE$_{\sigma^2}$ values computed from 11 AD and 11 control subjects for each channel of 1–40 Hz bandpass filtered EEG signals. Sixteen electrodes of the international 10–20 system were analysed. (a) C3; (b) C4; (c) F3; (d) F4; (e) F7; (f) F8; (g) Fp1; (h) Fp2; (i) O1; (j) O2; (k) P3; (l) P4; (m) T3; (n) T4; (o) T5; and (p) T6. The scales with the $p$-values between 0.01 and 0.05, and less than 0.01 are shown with + and *, respectively.
$5 \leq \lambda \leq 10$ and MSE$_{\sigma^2}$ profiles are (very) significant. The $p$-values for F4 and O1 are smaller than 0.05 for MSE$_{\mu}$ with scale factors $5 \leq \lambda \leq 10$, while electrode O2 leads to the significant difference using the MSE$_{\sigma^2}$ method. This suggests that variance- and mean-based MSE offer complementary approaches to characterise AD.

**Table 2.** Average ± SD of slope values of the MSE and mvMSE profiles, and $p$-values and classification accuracies for AD patients versus controls over all channels and subjects. The scales with the $p$-values between 0.01 and 0.05, and less than 0.01 are shown with * and **, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>AD Patients</th>
<th>Controls</th>
<th>$p$-Value</th>
<th>Classification Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE$_{\mu}$ (5 ≤ $\lambda$ ≤ 10)</td>
<td>0.0417 ± 0.0226</td>
<td>0.4185 ± 0.0238</td>
<td>0.3933</td>
<td>72.73%</td>
</tr>
<tr>
<td>MSE$_{\mu}$ (2 ≤ $\lambda$ ≤ 10) *</td>
<td>0.1130 ± 0.0154</td>
<td>0.1301 ± 0.0137</td>
<td>0.0151</td>
<td>72.73%</td>
</tr>
<tr>
<td>mvMSE$_{\mu}$ (1 ≤ $\lambda$ ≤ 4)</td>
<td>0.0074 ± 0.0088</td>
<td>0.0097 ± 0.0092</td>
<td>0.5114</td>
<td>31.82%</td>
</tr>
<tr>
<td>mvMSE$_{\mu}$ (5 ≤ $\lambda$ ≤ 10) *</td>
<td>−0.0048 ± 0.0037</td>
<td>−0.0199 ± 0.0033</td>
<td>0.0071</td>
<td>72.73%</td>
</tr>
<tr>
<td>mvMSE$_{\sigma^2}$ (2 ≤ $\lambda$ ≤ 10) *</td>
<td>0.0030 ± 0.0009</td>
<td>0.0041 ± 0.0012</td>
<td>0.0302</td>
<td>63.64%</td>
</tr>
</tbody>
</table>

**Table 3.** Average ± SD of slope values of the MSE$_{\mu}$ profiles and $p$-values for controls versus AD patients at scale factors $5 \leq \lambda \leq 10$ for each channel. The scales with the $p$-values between 0.01 and 0.05, and less than 0.01 are shown with * and **, respectively.

<table>
<thead>
<tr>
<th>Electrode</th>
<th>AD Patients</th>
<th>Controls</th>
<th>$p$-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3</td>
<td>−0.006 ± 0.0302</td>
<td>−0.0360 ± 0.0356</td>
<td>0.0762</td>
</tr>
<tr>
<td>C4</td>
<td>−0.018 ± 0.0264</td>
<td>−0.0160 ± 0.0472</td>
<td>0.8955</td>
</tr>
<tr>
<td>F3</td>
<td>−0.001 ± 0.0171</td>
<td>−0.0209 ± 0.0238</td>
<td>0.0878</td>
</tr>
<tr>
<td>F4 *</td>
<td>0.0076 ± 0.0244</td>
<td>−0.0318 ± 0.0220</td>
<td>0.0031</td>
</tr>
<tr>
<td>F7</td>
<td>0.0018 ± 0.0219</td>
<td>−0.0206 ± 0.0317</td>
<td>0.1150</td>
</tr>
<tr>
<td>F8 *</td>
<td>−0.007 ± 0.0285</td>
<td>−0.0279 ± 0.0149</td>
<td>0.0418</td>
</tr>
<tr>
<td>Fp1</td>
<td>−0.001 ± 0.0174</td>
<td>−0.0136 ± 0.0443</td>
<td>0.1007</td>
</tr>
<tr>
<td>Fp2</td>
<td>0.0029 ± 0.0115</td>
<td>−0.0099 ± 0.0378</td>
<td>0.0660</td>
</tr>
<tr>
<td>O1 *</td>
<td>0.0162 ± 0.0285</td>
<td>−0.0306 ± 0.0256</td>
<td>0.0031</td>
</tr>
<tr>
<td>O2 *</td>
<td>0.0194 ± 0.0277</td>
<td>−0.0136 ± 0.0415</td>
<td>0.0418</td>
</tr>
<tr>
<td>P3 *</td>
<td>0.0276 ± 0.0238</td>
<td>−0.0040 ± 0.0453</td>
<td>0.0488</td>
</tr>
<tr>
<td>P4</td>
<td>0.0177 ± 0.0303</td>
<td>−0.0151 ± 0.0399</td>
<td>0.0660</td>
</tr>
<tr>
<td>T3</td>
<td>−0.019 ± 0.0379</td>
<td>−0.0267 ± 0.0390</td>
<td>0.8438</td>
</tr>
<tr>
<td>T4</td>
<td>−0.029 ± 0.0496</td>
<td>−0.0324 ± 0.0297</td>
<td>0.7427</td>
</tr>
<tr>
<td>T5 *</td>
<td>0.0139 ± 0.0278</td>
<td>−0.0246 ± 0.0312</td>
<td>0.0126</td>
</tr>
<tr>
<td>T6</td>
<td>0.0120 ± 0.0361</td>
<td>−0.0213 ± 0.0494</td>
<td>0.0660</td>
</tr>
</tbody>
</table>

**Table 4.** Average ± SD of slope values of the MSE$_{\sigma^2}$ profiles and $p$-values for controls versus AD patients at scale factors $\lambda \leq 10$ for each channel. The scales with the $p$-values between 0.01 and 0.05, and less than 0.01 are shown with * and **, respectively.

<table>
<thead>
<tr>
<th>Electrode</th>
<th>AD Patients</th>
<th>Controls</th>
<th>$p$-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C3 *</td>
<td>0.1163 ± 0.0178</td>
<td>0.1286 ± 0.0119</td>
<td>0.0488</td>
</tr>
<tr>
<td>C4</td>
<td>0.1123 ± 0.0186</td>
<td>0.1289 ± 0.0135</td>
<td>0.2643</td>
</tr>
<tr>
<td>F3</td>
<td>0.1127 ± 0.0127</td>
<td>0.1257 ± 0.0173</td>
<td>0.0660</td>
</tr>
<tr>
<td>F4 *</td>
<td>0.1139 ± 0.0164</td>
<td>0.1278 ± 0.0123</td>
<td>0.0418</td>
</tr>
<tr>
<td>F7</td>
<td>0.1161 ± 0.0133</td>
<td>0.1273 ± 0.0204</td>
<td>0.1891</td>
</tr>
<tr>
<td>F8</td>
<td>0.1165 ± 0.0183</td>
<td>0.1326 ± 0.0154</td>
<td>0.0569</td>
</tr>
<tr>
<td>Fp1</td>
<td>0.1079 ± 0.0212</td>
<td>0.1253 ± 0.0182</td>
<td>0.1486</td>
</tr>
<tr>
<td>Fp2</td>
<td>0.1085 ± 0.0148</td>
<td>0.1226 ± 0.0214</td>
<td>0.1310</td>
</tr>
<tr>
<td>O1 *</td>
<td>0.1080 ± 0.0186</td>
<td>0.1342 ± 0.0208</td>
<td>0.0126</td>
</tr>
<tr>
<td>O2 *</td>
<td>0.1078 ± 0.0195</td>
<td>0.1358 ± 0.0219</td>
<td>0.0071</td>
</tr>
<tr>
<td>P3 *</td>
<td>0.1023 ± 0.0193</td>
<td>0.1231 ± 0.0183</td>
<td>0.0356</td>
</tr>
<tr>
<td>P4 *</td>
<td>0.1038 ± 0.0180</td>
<td>0.1255 ± 0.0201</td>
<td>0.0215</td>
</tr>
<tr>
<td>T3</td>
<td>0.1267 ± 0.0218</td>
<td>0.1406 ± 0.0201</td>
<td>0.1486</td>
</tr>
<tr>
<td>T4</td>
<td>0.1301 ± 0.0314</td>
<td>0.1389 ± 0.0210</td>
<td>0.4307</td>
</tr>
<tr>
<td>T5 *</td>
<td>0.1069 ± 0.0203</td>
<td>0.1307 ± 0.0215</td>
<td>0.0418</td>
</tr>
<tr>
<td>T6 *</td>
<td>0.1091 ± 0.0216</td>
<td>0.1327 ± 0.0187</td>
<td>0.0256</td>
</tr>
</tbody>
</table>
We also classified the controls versus AD subjects using a naive Bayes method [47]. The slope values across the scale factors were used rather than the entropy values of all scale factors, because a slope value can be considered as a representative value of a complexity-based curve [11]. We ran 50 repetitions of a 10-fold cross-validation using the WEKA data mining software [48]. The average classification values are reported in Table 2. As expected intuitively, the highest and lowest classification accuracies are associated with the largest and smallest \( p \)-values, respectively.

4. Discussion and Conclusions

4.1. Global Evaluation of Multivariate and Univariate Multiscale Entropies

We compared the ability of \( \text{MSE}_\mu \), \( \text{mvMSE}_\mu \), \( \text{MSE}_{\sigma^2} \), and \( \text{mvMSE}_{\sigma^2} \) to characterise the complexity of EEG signals in AD. This was done for conventional frequency bands \( \theta \), \( \alpha \), and \( \beta \), and also for the broadband EEG signals after band-pass filtering between 1 and 40 Hz. The results obtained for frequency bands \( \theta \), \( \alpha \), and \( \beta \) were in contradiction with the widely reported higher complexity in control subjects than in AD patients, which could nevertheless be observed when estimating the complexity of the broadband EEGs. This suggests that the presence of broadband activity of EEGs may be needed for a comprehensive evaluation of complexity with multiscale entropy-based methods. Furthermore, we have related these findings with a very recent article providing guidelines on the interpretation of MSE results of brain signals [46] and showed that the profile of multivariate multiscale entropy of EEG signals at different frequency bands is not determined by the band-pass filtering process in comparison with the univariate multiscale entropy.

For the \( \text{MSE}_\mu \) and \( \text{mvMSE}_\mu \) curves, the slope of the curve increasing or decreasing at different bands can be predicted based on the sampling frequency and the effect of coarse-graining process on the frequency of signals. Since \( \text{MSE}_\mu \) and \( \text{mvMSE}_\mu \) at scale factor \( \lambda \) can be considered as a low-pass filter with cut-off frequency \( f_s/2 \lambda \) [42], scales 9 and 10, and 4–10 of the broadband analysis corresponds with \( \alpha \) and \( \beta \), respectively, with \( \theta \) falling off the range.

The \( \text{mvMSE}_\mu \)-based profiles (Figure 2a) were similar to \( \text{MSE}_\mu \)-based ones (Figure 1a), although the crossing point for \( \text{mvMSE}_\mu \) results was located at a smaller scale factor compared with that obtained by \( \text{MSE}_\mu \). These results are in agreement with [11,32,35,38,43,44]. Unlike \( \text{MSE}_\mu \) and \( \text{mvMSE}_\mu \), \( \text{MSE}_{\sigma^2} \) and \( \text{mvMSE}_{\sigma^2} \) of the controls’ EEGs had more complexity values at all scale factors and smaller \( p \)-values. This suggests that both the multivariate and univariate multiscale methods based on the variance may characterise changes in EEGs in AD patients in a more detailed way than methods based on the mean.

The irregularity or complexity decrease in the EEG signals of AD patients could be described by a reduction of dynamical complexity of part of the brain [45]. Nevertheless, the pathophysiological implications of the reduction of EEGs complexity or irregularity are not quite clear. Among others, three mechanisms can take into account it: neuronal death, a general effect of lack of neurotransmitter, and loss of connectivity of local neural networks as a consequence of nerve cell death [12,49]. However, ageing and age-dependent diseases frequently go together with a broad-ranging loss of physiological complexity or irregularity [50].

4.2. Regional Evaluation with Univariate Metrics

The \( \text{mvMSE} \) methods reveal the dynamics across the channels and consider the information in both the time and spatial domains, while the MSE approaches only consider the time domain. However, the MSE methods, unlike the \( \text{mvMSE} \) algorithms, can be used to better understand the behaviour of each channel separately, which could highlight complexity changes that are specific to certain electrodes. To this end, we employed \( \text{MSE}_{\sigma^2} \) and \( \text{MSE}_\mu \) to characterise EEGs in each channel. The lowest \( p \)-values for \( \text{MSE}_{\sigma^2} \) and \( \text{MSE}_\mu \) were obtained for the channels O1, O2, P3, and P4 and O1, P3, F3, and F4, respectively. This shows that when \( \text{MSE}_\mu \) (or \( \text{mvMSE}_\mu \)) cannot distinguish different types of dynamics of a particular time series (channel), \( \text{MSE}_{\sigma^2} \) (or \( \text{mvMSE}_{\sigma^2} \)) may do so, and vice
versa. It is worth noting that the electrodes with the lowest \( p \)-values are similar to most of our previous research using this database, such as [36,51].

### 4.3. Features (Slopes) from Univariate and Multivariate Multiscale Profiles

Finally, we studied the slope values of MSE and mvMSE profiles to check whether they could be used to distinguish AD patients from controls. The \( p \)-values for the slopes of the complexity curves showed the importance of this tool to discriminate different kinds of dynamics and demonstrated when the differences between AD patients’ and controls’ signals at some scale factors are not significant, their slopes of complexity curves may lead to significant differences. At small scale factors, significant differences were not found with the mean coarse-gaining-based approaches, while the differences between these groups were significant (MSE\( _\mu \)) and very significant (mvMSE\( _\mu \)) when the large scale factors were considered. This also illustrates the prominence of the mvMSE\( _\mu \) approach over MSE\( _\mu \). In addition, significant differences between AD patients and controls were found with both the MSE\( _{\sigma^2} \) and mvMSE\( _{\sigma^2} \). The \( p \)-values at electrodes O1, O2, F4, P3, and T5 for both the MSE\( _\mu \) and MSE\( _{\sigma^2} \) were significant or very significant.

### 4.4. Limitations

In spite of the promising results aforementioned, the number of subjects in this pilot study was relatively small. To ascertain the usefulness of these methods, these novel signal processing approaches should be used on a larger database of AD patients and controls subjects, potentially including subjects with mild cognitive impairment. Moreover, the subjects had their eyes closed during the recording of the EEG signals to obtain less noisy signals. However, the eyes closed condition increases frequency content in the alpha range. This increase could have induced a bias in the findings, especially when the alpha range was specifically studied. Thus, investigations under the eyes open condition are also required. In addition, the detected regularity increase in the EEG might not be exclusive to AD and supplementary work should be carried out to analyse whether these EEG complexity changes also happen in other types of dementia. The area under the complexity profiles is another potential feature of interest for future studies. Finally, a comprehensive comparison among all employed non-linear techniques should be done in the future.

### 5. Conclusions

In this pilot study, the ability of MSE\( _\mu \), mvMSE\( _\mu \), MSE\( _{\sigma^2} \), and mvMSE\( _{\sigma^2} \) to characterise the complexity of different frequency bands of EEG signals in AD was investigated. MSE\( _\mu \) and mvMSE\( _\mu \), MSE\( _{\sigma^2} \), and mvMSE\( _{\sigma^2} \) quantify the dynamical properties of average and spread, respectively, over multiple time scales. They extract different kinds of information from signals. The results indicated that when MSE\( _\mu \) or mvMSE\( _\mu \) cannot distinguish different types of dynamics of a particular time series, MSE\( _{\sigma^2} \) or mvMSE\( _{\sigma^2} \) may do so, and vice versa. The multivariate entropy methods may lead to more significant differences between groups by taking into account both the spatial and time domains. However, they cannot characterise the multivariate time series for single channels. Our results also evidenced that the presence of broadband activity in EEGs is required for a comprehensive evaluation of complexity with univariate and multivariate multiscale entropy approaches. From a clinical perspective, MSE\( _{\sigma^2} \) and mvMSE\( _{\sigma^2} \) results were associated with a loss of complexity in AD time series and showed that the variance-based MSE and mvMSE better discriminate the AD patients’ signals from the controls’ ones in comparison with mean-based multiscale methods. The \( p \)-values for the slope values of mvMSE curves were smaller than for MSE, showing the possible usefulness of multivariate approaches. Overall, our results support the relevance of multivariate and univariate multiscale complexity analyses for the characterisation of EEG signals in AD.
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Appendix A

Sample entropy and multivariate sample entropy are used in the second step of the algorithms to quantify the complexity of univariate and multivariate time series, respectively. Sample entropy is based on the conditional probability that sequences close to each other for \( m \) consecutive data points will also be close to each other when one more point is added to each sequence. Thus, the proportion of unseen, new samples over the number of samples included in the previous pattern for the embedding dimension \( m = 2 \) is 50%. However, in multivariate sample entropy, multivariate embedded vectors are initially generated with the length of \( m_1 + m_2 + \ldots + m_p \), where \( p \) denotes the number of channels of a time series. For example, for a trivariate time series with the embedding dimension \( m = [2, 2, 2] \), the length of embedded vectors is 6. Then, the conditional probability that sequences with the embedding dimension \( m = [2, 2, 2] \) close to each other for six data points will also be close to each other for seven data points, associated with the embedding dimensions \([2, 2, 3], [2, 3, 2], \) or \([3, 2, 2] \), is calculated. Note that the length of the newly embedded vectors is 7. Therefore, the proportion of unseen samples over the number of total samples in previous patterns for the embedding dimension \( m = [2, 2, 2] \) is 16.66%. Likewise, for a four-channel time series with the embedding dimension \( m = [2, 2, 2, 2] \), the proportion of unseen samples over the number of samples of previous patterns is 12.5%. Consequently, the proportion of new samples decreases proportionally to the number of channels, thus decreasing the likelihood of the longer new pattern not being a match with the shorter ones.

To investigate the changes in multivariate entropy values when the number of channels increases, we used an uncorrelated multivariate WGN time series that the number of its channels changes from 1 to 16 and the length of each of them is 1280 samples (equal to the length of EEG time series). Figure A1 shows how the number of channels affects the mvMSE output values. It can be seen that the larger the number of channels, the smaller the multivariate entropy values, something that agrees with our results, where the multivariate measures result in lower entropy values.

![Figure A1](image-url). Multivariate Multiscale entropy values for the uncorrelated 1- to 16-channel WGN noise time series.
References


34. Folstein, M.F.; Folstein, S.E.; McHugh, P.R. “Mini-mental state”: A practical method for grading the cognitive state of patients for the clinician. *J. Psychiatr. Res.* 1975, 12, 189–198. [CrossRef]


© 2017 by the authors; licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC-BY) license (http://creativecommons.org/licenses/by/4.0/).